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Preface

We are currently sailing inside the third decade of synthetic biology and witnessing the
breadth of possibilities and applications it has already enabled. Advancement in synthetic
biology start from the growing number of genetic components and constructs available for
cell engineering and goes through a plethora of chassis and tools at our disposal for basic
research and applications, in therapy as well as in bioproduction and beyond. In this
collection, we would like to feature examples of the advancements enabled by synthetic
biology in mammalian cells, from construct design and assembly to computational analysis
and circuitry with desired functionalities.

We start by considering technological advances and the development of automated and
parallel gene construct design and testing that have accelerated assembly and validation.
Two examples are provided in Chaps. 1 and 2. In Chap. 1, authors adopt CIS display, an
in vitro—directed evolution protocol, for high-throughput selection of DNA-binding can-
didates from pools of non-binding proteins. In Chap. 2, authors present an example of a
Golden Gate-based high-throughput construct assembly, the Modular Protein Expression
Toolbox (MOPET), that enables highly efficient DNA assembly of pre-defined, standar-
dized functional DNA modules effecting protein expression with a focus to minimize the
cloning burden in coding regions and facilitating generation of genetic vectors coding for
difficult-to-express proteins.

Thanks to automation and parallel high-throughput assembly, a growing number of
genetic components have so far been developed, widening the toolbox at the disposal of the
community for synthetic construct design. Chapters 3, 4, and 5 exemplify some of building
blocks synthetic biologists can now select from when in the search for cell engineering
components. Chapter 3 provides example of such libraries, describing a designed set of
coiled-coiled (CC) motifs useful for mammalian cell engineering and providing a protocol
for the construction of CC-mediated logic circuits in mammalian cells. In Chaps. 4 and 5
authors present a mammalian-based synthetic biology toolbox to engineer membrane-
membrane interactions and a set of protease-responsive RNA Binding Proteins, to widen
the applications of synthetic biology circuitry to cell-to-cell communication and RNA-based
regulation, respectively.

The rational engineering of synthetic circuits and systems has benefitted from computa-
tional tools and characterization standards. Indeed, mathematical modeling plays a vital role in
mammalian synthetic biology by providing a framework to design and optimize design
circuits, predict their behavior, and guide experimental design. In Chap. 6, authors review
recent models used in the literature, considering mathematical frameworks at the molecular,
cellular, and system levels. Reporting key challenges in the field, and discussing opportunities
for genome-scale models, machine learning and cybergenetics to expand the capabilities of
model-driven mammalian cell biodesign, the authors open to next steps in the field. Chapters
7 and 8 go instead into the detail of network architectures useful to increase the robustness
and performance of gene circuits. One example of such architectures is provided by integral
feedback control, pivotal in minimizing disturbances (Chap. 7). Chapter 8 presents a system-
atic approach based on predictive mathematical modeling to guide the design and construc-
tion of gene activity-based biosensors. Mathematical modeling is useful not only to support
genetic design but also to take into account the context of cellular growth and integrate cell
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and process engineering, providing guidance on the performance of engineered cells. This is
especially important in the context of bioproduction applications, where specific growth and
nutrient conditions are usually adopted. Flux balance analysis (FBA) is a computational
methodology to analyze and model the metabolic behavior of cells. In Chap. 9, the authors
break down the key steps for formulating flux balance analysis models and other FBA-derived
methodologies in the context of mammalian cell biology, including strain design, cell line—
specific models, and metabolic flux sampling, directly addressing the need to optimize cell and
process conditions for best performance in bioprocessing. One specific aspect of mammalian
cell engineering and experimentation is the adoption of transient transfections for the inser-
tion of plasmid DNA in episomal form within the cells. These enable faster assessment than
the more laborious workflow required for genome integration. However, transient transfec-
tions suffer from great variability of plasmid internalization and may lead to challenging data
interpretation. Over the last decades, novel approaches to enable faster integration of synthetic
systems were developed, which could surpass the variability of transient transfection but also
the time-consuming workflows of traditional cell-line genome engineering. One such example
is presented in Chap. 10 where authors provide a detailed protocol describing how to create
and utilize landing pad cells for large-scale, library-based genetic experiments. The experi-
mental template can be easily adapted to explore libraries of proteins or protein variants within
mammalian cells and allow fast and high-throughput construct analysis in these systems. Both
transiently and stably engineered mammalian cells are often engineered with constructs
bearing fluorescent proteins as easy-to-assessed reporters of construct functionality. Construct
performance is usually assessed by flow cytometry a few days after transfection has been
performed, in the case of transient transfection, or when a desired condition is reached, in
the case of stable systems. Synthetic biology approaches have been developed to aid in
quantitative and reproducible flow cytometry data analysis. Chapter 11 focuses on methods
developed in the context of transient transfections in mammalian cells and focuses on the
process controls necessary for effective calibration and the analysis of flow cytometry datasets.
The chapter shows how these methods can be adopted to develop, model, refine, and predict
the behavior of a variety of genetic devices. Moving from these foundational tools, both
experimental and computational, available for mammalian system design, our collection then
focuses on the plethora of synthetic systems available as of today, from gene expression
regulation to the engineering of cell-to-cell communication and biosensing. For regulatory
systems, we showcase examples of CRISPR-based control in Chaps. 12, 13 and 14, biother-
apeutics in Chap. 15, and biosensors for the detection of key biomolecular properties and
biomarkers in Chaps. 16, 17 and 18. Finally, we close the overview of mammalian synthetic
systems by featuring two approaches relevant in the application of mammalian synthetic
biology toward application, specifically considering how synthetic biology can be effective in
supporting cell fate engineering and the control of differentiation in Chap. 19 and the design
of chromobodies in Chap. 20, i.e., the fusion of nanobodies and fluorescent proteins, for
characterization and detection of binder/antigen interactions, pivotal for research and thera-
peutic applications. While we appreciate the collection presented here is only covering a small
portion of what is currently available, we hope it will serve as a useful dive into the area of
mammalian synthetic systems and how they can be designed and engineered for transforming
our approach to mammalian cell research and applications.

London, UK Francesca Ceroni
London, UK Kaven Polizzi
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A Directed Evolution Protocol for Engineering Minimal
Transcription Factors, Based on CIS Display

Lin Qi, Emily Bennett, and Mark Isalan

Abstract

Directed evolution is an efficient strategy for obtaining desired biomolecules. Since the 1990s, the
emergence of display techniques has enabled high-throughput screening of functional proteins. However,
classical methods require library construction by plasmid cloning and are limited by transformation
efficiencies, typically limiting library sizes to ~10°-107 variants. More recently, in vitro techniques have
emerged that avoid cloning, allowing library sizes of >10'® members. One of these, CIS display, is a
DNA-based display technique which allows high-throughput selection of biomolecules in vitro. CIS display
creates the genotype—phenotype link required for selection by a DNA replication initiator protein, RepA,
that binds exclusively to the template from which it has been expressed. This method has been successfully
used to evolve new protein—protein interactions but has not been used before to select DNA-binding
proteins, which are major components in mammalian synthetic biology. In this chapter, we describe a
directed evolution method using CIS display to efficiently select functional DNA-binding proteins from
pools of nonbinding proteins. The method is illustrated by enriching the minimal transcription factor Cro
from a low starting frequency (1 in 10?). This protocol is also applicable to engineering other DNA-binding
proteins or transcription factors from combinatorial libraries.

Key words DNA-binding proteins, High-throughput selection, Transcription factors (TF), Directed
evolution, Protein engineering, CIS display

1 Introduction

Transcription factors (TF) are crucial in the regulation of gene
expression. Typically, transcription factors regulate gene expression
by binding to a specific DNA sequence, either alone or with other
proteins as a complex [1]. The expressed gene can be activated or
repressed, depending on whether transcription factors promote or
block the recruitment of cellular RNA polymerases [2, 3]. To
achieve robust regulation, transcription factors normally need
strong sequence-specific binding affinities with their target DNA
sequences (typically nanomolar dissociation constants). Directed
evolution and selection technologies are a powerful way to improve

Francesca Ceroni and Karen Polizzi (eds.), Mammalian Synthetic Systems, Methods in Molecular Biology, vol. 2774,
https://doi.org/10.1007/978-1-0716-3718-0_1,
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2024
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TF affinities and alter target recognition sequences and have hence
been used in many biotechnological applications, including the
engineering of mammalian transcription factors [4]. These have
the potential to be used in a variety of synthetic gene regulation
applications, including human gene therapy [5-8].

Directed evolution simulates the natural selection process: a
protein with better function can be screened from a mutant com-
binatorial library through iterative rounds of selection. High-
throughput screening methods such as phage display [9] have
been widely applied in recent years to obtain proteins with new
structures and functions. Typically, display techniques require an
evolvable protein with a specific binding target: biomolecules that
have strong binding affinity with their targets can be recovered,
whereas biomolecules with weak binding affinity can be removed or
washed away. Desired biomolecules can therefore be efficiently
enriched using rounds of selection. For instance, phage display
can create a genotype and phenotype link between a gene variant
and the protein it codes for, by inserting foreign DNA fragments
into a phage coat protein gene [9]. Phage display has now success-
fully been used in the selection of numerous biomolecules, includ-
ing antibody fragments and protease substrates [10, 11].

Another example of a display technology is yeast display, which
has advantages in supporting eukaryotic posttranslational modifica-
tions [12]. Yeast display has been used in the selection of human
antibodies [13].

Ciritically, the library sizes of cell-dependent display techniques,
such as phage and yeast display, are limited by plasmid transforma-
tion efficiency (typically resulting in ~10® to 10”7 variants per
library). Importantly, a larger library has a higher chance to isolate
biomolecules with higher affinity and so restricted library sizes are a
problem [14]. Because of this issue, other techniques without
transformation efficiency limitations were proposed. For example,
mRNA display, one of the most prevalent cell-free display techni-
ques, uses 3’ puromycin to create a genotype and phenotype link
[15]. Consequently, the resulting larger libraries (~10'?) can theo-
retically isolate biomolecules such as protein-binding peptides with
high binding affinities (binding at a low nanomolar levels)
[16]. Similarly, another in vitro high-throughput screening tech-
nique, ribosome display [17], which creates the genotype and
phenotype link by preventing the dissociation of ribosome-—
mRNA-protein complex, has also been used to engineer functional
proteins, such as designed ankyrin repeat proteins (DARPins)
[18]. Although powerful, these techniques are quite fragile and
carry the risk of losing genes of interest because of degradation of
the RNA fragments in selection complexes. In this chapter, we
therefore use an alternative DNA-based cell-free display technique,
CIS display [19], which overcomes the limitations of other display
techniques to engineer proteins of interest.
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CIS display is a DNA-based high-throughput selection tech-
nique. The genotype—phenotype link is generated by a DNA repli-
cation initiator protein, RepA. Due to the closest 07: sequence
being in cis on the same DNA template, a faithful link is created
between the template and expressed polypeptide—the same link
that is required for all display techniques [19].

CIS display has been used for many applications, including
selecting 18-mer peptides to bind antibodies and lysozyme [19],
peptides to inhibit proteases [20], and peptides to inhibit human
vascular endothelial growth factor receptor isoform 2 (VEGFR-2)
[21]. To date, all these applications of CIS display have been for
protein—protein interactions. To complement this technique, we
have developed protocols to enable CIS display for protein—-DNA
interactions, to enable transcription factor engineering.

Here, we illustrate the method by demonstrating that it can
select bacteriophage lambda Cro out of a large excess of non-DNA-
binding protein. Cro is a minimal 66-amino acid transcription
factor [22] which can bind to its target DNA with high binding
affinity (~0.1 nM) [23]. Through this method, we show that Cro
can be enriched from a billion-fold excess of non-DNA-binding
proteins such as GFP, with ~60-fold of enrichment per round. By
substituting Cro with a mutagenized library of a DNA-binding
protein of interest, this method can be used to establish a CIS
display system to engineer other DNA-binding proteins to bind
to desired target DNA sequences (Fig. 1).

2 Materials

2.1 DNA
Construction and
Preparation of
Biotinylated Target
DNA

1. Ptac-Cro-RepA-CIS-ori and Ptac-GFP-RepA-CIS-ori sequence
obtained by gene synthesis (GenScript; Table 1; see Note 1).

CIS display construct amplification primer (Table 2).

Gibson Assembly® Master Mix (NEB). Store at —20 °C.

. KOD hot-start polymerase (Sigma-Aldrich). Store at —20 °C.
. 25 mM MgSOy, stock solution.

2 mM dNTP stock solution.

10 x KOD hot-start polymerase buffer.

Monarch® DNA gel extraction kit (NEB).

Agarose.

e S

—
=]

. Cro target and negative control target (Table 3).

. Annealing buffer: 10 mM Tris-HCIl, 1 mM EDTA, 0.1 M
NaCl, pH 8.0.

. Nuclease-free water.
. Q5® High-Fidelity 2x Master Mix (NEB). Store at —20 °C.

p—d
—

—
w N
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Fig. 1 Schematic figure of DNA-binding protein engineering through CIS display. A combinatorially randomized
library of a DNA-binding protein of interest [24, 25] is introduced upstream of RepA, typically using gene
synthesis, ligation, and/or PCR. The linear DNA fragment library is expressed in vitro in a transcription—
translation reaction. A faithful link between each variant protein and its DNA template is generated by RepA
having the property of binding in cis to the DNA molecule from which it was expressed. DNA-binding protein
variants in the library that have high binding affinity with a user-provided biotinylated target DNA can be
recovered with streptavidin-coated magnetic beads. Conversely, proteins with low binding affinity can be
washed away with an appropriate buffer. After a suitable number of cycles or rounds of enrichment, the
selected proteins can finally be recovered by PCR of their associated genes (orange). Candidates can
subsequently be characterized by sequencing and the proteins verified with an appropriate assay, such as
ELISA or EMSA

14. QIAquick PCR purification kit (QIAGEN).
15. 1 x Tris acetate—EDTA bufter.

16. SYBR™ Safe DNA Gel Stain (Invitrogen).
17. Purple DNA gel loading dye (NEB).

2.2 Preparation of 1. Dynabeads™ M-280 Streptavidin (Invitrogen) or equivalent
Streptavidin Magnetic (see Note 2).
Beads 2. Phosphate-buffered saline (PBS), pH 7.4.

3. Blocking butffer: 2% (w/v) of bovine serum albumin (BSA),
0.1 mg/mL herring sperm DNA in PBS.

2.3 InVitro 1. E. coli S30 extract for linear templates kit (Promega). Store at —
Transcription and 80 °C (see Note 3).
Translation 2. Nuclease-free water.
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Table 3

Table 2

CIS Display for DNA-Binding Proteins

Primers used for PCR recovery of CIS display constructs

Sequence name

Sequence (5’ to 3'))

Annotation

FAR-1-F
FAR-2-F
TAC-1-F
TAC-2-F
TAC-N-F
RepA-N-R
ORI-2-R
ORI-1-R
FAR-2-R
FAR-1-R

cccagtcacgacgttgtaaaacg

acggccagtgaattcgagetc

ccccatccccctgttgacaattaatc

cccctgttgacaattaatcatgge

gtgtggaattgtgagcggataac

atcggatgctccagaaggtg

tgcatatctgtctgtecacagg

gggctttgtggtttcggtte

ccaagcttgeatgeaggec

caggaaacagctatgaccatgattacg

Round 1 recovery
Round 2 recovery
Round 3 recovery
Round 4 recovery
Round 5 recovery
Round 5 recovery
Round 4 recovery
Round 3 recovery
Round 2 recovery

Round 1 recovery

Primers used for target DNA preparation

Sequence name Sequence (5’ to 3'))

Annotation

Cro target
Forward

Cro target
Reverse

Forward

Reverse

Cro target
amplification
Forward

gtgtggaattgtgagcggataac

GCAACCATTATCACCGCCGGTGATAAAATAG
TCAACACCGGCGGTGATAGATATTTCACAGTCAG
TCCACACGTC

GACGTGTGGACTGACTGTGAAATATCTA
TCACCGCCGGTGTTGACTATTTTATCACCGGCGG
TGATAATGGTTGC

Negative control GCAACCATTATAAATAGTGGTGATAAAATAGTTA
TCACCACTATTTATAGATATTTCACAGTCAG
TCCACACGTC

Negative control GACGTGTGGACTGACTGTGAAATATCTATAAATAG
TGGTGATAACTATTTTATCACCACTATTTATAA
TGGTTGC

Negative control GCAACCATTATAAATAGTGGTGAT

amplification
Forward

Target
amplification
Reverse

Biotin-GACGTGTGGACTGACTGTGA

To make Cro target

To make Cro target

To make negative
control target

To make negative
control target

To make biotinylated
Cro target

To make biotinylated
negative control
target

To make biotinylated
Cro/negative
control target
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2.4 Affinity Selection

B N~

. Washing bufter: 0.1-1% of Tween 20 in PBS.
. Magnets.
. ThermoPol® Reaction Buffer (NEB).

. Rotary mixer.

3 Methods

3.1 Preparation of
DNA Templates and
Target DNA

3.2 In Vitro
Transcription and
Translation

. Amplify the CIS display constructs (Ptac-Cro-RepA-CIS-ori

and Ptac-GFP-RepA-CIS-ori) using primers (Table 2) with
the following PCR mixture: 3 pLL 10 pM each primer, 4 pL of
25 mM MgSOy, 5 pL of 2 mM each ANTP, 5 pL of 10 x buffer,
1 ng of template, 1U KOD hot-start DNA polymerase, and
nuclease-free water to a final volume of 50 pL. Set up the
tollowing PCR protocol: initial denaturation at 95 °C for
2 min, followed by 25-35 cycles at 95 °C, 20 s; at 65 °C,
30 s;at 70 °C, 50 s, followed by a final extension at 70 °C for
2 min (see Note 4).

. Analyze the results by running on a 1% agarose gel and purify

the CIS display DNA templates by gel purification with a
Monarch DNA gel extraction kit (see Note 5).

. Anneal Cro target and negative control target with the follow-

ing PCR mixtures: 5 pL of 100 pM each primer and 40 pL of
annealing buffer. Set up the following PCR protocol: one cycle
at 95 °C for 5 min, cool down slowly to 50 °C (—1 °C/cycle),
1 min per cycle.

. Dilute annealed DNA to appropriate concentration and

amplify with the biotinylated primer with the following PCR
mixture: 5 pL of 10 pM each primer, 25 pL of Q5 High-
Fidelity 2x Master Mix (NEB), 0.1 ng of template, and
nuclease-free water to a final volume of 50 pL. Set up the
following PCR protocol: initial denaturation at 98 °C for
30 s, followed by 30 cycles at 98 °C, 10 s; at 65 °C, 12 s; at
72 °C, 5 s, followed by a final extension at 72 °C for 10 s.

. Analyze the results by running on a 2.5% agarose gel. Purify the

biotinylated target DNA with a QIAquick PCR purification kit
(see Note 6).

. Dilute Ptac-Cro-RepA-CIS-ori DNA with nuclease-free water

to reach a final molar ratio of 1:10° to Ptac-GEP-RepA-CIS-o7i.
Add 3-4 pg of mixed DNA templates into E. coli S30 extract to
a total reaction volume of 50 pL. Incubate the in vitro TnT

(transcription and translation) reaction at 37 °C for 90 min (see
Note 7).

. Stop the TnT reaction by cooling it on ice for 10 min.
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Wash 25 pL M-280 streptavidin-coated magnetic beads in
200 pL PBS for by pipetting. Place the mixture on a strong
magnet for 2 minutes, allowing the beads to become attracted
to the magnet. Repeat this step once. Block the beads with
200 pL of blocking buffer for an hour at room temperature on
a rotary mixer (for gentle suspension).

Dilute the TnT reaction with blocking bufter and incubate for
10 min at room temperature on a rotary mixer.

Incubate the prepared biotinylated target DNA with diluted
TnT reaction for an hour at room temperature on a rotary
mixer, to allow protein—target—DNA interactions to occur.

Incubate blocked beads with TnT reaction mix from step 3,
for 15 min at room temperature, on a rotary mixer.

Wash beads 4-12 times with 0.1% Tween 20 in PBS, as previ-
ously described in step 1, followed by two washes with PBS
(see Note 8).

Resuspend the beads with 50 pL. of ThermoPol® Reaction
Buffer (NEB) after washing (elution of DNA from beads is
optional). Recover the enriched DNA sequence, coding for the
desired DNA-binding protein, with the following PCR mix-
ture: 3 pL. 10 pM each primer, 4 pL of 25 mM MgSOy, 5 pL of
2 mM each dNTP, 5 pL of 10 x bufter, 1-5 pL of templates
(beads), 1U KOD hot-start DNA polymerase, and nuclease-
free water to a final volume of 50 pL. Set up the following PCR
protocol: initial denaturation at 95 °C for 2 min, followed by
25-35 cycles at 95 °C, 20 s; at 65 °C, 30 s; at 70 °C, 50 s,
followed by a final extension at 70 °C for 2 min (se¢ Note 9).

Analyze the results by running on a 1% agarose gel (Fig. 2).
Purify the selection results with a QIAquick PCR purification
kit (see Note 10); purified PCR products can be used in the
next round of selection or characterization (Table 4).

4 Notes

. To demonstrate enrichment of a desired DNA-binding protein

(bacteriophage lambda Cro) from low starting frequencies of
DNA-binding proteins (as would be found in a combinatorial
library), any non-DNA-binding “dummy” proteins (e.g., GFP,
RFP) can be mixed with Cro. The “dummy” protein CIS
display construct can be obtained by either gene synthesis or
cloning (e.g., Gibson assembly).

Here we recommend streptavidin-coated magnetic beads and
strong magnets for efficient washing and selection. Other
streptavidin-coated systems such as Pierce™ streptavidin-
coated high-capacity plates (Thermo Scientific) can also be
applied.
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ladder round O round 1 round 2 round 3 round 4 round 5

2500 bp

2000 bp

1500 bp +— GFP
<+— Cro

1000 bp

Fig. 2 Typical results of CIS display of DNA-binding proteins. The enrichment of Cro from a billion-fold excess
of a non-DNA-binding protein, GFP (1:10° dilution of Cro/GFP). A Cro band (1254 bp; shown by arrow)
demonstrated enrichment after five rounds of selection on this agarose DNA gel. The Cro band was gel purified
and verified by DNA sequencing (Eurofins). After each round of selection, internal nested primers were applied
to recover the full CIS constructs and to avoid generating PCR artifacts from primer reuse. Therefore, both GFP
and Cro bands shorten in size from round to round: GFP (round 0, 2300 bp; round 1, 2300 bp; round
2, 2250 bp; round 3, 2158 bp; round 4, 2043 bp; round 5, 1770 bp) and Cro (round 0, 1784 bp; roundT,
1784 bp; round 2, 1734 bp; round 3, 1642 bp; round 4, 1527 bp; round 5, 1254 bp)

Table 4
Cro enrichment conditions

Selection Streptavidin Target

round magnetic beads DNA Blocking buffer Washing condition

Round 1 25 pL 20 pmol 2% BSA in PBS, 0.1 mg/ 4 washes with 0.1% Tween 20 in
mL herring sperm PBS, 2 washes with PBS

Round 2 20 pL 16 pmol 2% BSA in PBS, 0.1 mg/ 6 washes with 0.1% Tween 20 in
mL herring sperm PBS, 2 washes with PBS

Round 3 20 pL 12 pmol 2% BSA in PBS, 0.1 mg/ 8 washes with 0.1% Tween 20 in
mL herring sperm PBS, 2 washes with PBS

Round 4 15 pL 8 pmol 2% BSA in PBS, 0.1 mg/ 10 washes with 0.1% Tween 20 in
mL herring sperm PBS, 2 washes with PBS

Round 5 15 pL 4 pmol 2% BSA in PBS, 0.1 mg/ 12 washes with 0.1% Tween 20 in
mL herring sperm PBS, 2 washes with PBS

3. E. coli S30 extract for linear templates kits (Promega) can be
used to initiate the in vitro transcription and translation reac-
tion. Alternatively, S30 extract for linear templates can be
prepared by E. cols SL119, which is a derivative of E. coli
BL21 [26, 27]. n.b. recD genes are knocked out for preventing
degradation of linear DNA fragments in E. co/i SL119. For
obtaining a desired expression level, supercoil-insensitive pro-
moters such as Ptac are recommended [28].
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. Here, we aimed to enrich a low frequency of DNA-binding
protein Cro from “dummy” protein GFP. We therefore did a
serial dilution of Cro CIS display construct and mixed it with
excess GFP CIS display construct such that a final molar ratio of
1:10” was reached. If one wishes to use a combinatorial library
of any chosen transcription factor, this step may be replaced
with PCR amplification of a codon-diversified library (repla-
cing Cro within this CIS display construct). To optimize the
selection process more easily, we also recommend initiating
model selections with a higher frequency of target-binding
protein, for example, diluting one target-binding protein in a
thousand-fold excess of “dummy” protein. This allows the
target-binding protein to be enriched with fewer rounds of
selection, enabling selection conditions to be identified more
rapidly.

. A standard TnT reaction has a reaction volume of 50 pL.
Dilution of a TnT reaction mixture may make the reaction
less efficient or even stop the reaction. Therefore, concentrated
DNA templates are reccommended for adequate protein expres-
sion. To obtain higher concentrations in DNA purification,
using a smaller volume of pre-warmed elution buffer, or
other yield-increasing steps, is highly recommended.

. In this protocol, QIAquick PCR purification kits were used.
For shorter DNA targets, other appropriate kits such as QIA-
quick nucleotide removal kits can be applied. 2.5% agarose gels
were prepared because they showed a better resolution for
DNA with low molecular weight. Also, negative control target
DNA and beads without any biotinylated target should be used
as controls; these control experiments verify that only target
DNA can enrich the desired biomolecules.

. One advantage of using negative control (non-DNA-binding)
fluorescent proteins in an enrichment experiment is that the
in vitro TnT reaction can be monitored by a fluorescence plate
reader (e.g., Tecan). The expression time and conditions (e.g.,
temperature) can be varied according to observed expression.

. Selection stringency can be tuned by many factors in CIS
display, for instance, blocking buffer composition, Tween
20 concentration, number of washes, and amount of target
DNA used. Generally, to enrich low frequencies of biomole-
cules, selections should start with low stringency, and the strin-
gency can be gradually increased in the following selection
rounds.



9. We note that it is essential to use nested primers, to provide
higher-quality PCR products without amplification artifacts,
over multiple selection rounds.

In this case, PCR purification is used because Cro and GFP

have different molecular weights. The selection results should
be determined by sequencing. According to specific applica-
tions, gel purification can also be applied.
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Setup and Applications of Modular Protein Expression
Toolhoxes (MoPET) for Mammalian Systems

Ernst Weber

Abstract

The design and generation of an optimal protein expression construct is the first and essential step in the
characterization of any protein of interest. However, the exchange and modification of the coding and/or
noncoding elements to analyze their effect on protein function or generating the optimal result can be a
tedious and time-consuming process using standard molecular biology cloning methods. To streamline the
process to generate defined expression constructs or libraries of otherwise difficult to express proteins, the
Modular Protein Expression Toolbox (MoPET) has been developed (Weber E, PloS One 12(5):¢0176314,
2017). The system applies Golden Gate cloning as an assembly method and follows the standardized
modular cloning (MoClo) principle (Weber E, PloS One 6(2):¢16765,2011). This cloning platform allows
highly efficient DNA assembly of pre-defined, standardized functional DNA modules effecting protein
expression with a focus on minimizing the cloning burden in coding regions. The original MoPET system
consists of 53 defined DNA modules divided into eight functional main classes and can be flexibly expanded
dependent on the need of the experimenter and expression host. However, already with a limited set of only
53 modules, 792,000 different constructs can be rationally designed or used to generate combinatorial
expression optimization libraries. We provide here a detailed protocol for the (1) design and generation of
level O basic parts, (2) generation of defined expressions constructs, and (3) generation of combinatorial
expression libraries.

Key words Golden Gate cloning, Modular cloning , Library construction, High-throughput cloning,
Synthetic biology, Expression optimization

1 Introduction

Production of soluble and active recombinant protein in sufficient
amounts is central for structural, functional, and biochemical pro-
tein characterization. However, the path to an optimal expression
construct for a gene of interest is often a tedious trial and error
process. Multiple variables can influence expression and function.
The expression host, expression conditions, expression vector back-
bone, promoters, terminators, signal peptides, different N- and /or
C-terminal protein tags, linkers, and combinations thereof must be

Francesca Ceroni and Karen Polizzi (eds.), Mammalian Synthetic Systems, Methods in Molecular Biology, vol. 2774,
https://doi.org/10.1007/978-1-0716-3718-0_2,
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explored and tested to achieve optimal protein expression con-
structs tailored for an application of interest. Modifications and
adaptations of a given expression construct, like exchanging a
protein tag or replacing the promoter, generally require individual
cloning strategies which are time-consuming and resource-
intensive and may introduce unwanted additional sequences
between the DNA fragments.

To allow a fast and streamlined design—built—test—learn cycle to
identify the best DNA construct, two key engineering principles
had to be applied to the field of molecular biology [3]. First the
modularization and standardization of basic parts and second the
highly efficient and standardized assembly process of multiple DNA
fragments in a single reaction.

For highly efficient simultaneous DNA assembly of multiple
fragments, the key methodologies include homology-based assem-
bly methods and type IIS-based assembly methods relying on
Golden Gate cloning, which permits directional and seamless
assembly of multiple DNA fragments in a one-tube one-step reac-
tion by the concurrent use of type I1S restriction endonucleases and
DNA ligase [4, 5]. This is based on the special ability of type IIS
enzymes to cleave outside their recognition site in a defined dis-
tance independently of the target sequence. When these recogni-
tion sites are placed to the far 5’ and 3’ end of any DNA fragment in
inverse orientation, they are removed by the restriction enzyme in
the cleavage process. Two DNA fragments flanked by compatible
sequence overhangs resulting from type IIS cleavage, termed fusion
sites, can be ligated seamlessly. Since type I1S sites can be designed
to have different fusion site sequences, directional assembly of
multiple fragments is feasible (Fig. 1). The method proved to be
highly robust and efficient in DNA shuffling applications and for
assembly of up to 52 DNA fragments and/or highly repetitive
DNA sequences [6-9].

The unique feature of Golden Gate cloning, to require only a
single amino acid for the fusion of two functional DNA parts, is the
key differentiator to other widely used cloning technologies. Meth-
ods like Gibson assembly [10], SLIC [11], and related technologies
reviewed by Casini et al. [12], which are also able to combine
multiple DNA fragments with high efficiency, need longer identical
sequence stretches between the single parts (15-30 nucleotides). The
longer sequences have restrictions when used in modular toolboxes:
(i) they have the potential to insert larger stretches of unwanted
amino acids, (ii) highly repetitive sequences like GS linkers are prob-
lematic in efficient assembly, (iii) very short functional parts like tags
are not possible as independent single entities, and (iv) a simple
expansion by adding new functional parts may require major adjust-
ments in the cloning system. This becomes even more prominent
when multiple functional parts are assembled in a linear fashion
together with multiple fusion sites in the coding region.



Level 0 Modules
(PCR- or subcloned
DNA fragment)
(KmR)

Level 1 Destination

(ApR)

Level 1 expression
(ApR)
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Met Bsal Met Ala

..ggtctc n

CTTG IZ] CC-AT n gagacc.. , ..ggtctc n|CC-AT G-GCT n gagacc..
..ccagag n GAAC GG-TA|n ctctgg.. +...ccagag n GG-TA C-CGA |n ctctgg.. +..
fs1 fs2 fs2 fs3
+

Bsal

Bsal Stop

..GCCACTTG n gagacc ggtctc n |[TAA-T..
+ ..CGGTGAAC |n ctctggccagag n ATT-Al
fs1 Bsal fsX
¢ Bsal + T4-DNA-ligase
Met Ala Stop
...GCCI—ICTTG |CC—AT | G-GCT TAA-T..
...CGGTGAACl GG—TAl SP | G=cea|] *... arT-al
fs1 fs2 fs3 fsX

Fig. 1 Golden Gate assembly used in the MoPET system. A detailed overview of the organization and
orientation of the type IIS restriction sites and the fusion sites at the different levels of the MoPET system
is shown. Level 0 modules are flanked by Bsal recognition sites and module-specific fusion sites (fs) are
highlighted with color. Promoter (P) and signal peptide (SP) are shown as an example. The level 0 promoter
module and the other level 0 modules required to form a complete expression construct (not shown) are then
assembled via Bsal into a level 1 destination vector, creating the final level 1 expression construct

Based on Golden Gate cloning as an assembly method, several
standardized modular cloning systems have been set up ranging
from the prototype modular cloning systems (MoClo) and Gold-
enBraid focusing on plants [2, 13-15] to a wide range of host
organisms including bacteria [ 16, 17], yeasts [ 18, 19], chloroplasts
[20], cyanobacteria [21], and mammalian cells [22, 23].

The here described modular protein expression toolbox
(MoPET) was developed for standardized assembly of expression
constructs and protein expression optimization libraries in mam-
malian expression hosts [1]. MoPET has a strong focus on the
special requirements when working with coding regions and is
designed to minimize cloning burden like additional amino acids
between the functional parts which may influence expression
and/or function of the protein of interest (POI).

2 Materials

2.1 Cloning

1. DNA analysis and editing software. Any suitable sequence
analysis and editing software package can be used. Popular
examples include Geneious Prime (www.geneious.com) and
SnapGene (www.snapgene.com).

2. 10 U/pL Bsal-HFv2 (NEB, New England Biolabs Inc., Ips-
wich, MA, USA).

3. 10 U/pL Bpil (Thermo Fisher Scientific, Waltham, MA USA).

4.20 U/pL T4 DNA ligase (HC) with 10x ligation buffer
(300 mM Tris-HCI pH 7.8, 100 mM MgCI2, 100 mM


http://www.geneious.com
http://www.snapgene.com
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2.2 Screening for
Correct Assembled
Constructs

10.

11.

12.

13.

14.

1.

DTT, 10 mM ATP) (Promega Corporation, Madison, WI,
USA).

. 5 High-Fidelity PCR Kit, e.g., Novagen® KOD Polymerase

PCR Systems.

. QIAquick PCR Purification Kit.

. Spectrophotometer for measuring DNA concentration, e.g.,

Nanodrop® Spectrophotometer ND-1000 (Peqlab, Erlangen,
Germany).

. Thermocycler (e.g., Bio-Rad) to perform PCR reactions and

Golden Gate cloning reactions.

. Luria—Bertani (LB) medium: 10 g tryptone, 5 g yeast extract,

10 g NaCl in 1 L water, autoclave. For agar plates, add
1.5% agar.

Antibiotics: kanamycin and ampicillin—filter-sterilized stock
solutions of 50 mg,/mL in H,O stored at —20 °C and diluted
1:1000 for a final concentration of 50 pg/mL were added to a
liquid or solid medium.
5-Bromo-4-chloro-3-indolyl-p-D-galactopyranoside  (X-gal):
stock solution of 20 mg/mL in dimethylformamide. The
stock is diluted 1:500 (final concentration: 40 pg/mL) in an
appropriate amount of LB agar after autoclaving/melting and
cooling down.

Electrocompetent cells, e.g., Top10 (Thermo Fisher Scientific,
Waltham, MA USA).

Electroporator:  Gene Pulser Electroporation System
(Bio-Rad).

Eppendorf ThermoMixer®.

Plasmid DNA preparation: QIAprep Spin Miniprep Kit for

single constructs or QIAprep 96 Turbo Miniprep Kit for
96 preparations (Qiagen, Hilden, Germany).

2. GeneRuler™ 1 kb DNA Ladder Plus.

o NN O\ Ul

. 50x TAE bufter: 242.0 g Tris, 57.1 mL of acetic acid, and

100 mL of 0.5 M EDTA, pH 8.0, in 1 L of deionized water.
Running butffer for agarose gels is 1x TAE.

. Agarose solution (0.8-1.5%).

. Ethidium bromide (stock concentration of 10 mg/mL).
. MCE Membrane MF-Millipore, 0.025 pm.

. 2.5 mL deep-well plate (HJ-Bioanalytics GmbH).

. Gels are checked visually using a gel imager.



Modular Protein Expression Toolbox (MoPET) for Mammalian Systems 19

3 Methods

3.1 Gonceptual
Design and
Consideration of
MoPET

The key first step is the definition and standardization of the func-
tional DNA parts. We defined eight basic module types which were
named in accordance with the MoClo system syntax as level 0 mod-
ules [2] (see Note 1). They cover the main variables in expression
construct design and optimization, such as promoter (P), signal
peptide (SP), N-terminal tag (N-TAG), N-terminal linker (N-Li),
the core of the protein to be expressed (CP), C-terminal linker
(C-Li), and C-terminal tag (C-TAG) (Fig. 2a) and are flanked by
Bsal restriction sites in opposite directions. All are provided as Km™
storage vectors. The expression plasmid backbone itself is also
regarded as a module, providing additional expression level deter-
mining functions like origin of replication and the 3’-UTR. To
allow highly efficient cloning and selection, these backbones pro-
vide an Ap"™ resistance and a LacZ cassette for blue/white
screening.

To enable assembly by Golden Gate technology and to assure
that all modules of a defined type are interchangeable with each
other, we defined specific fusion sites flanking each module type
(Fig. 2a). Fusion sites overlapping with coding sequences were
chosen to minimize changes to the encoded proteins. The fusion
site between promoter and the start of the protein was chosen to be
CC-AT. The two cytosine residues represent the last two nucleo-
tides of an optimal Kozak sequence for mammalian expression,
which are followed by the two first nucleotides of a start AT-
G. To allow creation of the original N-terminus of any given
protein to express, the fusion site between the signal peptide and
the N-terminal tag is located in the coding sequence of the signal
peptide. As alanine is one of the consensus residues for the signal
peptidase and present in many mammalian signal peptides at the
C-terminus, the fusion site here reads G-GCT [24]. Definition of
two linker positions (N-Linker and C-Linker) flanking the core
protein allowed to design fusion sites that were located inside the
linker coding region. As most linker sequences used in literature
typically contain glycine, and a single additional glycine in front of
the linkers is regarded as minor disturbance of the expression
construct, all four glycine codons were used (GGA-T, C-GGG,
GGT-G, A-GGC). As fusion site to connect the POI to the back-
bone, the TAA-T stop codon was chosen. The last remaining fusion
site is in the non-translated region upstream of the promoter mod-
ule and was selected with the only requirements as to be unique and
non-palindromic to allow efficient assembly (CTTG).
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CTTG CC-ATg G-GCT  GGA-T C-GGG GGT-G A-GGC TAA-T CTTG
I Il | | | Il Il | |
l Promoter Signal peptide | N-TAG N-Li Core Protein C-Li C-TAG Vector

Function (Module 5¢ extension for direct 3¢ extension for direct
Name) ordering ordering
Promoter (P) GGTCTCACTTG CC-ATAGAGACC
Signal peptide (SP) GGICTCTCC-ATc (Met) XXG=GCTAGAGACC (X/Ala)
N-terminal tag (N-TAG) GGTCTCTG-GCT (Ala) GGA-TAGAGACC (Gly)
N-terminal linker (N-Li) GGTCTCTGGA-TCC (Gly/Ser) TCC-GGGAGAGACC (Ser/Gly)
Protein/ d‘zg:')” in focus GGTCTCTC-GGG (Gly) GGT-GAGAGACC (Gly)
C-terminal linker (C-Li) GGTICTCTGGT-GXX (Gly) TCA-GGCAGAGACC (Ser/Gly)
C-terminal tag (C-TAG) GGICTCTA-GGC (Gly) TAA-TAGAGACC (Stop)
P1 P2
C P——— CTTG  TAAT
Bpil = < Bpil
a -
= 3 PCRs Boi Bpil + ligase
Ap i CTTG  TAAT
P6 P3 Bl E] ™3 T
_ — 7 —-—LacZ @
pemv H mcs H Hise) [ Aot @ o
MoPET destination vector
Expression vector Bpil ApR
AR | —
L= Bpil
Bsal ApR
D P5Pa
P1 tttgaagacttCTTGtgagaccgcagctggcacgacaggttte
P2 tttgaagacttATTAtgagaccgtcacagcttgtctgtaageg
P3 tttgaagacttTAATgcggccgctcgaggeccggcaag
P4 tttgaagacttCGTGacccacgctcaccggcteccag
P5 tttgaagacttCACGcggtatcattgcagcactggg
P6 tttgaagacttCAAGcggtcatattggacatgagcc

Fig. 2 MoPET module design overview. (@) Modular structure of the MoPET system consisting of the eight
basic module types: promoter, signal peptide, N-TAG (N-terminal tag), N-Li (N-terminal linker), core protein,
C-Li (C-terminal linker), C-TAG (C-terminal tag), and the vector. Boxes show the fusion sites separating the
modules and indicating the reading frame. (b) Detailed overview of 5’ and 3’ standard DNA sequences
containing the Bsal restriction site and the respective fusion sites that must be added for direct ordering of
level 0 modules. (¢) Process of generating MoPET-compatible level 1 expression plasmids. Relevant functional
elements are PCR amplified from both starting vectors. The PCR fragments are assembled by a Golden Gate
cloning reaction using the Bpil restriction sites added via the PCR primers. Unwanted parts like here the
original promoter, MCS, and purification tag, as well additionally present Bsal site in the Ap® marker, are
removed in the process. Ap®, ampicillin resistance marker; His(6), histidine tag; LacZ, marker for blue/white
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3.2 Design,
Generation, and
Domestication of Level
0 Functional Parts

3.3 Design,
Generation, and
Domestication of Level
1 Expression Plasmids

<
Y

With constantly dropping prices for gene synthesis and the fact that
most coding parts like signal peptides, linkers, and tags are short
and often cover only few amino acids, a straightforward and fast
option is to design level 0 functional parts completely in silico. They
can then be ordered at a gene synthesis provider already subcloned
in a storage vector with the appropriate antibiotic resistance (kana-
mycin for MoPET level 0 functional parts).

1. Remove any internal Bsal type 1IS recognition site(s) from the
fragment of interest as they will interfere with the Golden Gate
cloning reaction. Dependent on later planned expansion to
higher-order platforms, it may also be advisable to remove
additional frequently used sites, e.g., Bpil, Lgul, and BsmBI,
at this stage (see Note 2). In case of noncoding regions like
promoters, a functional validation of the altered modules might
be required. In case of coding sequences, they can also be
codon optimized for the respective expression organism at
this step.

2. Dependent on the functional part type, add Bsal restriction
sites and respective module-specific fusion sites to the fragment
of interest as 5’ and 3’ extension (see Fig. 2b). The complete
sequence can then be ordered as subcloned DNA fragmentin a
storage vector. The final complete vector sequence should be
rechecked before finally ordering it indeed the storage vector
backbone of the provider does not contain the respective type
IIS restriction sites.

3. Dependent on the chosen DNA synthesis provider, the amount
and the quality of the DNA will vary. To ensure high quality
and cloning robustness, retransform and miniprep all modules
with the identical miniprep kit.

The level 0 modules will be assembled to complete transcriptional
units in level 1 expression plasmids which must fulfill several specific
requirements in contrast to the level 0 plasmids: (i) confer resis-
tance to ampicillin (or any other marker not present in the level
0 plasmids than kanamycin for counterselection), (ii) a LacZ frag-
ment for later blue /white screening flanked by Bsal restriction sites
generating the fusion sites CTTG/TAAT, and (iii) absence of
additional type IIS restriction sites in the backbone sequence. A
general example of how to convert any given plasmid into a
MoPET-compatible level 1 destination plasmid is provided
(Fig. 2c). Here, the required vector fragments and the LacZ

Fig. 2 (continued) screening; MCS; multicloning site. (d) Primers used for vector creation. Bpil restriction sites
are shown in italics, Bsal restriction sites in bold, and fusion sites generated by Bpi in red. Bpil sites (gaagac)
are removed during vector assembly, whereas the Bsal sites (gagacc) remain in the vector for subsequent
cloning of the desired DNA fragments
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selection cassette are generated by PCR. In addition, Bsal sites
present in the vector are removed using primers designed to insert
single-nucleotide mutations in the DNA recognition sequences.
For PCR fragment assembly, Bp:l as a second type IIS enzyme is
used, because Bsal sites will be introduced to allow Golden Gate
assembly into the final vector.

1. Primer design for amplification of the LacZ fragments and
backbone fragments. The sequences of the primers are listed
(Fig. 2d). The primers P1 and P2 are designed to amplify the
LacZ fragment from a commercially available pUC19 as exam-
ple. Both primers have Bpil (italics) restriction sites at their
end, generating the fusion sites CTTG/TAAT. The fusion sites
are followed by Bsal restriction sites (bold) in reverse comple-
ment orientation. After the assembly via Bpil, the Bsal sites will
become part of the destination vector.

The expression plasmid backbone contains an additional
Bsal restriction site in the Ap®™ which will be removed by
introducing a single silent nucleotide substitution in the used
fusion site of P4 and P5. All four primers (P3-P6) have a Bpil
site with a fusion site selected to be compatible with the fusion
site of the fragment to which it will be ligated.

2. Set up one PCR with P1/P2 on pUCI19 and two PCRs with
P3 /P4 and P5/P6 on the expression plasmid. A proofreading
polymerase like KOD should be used to minimize errors. The
following conditions are used following the manufacturer’s
instructions: 1 pL plasmid DNA (5-20 ng/pL), 5 pL of 10x
buffer, 3 pL of 25 mM MgSOy, 5 pL of 2 mM dNTPs, 1.5 pL.
each of 10 pM sense and antisense primers, and 1 pLL of KOD
Hot Start DNA Polymerase (10 U/pL, final concentration
0.02 U/uL) in a total reaction volume of 50 pL.

3. Analyze a small amount of each PCR reactions by agarose gel
electrophoresis. For preparation of agarose gels for electropho-
resis, agarose (0.7-1.5%) in 1x TAE is melted in a microwave
oven and one drop of a 0.025% (w/v) ethidium bromide
solution is added per 100 mL of melted agarose.

4. If'asingle band can be detected, gel-purify the remaining PCR
reaction to remove potential primer dimers and backbone tem-
plate which may interfere with the Bpsl-based Golden Gate
reaction.

5. Set up a Bpil restriction-ligation by combining 30 fmol of each
purified PCR product, 2.5 pL. 10x% ligation bufter, 1 pL of Bpil,
and 1.5 pL of ligase (final volume of 25 pL) (see Note 3).

6. Incubate the Golden Gate restriction-ligation mix in a thermal
cycler with the following program: 2 min at 37 °C, 5 min at
16 °C, both repeated 50 times, followed by a digestion step



Modular Protein Expression Toolbox (MoPET) for Mammalian Systems 23

3.4 Standard Golden
Gate Assembly of
Defined Expression
Constructs

10.

11.
12.

(5 min at 37 °C for Bpil) and then by heat inactivation for
10 min at 80 °C.

. Transformation into E. coli. Mix 2.5 pL of the reaction with

50 pL electrocompetent cells, transfer to a pre-cooled electro-
poration cuvette, and transform by electroporation.

. Add 1 mL LB medium and regenerate cells for 1 h at 37 °C at

600 rpm in an Eppendorf ThermoMixer®.

. Plate 20 pL and the complete remaining culture on LB plates

containing ampicillin and X-gal. Incubate overnight at 37 °C.

Correct colonies should be blue. Inoculate 4 mL LB medium
with ampicillin and incubate overnight at 37 °C in a shaker
incubator.

Prepare DNA using a miniprep kit.

Verification of the complete constructs by DNA sequencing.

Level 0 modules will be assembled into complete transcriptional
units in level 1 expression plasmids. In contrast to the level 0 mod-
ule plasmids, level 1 destination plasmids confer resistance to ampi-
cillin to allow selection pressure toward correctly assembled
constructs as all other modules in the Golden Gate reaction are
kanamycin resistant. For example, dependent on the specific
design, a module for each position or only a subset can be used
(Fig. 3A).

1.

Design the expression construct(s) and select the required
functional part plasmids and the destination expression
plasmid.

. Measure the DNA concentrations of all purified plasmids using

a spectrophotometer.

. Set up a Golden Gate restriction-ligation reaction providing

30 fmol (see Note 3) of each plasmid in a total reaction volume
of 25 pL:

x pL destination expression plasmid
x pL level O plasmids 1-7

1.5 pL T4 DNA ligase

pL Bsal-HFv2 enzyme (see Note 4)
2.5 pLL 10x% ligation buffer

H,O to final 25 pL.

. Incubate the Golden Gate restriction—ligation mix in a thermal

cycler with the following program: 2 min at 37 °C, 5 min at
16 °C, both repeated 50 times, followed by a digestion step
(5 min at 50 °C) and then by heat inactivation for 10 min at
80 °C.
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Fig. 3 MoPET design examples for defined expression constructs or library approaches. (A) Three examples for
the use of MoPET to generate defined expression construct are shown. (a) In case no N-terminal tags and
linker sequences are required, the core protein (CP) module serves as a flexible adaptor. In this case, the CP
variant with the fusion sites (GGCT/GGTT) bridges the N-TAG and N-Li positions. (b) All eight functional parts
are combined. (c) Repurposing of positions. Here the N-terminal tag position contains the first domain of a
two-domain protein, so that the dedicated linker modules can be used to separate the two domains. (B) In
case of expression optimization libraries, multiple level 0 modules from a functional class are combined in a
single one-pot reaction

5. Transformation into E. cols. Mix 2.5 pL of the reaction with
50 pL electrocompetent E. coli cells, transfer to a pre-cooled
electroporation cuvette, and transform by electroporation.

6. Add 1 mL LB medium and regenerate cells for 1 h at 37 °C
with 600 rpm in an Eppendorf ThermoMixer®.

7. Plate 20 pL. on LB plates containing ampicillin and X-gal.
Incubate overnight at 37 °C.

8. Correct colonies should be white. Picking two white colonies
is usually sufficient to identify a correct clone. Inoculate 4 mL
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3.5 Standard Golden
Gate Assembly of
Expression Libraries

LB medium with ampicillin and incubate overnight at 37 °C in
a shaker incubator (see Note 5).

9. Prepare DNA using a miniprep Kkit.

10. Verification of constructs by either DNA sequencing or restric-
tion digest.

In cases where rational design and generation of defined expression
constructs does not lead to suitable constructs, the standardized
and modular system also allows the generation of expression opti-
mization libraries from the same set of modules applying an identi-
cal assembly strategy. In contrast to the standard assembly
procedure, where one selected member of each module class is
combined, for a library approach module sets for each position
can be selected and combined in a single one-pot reaction. The
workflow is like the one for the assembly of defined constructs but
with a few special considerations.

1. Design the expression optimization library and select the func-
tional parts and the destination expression plasmid. Calculate
the theoretical complexity of the library

2. Measure the DNA concentrations of all purified plasmids using
a spectrophotometer.

3. Set up a Golden Gate restriction—ligation reaction providing
30fmol total amount for each position. In case five different
signal peptides have been selected for the library (Fig. 3B),
6 fmol of each selected module is used. In case the pipetting
volume is too low, the sample should be diluted with tenfold
water and a tenfold higher volume has to be added to the
reaction:

x pL destination expression plasmid

x pL level 0 modules of positions 1-7
1.5 pLL T4 DNA ligase

pL Bsal-HFv2 enzyme

2.5 pLL 10x% ligation buffer

H,O to final 25 pL

4. Incubate the Golden Gate restriction—ligation mix in a thermal
cycler with the following program: 2 min at 37 °C, 5 min at
16 °C, both repeated 50 times, followed by a digestion step
(5 min at 50 °C) and then by heat inactivation for 10 min at
80 °C.

5. Dependent on the library complexity and number of variants
that will be tested, transform the whole reaction into electro-
competent E. coli cells.
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10.

11.

. Drop dialysis of the library restriction—ligation reaction. Fill the

bottom of a Petri dish with distilled water and float an MCE
filter disc (13 mm, 0.025 pm; Millipore) on top. Add the 25 pL.
reaction to the filter disc and place a tight-fitting lid on the Petri
dish to prevent evaporation. Most samples are dialyzed in
30 min.

. Mix the whole dialyzed restriction—ligation reaction with 50 pL

electrocompetent E.colz cells and transfer to a pre-cooled elec-
troporation cuvette. Transform by electroporation.

. Add 1 mL LB medium and regenerate cells for 1 h at 37 °C

with 600 rpm in an Eppendorf ThermoMixer®.

. Plate 20 pL, 100 pL, and the remaining culture on LB plates

containing ampicillin and X-gal. Incubate overnight at 37 °C.

Pick the required number of white colonies in 2.5 mL 96 deep-
well plates prefilled with 1.2 mL LB medium and appropriate
antibiotic. Grow overnight and perform DNA preps with, e.g.,
QIAprep 96 Turbo Miniprep Kit.

Send the prepped DNA for sequencing with backbone-specific
primers and evaluate for each clone the module composition
which has been assembled. In certain cases, also sequencing
primers located in the core protein region may be required to
cover the whole construct.

4 Notes

. The flexibility can be further increased by understanding that

the number of positions and their nominal assignment to a
function only sets an initial frame for the system. There are
multiple options to flexibly extend and adjust the system with-
out losing the advantages. For example, the module positions
can be freely allocated to other functions, like in case of a
two-domain protein the first domain of the POI using the
position designated for N-TAG, separated by the N-Linker,
and putting the second domain on the original core protein
position (Fig. 3¢). Also, the number of modules is not fixed to
eight and can be adapted to the specific needs of a given
project. In cases where not all module positions are needed,
skipped positions can be bridged by a modified POI module. In
case no N-terminal tags and linkers are required, the POI
would start with G-GCT and ends with GGTT (Fig. 3a).
When additional module positions are needed, however, an
existing module can be split into two new module positions
separated by a newly defined, unique fusion site. By keeping the
outer fusion sites of the original module, the compatibility to
MOoPET is ensured at the same time. However, the design and
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selection of additional fusion sites to, e.g., expand or adapt the
system to a specific project can be a challenge even for trained
users as the addition of new fusion sites will interfere with the
system. An extremely helpful online tool from New England
Biolabs helps here, where all selected fusions sites can be
checked for assembly efficiency (http://ggtools.neb.com/
viewset,/run.cgi).

2. If an additional Bsal type IIS restriction sites is present in a
DNA fragment that should be assembled and could not be
removed by introducing silent point mutations to disrupt
these sites without functional impact, the assembly will still
occur (since the digest/ligation is a reversible process), but
the efficiency may be decreased. To compensate for this, an
additional ligation step should be performed by adding
1 pL T4-DNA ligase for 1 h after the Golden Gate assembly
reaction.

3. To calculate the concentration, the following formula can
be used: 1 pg of a 1000 bp DNA fragment corresponds to
1.52 pmol. Therefore, the volume of DNA to pipet (in pL) to
have 30 fmol is given by the following equation: 30 (fmol) x
size  (bp) of the DNA fragment/(concentration
(ng/pL) x 1520). With standard miniprep DNA, often the
volume is far below <pL, so to avoid pipetting errors, the
DNA must be diluted. NEB provides a helpful online tool
under https: //nebiocalculator.neb.com/.

4. There have been several Bsal variants from NEB. In addition,
isoschizomers of Bsal (enzymes with the same recognition site
sequence) are available from other vendors like Eco311 from
Thermo Fisher Scientific. With the conditions used here, we
achieved optimal results with Bsal-HFv2 which was also used in
a recent example to assemble up to 52 fragments [9].

5. The expectation in case of an optimal restriction—ligation reac-
tion with an optimally designed modular toolbox is that after
the reaction, a high number of white colonies and a low blue /
white ratio is observed. In case that only a low number of white
colonies and/or the appearance of a high number of blue
colonies is observed, a possibility to increase the chance of
finding correctly assembled single constructs can be the dialysis
of the restriction-ligation reaction and transformation of the
whole reaction into electrocompetent E. coli cells to maximize
the number of colonies (described in Subheading 3.5, step 6).
However, this is not a solution for a library screening approach.
The main reasons and how to troubleshoot are listed below.

The most important category is an unbalanced amount of
the different DNA modules in the reaction. This can result
from simple pipetting errors to the fact that a module was
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“forgotten.” The first step is to simply repeat the reaction.
Another case is that one or more of the inserts are degraded,
which cannot be detected by the photometric concentration
determination with, e.g., the Nanodrop. In parallel with a
simple repetition, all samples should be visually inspected on
an agarose gel to troubleshoot in a most efficient way. The
second larger group of reasons the reaction is not efficiently
working are design mistakes. Of course, validated standardized
systems like MoPET have a key advantage here, but in case new
module types are integrated or during the domestication of the
expression destination plasmid errors in the fusion site design
can happen, e.g., using palindromic sequences, fusion sites that
are too similar to others already used in the system. Here the
tool https://ggtools.neb.com/viewset/run.cgi can be used.
Also unwanted/unexpected additional type IIS restriction
sites can be present in the construct from the gene synthesis
provider. So, they should be rechecked and tested by restriction
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Coiled-Coil Interaction Toolbox for Engineering
Mammalian Cells

Erik Rihtar, Tina Fink, and Roman Jerala

Abstract

Protein interactions play a crucial role in a variety of biological processes. Therefore, regulation of these
interactions has received considerable attention in terms of synthetic biology tool development. Of those, a
toolbox of small peptides known as coiled coils (CCs) represents a unique effective tool for mediating
protein—protein interactions because their binding specificity and affinity can be designed and controlled.
CC peptides have been used as a building module for designing synthetic regulatory circuits in mammalian
cells, construction of fast response to a signal, amplification of the response, and localization and regulation
of function of diverse proteins. In this chapter, we describe a designed set of CCs used for mammalian cell
engineering and provide a protocol for the construction of CC-mediated logic circuits in mammalian cells.
Ultimately, these tools could be used for diverse biotechnological and therapeutic applications.

Key words Coiled-coil peptides, Protein—protein interactions, Logic gates, Proteases, Orthogonal
coiled coils

1 Introduction

Protein—protein interactions (PPIs) regulate virtually all molecular
processes within a living cell. Synthetic biology has established
powerful tools to control PPIs in order to study and interrogate
biological processes in mammalian cells. An attractive approach for
mediating PPIs is the use of small peptide interaction domains
called coiled coils (CCs). CCs are protein structural motifs com-
posed of two or more a-helices that twist around one another in a
superhelical fashion [1]. A consensus CC sequence consists of
multiple seven amino acid heptad repeats, labeled (abcdefy),,
where n is the number of repeats. The interstrand interaction
between two CC dimers is based on hydrophobic and electrostatic
interactions between the amino acids at the interfacial positions
a, d, and e, g of the heptad repeat, respectively [2]. The amino
acid sequence of the repeats determines interaction selectivity
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(homo- vs. hetero-oligomers), affinity, oligomeric state (e.g.,
dimer, trimer, or tetramer), and helix orientation
(parallel vs. antiparallel) between the CCs. Moreover, the simplicity
of the structure and assembly of CCs provides a multitude of
opportunities for the rational computational design of numerous
CCs de novo [3, 4]. This has led to the design of a highly versatile
synthetic CC toolkit with defined binding affinity, specificity, helix
orientation, and oligomeric state. These efforts have significantly
improved the utility of CC for a variety of applications, making
them a highly useful building block for synthetic biology.

The designed CCs have been widely used as modular building
blocks for in vitro assembly of protein nanostructures [3, 5, 6]. In
addition to in vitro assembly, the versatile CC protein motif has also
shown great promise for numerous in vivo applications in mamma-
lian cells [3, 7-11]. CCs have been used to induce interactions
between proteins to regulate a diverse set of cellular processes,
including reconstitution of split enzymes [7, 9], multiplex protein
subcellular localization [8], transcriptional regulation [8, 9], and
genome engineering [11]. CC peptides were also used for the
recruitment of extracellular recognition domain (scFv) of therapeu-
tic CAR T cells [12] and to mediate specific cell—cell interactions
[13]. In synthetic biology, the construction of modular molecular
logic gates is essential for building complex logic devices in living
cells. Using orthogonal CC peptides, novel protein-only circuits
have been implemented in mammalian cells, termed split protease-
cleavable orthogonal-CC-based (SPOC) logic circuits [7]. The
SPOC system is based on proteolysis-responsive orthogonal CCs
and split proteases able to implement Boolean logic gates in mam-
malian cells that could respond to an external chemical signal within
15 min. The principle of SPOC logic circuits has also been used to
regulate protein secretion in mammalian cells [10]. Recently,
CC-responsive allosteric ON/OFF switches (INSRTRs) were con-
structed via the insertion of a short CC peptide into a diverse set of
proteins. In this design, an intrinsically unstructured CC peptide
segment is inserted into a target protein without altering its func-
tion; however, when the corresponding CC peptide pair is added,
the resulting CC interaction leads to the disruption of target pro-
tein function in an allosteric fashion. The INSRTR protein switches
can be used for the regulation of diverse proteins and functions
[14]. All of the above examples show that CC interactions can be
regulated by proteolysis [7], phosphorylation [15], metal ions
[16], and competitive binding [9] and highlight the utility of the
CC toolbox for mammalian cell engineering as well as the useful-
ness of the CC tools for diverse medical and biotechnological
applications.

In this chapter, we outline the current collection of orthogonal
synthetic CC peptide pairs that have been engineered and charac-
terized by our group. This set of CCs has been routinely used for
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Fig. 1 Coiled-coil interaction toolbox for regulation of diverse cellular processes in mammalian cells. CC
toolbox has been systematically exploited for inducing protein interactions and has been shown to regulate
split protein reassembly, transcription, subcellular localization, cell-cell aggregation, and construction of logic
gates in mammalian cells

mammalian cell engineering. We demonstrate two applications of
the CC toolbox, including mediating PPIs (reassembly of split
firefly luciferase (fLuc)) and construction of CC-mediated logic
gates in mammalian cells (exemplified by AND gate). These meth-
ods could be generalized to other applications in mammalian cell
engineering using CCs to induce and regulate PPIs (Fig. 1).

2 Materials

2.1 Plasmids
2.1.1  Equipment

2.1.2 Reagents

[ AT N I S

p—

. PCR thermocycle.

. Nanodrop.

. Agarose electrophoresis system.
. Camera for gel imaging.

. Shaker incubator for bacterial cell culture.

. Plasmids used for SPOC logic: protease encoding plasmids and

plasmids encoding CC peptides genetically fused to split firefly
luciferase were reported previously [7] and are used as exam-
ples in this protocol.

. Transfection control plasmids: pcDNA3.1 (plasmid without an

insert) and pGL4.16/TK rLuc (Promega) (constitutive
expression of the Renilla luciferase, driven from the TK pro-
moter) (see Note 1).

. Plasmid miniprep kit.

4. PCR purification kit.

. Gel purification Kkit.
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2.2 Mammalian Cell
Culture and
Transfection

2.2.1 Equipment

2.2.2 Reagents

2.3 Luciferase
Reporter Assay

6. DNA oligos.
. KAPA HiFi HotStart ReadyMix for PCR (Roche).

N

. CO, tissue culture incubator.
. Cell culture hood.

. Automated cell counter.

. Inverted light microscope.

. 1.5 mL Eppendorf tubes.

. T75 flasks (Corning).

. 50 mL test tubes.

N O O N

1. Immortalized human embryonic kidney 293 T cells—
HEK293T (American Type Culture Collection) (see Note 2).

2. Sterile white bottom 96-well culture plates.

3. Cell growth medium: Dulbecco’s Modified Eagle Medium
(DMEM), low glucose (1 g/L) with GlutaMAX™ + 10%
fetal bovine serum (FBS).

. Phosphate-buftered saline (PBS).
. Trypsin—EDTA solution.
. 150 mM NaCl.

. 1 mg/mL polyethylenimine (PEI; MW 40,000; PolyScience)
stock solution.

N O\ U

—

. Microplate luminometer.

2. Dual-Luciferase® Reporter Assay System (Promega).

3 Methods

3.1 Selection and
Preparation of CC
Encoding Plasmids for
Inducing PPIs

Optimal utilization of the synthetic CC interaction toolbox for
mammalian cell engineering applications demands knowledge of
their interaction affinities, orientation (parallel vs. antiparallel), and
specificity (homo- vs heterodimer) (see Note 3). For simplicity, we
have listed the characteristics and amino acid sequences of our
synthetic CC peptides in Table 1. Here we describe the design
and preparation of CC encoding plasmids for the construction of
synthetic circuits in mammalian cells.

1. Genes encoding split firefly luciferase reporter domains (nLuc
and cLuc) and orthogonal proteases (TEV and PPV) can be
obtained from the literature [7] and ordered as synthetic genes
(see Note 4).

2. The chosen CC segments are ordered as long synthetic DNA
oligonucleotides and introduced into the constructs using
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Table 1
Amino acid sequences of synthetic heterodimeric GC peptides used in mammalian cells

Peptide Amino acid sequence Interacting
name Basic NIC CC toolbox Comments partners Reference
gabcdef gabedef gabedef

gabedef

P1 SPED EIQALEE Part of NCID set of CC P2 [8]
ENAQLEQ
ENAALEE
EIAQLEY G

P2 SPED KIAQLKE Part of NCID set of CC P1 [8]
KNAALKE
KNQQLKE
KIQALKY G

P3 SPED EIQQLEE Part of NCIP set of CC P4, P4mS, [7, 8]
EIAQLEQ AP4,
KNAALKE AP4mS
KNQALKY G

P4 SPED KIAQLKQ Part of NCIP set of CC P3,P3mS [7, 8]
KIQALKQ
ENQQLEE
ENAALEY G

P5 SPED ENAALEE Part of NCIP set of CC NG, P6, [8,9]
KIAQLKQ P6A,
KNAALKE P6SN
EIQALEY G

P6 SPED KNAALKE Part of NCIP set of CC N5, P5, [8,9]
EIQALEE P5A,
ENQALEE P5SN
KIAQLKY G

P7 SPED EIQALEE Part of NCIP set of CC NS, P8, [8,9]
KNAQLKQ P8A,
EIAALEE P8SN
KNQALKY G

P8 SPED KIAQLKE Part of NCIP set of CC N7, P7 [8,9]
ENQQLEQ P7A,
KIQALKE P7SN
ENAALEY G

P9 SPED ENQALEQ Part of NCIP set of CC P10, AP10 [8,9]
KNAQLKQ
EIAALEQ
EIAQLEY G

P10 SPED KNAQLKE Part of NCIP set of CC P9 [8,9]
ENAALEE
KIQQLKE
KIQALKY G

(continued)
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Table 1
(continued)
Peptide Amino acid sequence Interacting
name Basic NIC CC toolbox Comments partners Reference
P11 SPED ENQALEQ Part of NCIP set of CC P12 [8]
EIAQLEQ
EIAALEQ
KNAQLKY G
P12  SPED KNAQLKE Part of NCIP set of CC P11 [8]
KIAALKE
KIQQLKE
ENQALEY G
CC segments with different affinities
P3mS SPED EIQQLEE Derived from P3 (weaker affinity) P4, P4mS, [7]
EISQLEQ AP4,
KNSQLKE AP4mS
KNQQLKY G
P4mS  SPED KISQLKQ Derived from P4 (weaker affinity) P3,P3mS [7]
KIQQLKQ
ENQQLEE
ENSQLEY G
P9mS SPED KLAQIKE Derived from P9 (weaker affinity) P10, AP10 [7]
KLQQIKE
ELAANEE
KLQANKY G
N5 Y ETAALEA KIAALKA Derived from P5 (higher affinity, low No, D6, [9]
KNAALKA degree of homodimerization at higher PoA,
EIAALEA GC concentration) P6SN
N6 Y KIAALKA EIAALEA Derived from P6 (higher affinity, low N5, P5, [9]
ENAALEA degree of homodimerization at higher P5A,
KIAALKA GC concentration) P5SN
N7 Y EIAALEA Derived from P7 (higher affinity, low N8, P8, [9]
KNAALKA degree of homodimerization at higher P8A,
EIAALEA KIAALKA  concentration) P8SN
GC
N8 Y KIAALKA Derived from P8 (higher affinity, low N7, P7 [9]
ENAALEA degree of homodimerization at higher P7A,
KIAALKA EIAALEA  concentration) P7SN
GC
P5A YG ENAALEA Derived from P5 (higher affinity, no N6, P5, [9]
KIAALKA homodimer formation, weaker P6A,
KNAALKA reconstitution of split luciferase) P6SN
EIAALEA GC

(continued)



Coiled-Coil Toolbox 37

Table 1
(continued)

Peptide Amino acid sequence Interacting

name Basic NIC CC toolbox Comments partners Reference

P6A YG KNAALKA Derived from P6 (higher affinity, no N5, P5, [9]
EIAALEA homodimer formation, weaker P5A,
ENAALEA reconstitution of split luciferase) P5SN
KIAALKA GGC

P7A YG EIAALEA Derived from P7 (higher affinity, no N8, P8, [9]
KNAALKA homodimer formation, weaker P8A,
EIAALEA reconstitution of split luciferase) P8SN
KNAALKA GC

P8A YG KIAALKA Derived from P8 (higher affinity, no N7, P7, [9]
ENAALEA homodimer formation, weaker P7A,
KIAALKA reconstitution of split luciferase) P7SN
ENAALEA GGC

P5SN  ENSQLEE KISQLKQ Derived from P5 (weaker association No, Po, [9]
KNSELKE with N6) POA,
EIQQLEY G P6SN

P6SN  KNSELKE EIQQLEE Derived from P6 (weaker association N5, P5, [9]
ENQQLEE with N6) P5A,
KISELKY G P5SN

P7SN  EIQQLEE KNSQLKQ Derived from P7 (weaker association N8, P8, [9]
EISQLEE with N8) P8A,
KNQELKY G P8SN

P8SN  KISELKE ENQQLEQ Derived from P8 (weaker association N7, P7, [9]
KIQQLKE with N8) P7A,
ENSQLEY G P7SN

Antiparallel CC segments

AP4 SPED KLAQIKE Derived from P4 (antiparallel CC) P3,P3mS [7]
KLQQIKE
ELAANEE
KLQANKY G

AP10 SPED KLAQIKE Derived from P10 (antiparallel CC) P9 [7]
KLQQIKE
ELAANEE
KLQANKY G

AP4mS SPED ELQSNEE Derived from AP4 (weaker affinity) P3,P3mS [7]
ELQQNEQ
KLQQIKQ

KLQSIKY G
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3.2 Mammalian Cell
Gulture and
Transfection

PCR extension at either N- or C-terminus of the protein
domains (se¢ Note 5). Usually, short flexible linker sequences
are placed between the linked CC sequences and the protein
domains if the spacing is required (see Note 6). Additionally, in
the case of SPOC logic constructs, protease cleavage sites were
strategically introduced into the constructs via PCR (TEV site:
ENLYFQS and PPV site NVVVHQS).

. The genes are amplified with PCR and inserted into a

pcDNA3.1 mammalian expression vector using the Gibson
assembly method [17]. The constructs are cloned downstream
of the strong constitutive pCMV promoter and should include
a consensus Kozak sequence (GCCACC), adjacent to the start
codon (ATG). The coding sequence should end with a stop
codon (TAA, TAG, or TGA).

. HEK293T cells are maintained at standard conditions at 37 °C

and 5% CO; in the cell culture incubator. Cells are split every
3—4 days at a ratio of 1:5 to 1:10. All work with cell cultures
should be performed in sterile conditions in a cell culture hood.

. On day 0 (at 90% confluence), trypsinize and count the cells

using an automated cell counter. Seed HEK293T cells by
pipetting 100 pL of the cell suspension in each well of a white
96-well plate at a density of 2 x 10* cells per well.

. Incubate the inoculated plates in a cell culture incubator for

16-24 h or until cells reach a confluency of 60-90% which is
optimal for transfection.

. Prior to transfection, dilute plasmid DNA to 50 ng/pL in

150 mM NacCl.

. On day 1, prepare DNA transfection mixes in 1.5 mL Eppen-

dorf tubes inside the cell culture hood (see Note 7). Referring
to Table 2, add appropriate volume of 150 mM NaCl and
plasmids. In a separate Eppendorf tube, prepare mastermix
for PEI transfection solution (3 pL of PEI stock solution per
1000 ng of DNA) (see Note 8).

. Add PEI solution to transfection mixtures at equal volume

(10 pL PEI solution + 10 pL. DNA mixture). Mix the transfec-
tion mixtures by gently tapping the side of the 1.5 mL Eppen-
dorf tube. Incubate the transfection mixtures at room
temperature for 15-20 min to allow the DNA to complex
with PEI transfection reagent (the incubation time might affect
the transfection efficiency).

. Slowly add 20 pL of transfection mixture to the HEK293T cells

in the designated wells of the 96-well plate (see Note 9).

. Incubate the transfected cells for 2448 h in a cell culture

incubator.
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Optimized plasmid amounts for the construction of SPOC logic circuits (AND gate) in HEK293T cells

A B Input plasmids (ng) Logic function plasmids (ng)
SPOC-based logic functions
00 / / nLuc_AP4_TEVs_P3mSAP4_PPV_P3_cLuc 1010
1 0 pCMV_TEVp 90
0 1 pCMV_PPVp 90
1 1 pCMV_TEVp, 90; 90
pCMV_PPVp
AND logic function protease titration
pCMV_TEVp pCMV_PPVp 0;10;25;500; 10; nLuc_AP4_TEVs_P3mS 1010
25; 50 AP4mS_PPVs_P3_clLu

The listed plasmid amounts are used for the transfection of one well of a 96-well plate (sec Note 10)

3.3 Determination of
Firefly Luciferase
Activity

Here we describe the protocol for measuring firefly luciferase (fLuc)
activity, which is a functional output in the exemplified SPOC logic
circuits. Depending on the intended application, fLuc can be
switched out with a different protein (e.g., split fluorescent protein,
recombinase, transcriptional factor, etc.) in which case different
downstream analysis should be performed (e.g., flow cytometry,
Western blotting, real-time PCR, etc.).

1.

Harvest the cells by carefully removing the media from the
wells with a vacuum pump and adding 30 pL of 1x passive
lysis buffer (Promega). For complete lysis of the cells, freeze
and thaw the plate before proceeding to the next step.

. Measure luciferase activity in cell lysates according to the Dual-

Luciferase® Reporter Assay System (Promega) on a microplate
luminometer.

. Calculate relative luciferase units (RLU) by normalizing each

sample’s firefly luciferase activity to the constitutive Renilla
luciferase activity determined in the same sample.

4 Notes

. phRL-TK/TK _rLuc drives constitutive expression of Renilin

luciferase. It is used as a transfection control in luciferase
experiments and to calculate relative luciferase units by calcu-
lating the firefly luciferase activity of each well to the constitu-
tive Remilln luciferase activity measured in the same well.
Empty pcDNA3 plasmid is used to equalize total amount of
transfected DNA.
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2. The HEK293T cells are easy to culture and transfect with PEI.

Nevertheless, other cell lines can be used (e.g., HeLa, MCF-7,
Neuro2A, etc.), but optimization of transfection conditions
might be required.

. Selection of CC peptide pairs depends on the application and

complexity of the designed system. For example, interaction
between proteins can be simply modulated by the correct
choice of CC peptide pairs with different affinities, orientation,
and specificity, where heterodimerizing CCs enable more com-
plex engineering by bringing together different protein part-
ners. While CC-mediated homo- or heterodimerization of
target proteins is the simplest example of this strategy, design-
ing more complex circuits requires additional mutually orthog-
onal CC modules (i.e., CC segments that interact only with
their designated binding partners) with fine-tuned affinities.
The latter was illustrated in engineering SPOC signaling path-
way in mammalian cells in which a processing module was
constructed using proteolysis-responsive orthogonal CC pairs
with an autoinhibitory CC segment. The affinity of the auto-
inhibitory and target CC should be sufficiently strong to
inhibit reconstitution of the target protein, but at the same
time sufficiently weak enough that upon proteolytic cleavage,
the displacer CC can eftfectively displace the autoinhibitory CC.

. Alternatively, many effector domains can also be obtained from

Addgene where plasmids are provided in the form of bacterial
stab (e.g., Addgene plasmid numbers: 118966-118970;
119182; 119211-119214; 119299; 119300; 119302;
119303; 135982-135986).

. The orientation of CC segments at the N- or C-termini is

important for the formation of the desired supramolecular
structure or the correct reconstitution of split enzymes. It is
beneficial to build a molecular model of the desired reconsti-
tuted structure or experimentally test different orientations of
CC segments.

. We prefer to use flexible Gly-Ser (GS) linkers. The optimal

linker length is usually determined experimentally—we start
with linker lengths of 0, 3, 5, 10, 20, and 30 aa.

. Transfection mixes (without PEI!) can be prepared 1 day prior

to transfection and stored at 4 °C overnight. The PEI transfec-
tion solution can be added 15-20 min prior to transfection.

. The PEI/DNA ratio can vary between batches of PEI. We

recommend that you test each batch of PEI by transfecting
the cells at different ratios of DNA/PEI and determine the
transfection efficiency and cell viability.
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9. For reliable results, each experiment should be independently
repeated at least two times and include at least three technical
repeats (three separate wells on a multiwall plate transfected
with the same plasmid mixture) in each individual experiment.

10. For more complex logic functions with several modules/
inputs, each module should be titrated to determine concen-
tration window of transfected DNA where the information

flow is optimal.
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A Mammalian-Based Synthetic Biology Toolhox to Engineer
Membrane-Membrane Interfaces

Hossein Moghimianavval, Sonisilpa Mohapatra, and Allen P. Liu

Abstract

Intercellular membrane—membrane interfaces are compartments with specialized functions and unique
biophysical properties that are essential in numerous cellular processes including cell signaling, develop-
ment, and immunity. Using synthetic biology to engineer or to create novel cellular functions in the
intercellular regions has led to an increasing need for a platform that allows generation of functionalized
intercellular membrane—membrane interfaces. Here, we present a synthetic biology platform to engineer
functional membrane—membrane interfaces using a pair of dimerizing proteins in both cell-free and cellular
environments. We envisage this platform to be a helpful tool for synthetic biologists who wish to engineer
novel intercellular signaling and communication systems.

Key words Membrane—-membrane interfaces, Membrane protein reconstitution, Cell-free expression,
Split protein reconstitution, Synthetic biology, SpyTag—SpyCatcher

1 Introduction

Intercellular and intracellular membrane—membrane interfaces play
critical roles in various biological processes [1]. For example, in
contact-dependent intercellular communication, membrane—mem-
brane interface formation is essential for specific and targeted signal
transduction [2]. Due to their unique biochemical and physical
traits, cellular interfaces are specific compartments with locally
distinct molecular compositions where certain molecules have less
2D diffusional freedom, form microclusters, or become completely
excluded [1]. For instance, in immunological synapses, upon con-
tact formation between a T-cell and an antigen-presenting cell
(APC), the interfacial region becomes enriched with T-cell recep-
tors (TCR) bound to their ligand. The interface formation also
drives CD45 spatial size-dependent segregation and leads to deple-
tion of CD45 from the membrane—-membrane interface compart-
ment [3]. In addition to immunological synapses, intercellular
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membrane-membrane interfaces play crucial roles in preventing
leakage in endothelial layers [4], forming adhesion in epithelial
sheets [5], neuronal signaling [6], and cellular differentiation dur-
ing development [7]. On the other hand, intracellular membrane—
membrane interfaces, also known as membrane contact sites, are
essential for cellular processes such as autophagy, lipid transport,
and organelle trafficking [8].

Given the importance of membrane—-membrane interfaces,
there has been an increasing need for in vitro platforms for control-
lable generation of membrane-membrane interfaces as well as
developing probes for detecting membrane—membrane interface
formation [9-12]. In top-down cellular systems, overexpression
of specific adhesive molecules and receptor and ligand on different
cells has been shown to induce cellular interface formation between
T-cells and APCs with distinct physicochemical properties
[3]. Recently, formation of a phagocytic interface and consequent
CD45 depletion has been demonstrated in vitro where macro-
phages were grown on coverslips micropatterned with IgG [13].

While top-down systems allow probing the biological roles of
proteins in physiological contexts, bottom-up platforms offer the
unique possibility of creating membrane—membrane interfaces with
minimal components. Additionally, such systems permit investigat-
ing the role of membrane or specific proteins in determining the
biophysical properties of the interface while decoupling the effect
of other proteins. For example, in a bottom-up in vitro system,
membrane—membrane interface formation induced by affinity of
dimerizing GFP proteins, each residing on one membrane, has
been demonstrated [ 11]. Interestingly, size-dependent protein seg-
regation in this minimal system has been observed and is suggested
to be regulated by the physical height between two apposing mem-
branes dictated by the size of binding proteins. A similar study has
shown an analogous role of claudin-4, a tight junction protein, in
driving size-dependent protein organization in membrane-mem-
brane interfaces [12].

Here, we present a bottom-up synthetic biology platform for
creating and functionalizing membrane—membrane interfaces. We
utilize a peptide—protein pair with high affinity called SpyTag and
SpyCatcher to facilitate membrane—-membrane interface formation
and a split fluorescent cherry (sfCherry) protein to detect successful
interface formation and protein reconstitution [14-16]. The Spy-
Tag and SpyCatcher proteins are derived from the fibronectin
binding protein (FbaB) of Streptococcus pyogenes and are engineered
to have high affinity and rapid reaction kinetics [17]. We start from
soluble proteins sCatch-GFP and sTag-BFP and utilize a cell-free
expression (CFE) system to synthesize them and test their func-
tionality. Next, by leveraging the potential of CFE systems in
co-translational translocation of membrane proteins [18, 19], we
present a strategy to reconstitute transmembrane proteins
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Fig. 1 Schematics of different protein modules that constitute a synthetic biology platform for reconstituting
functional membrane—membrane interfaces. These modules include the soluble protein system made by
interaction between sCatch-GFP and sTag-BFP proteins (i), the transmembrane system for protein reconstitu-
tion between supported lipid bilayers and SUVs (i), and InterSpy system for intercellular protein complemen-
tation (jii). The box on the bottom depicts the domains that each cartoon represents

InterCatch-GFP and InterTag-BEP on supported lipid bilayers and
detect the reconstitution of sfCherry on the membrane by supple-
menting sTag or sCatch, respectively. We next take the advantage
of this strategy and demonstrate sfCherry formation in the
membrane—membrane interface region between SUPER templates
and small liposomes. Finally, we outline an approach to apply this
system in a cellular environment for functionalizing intercellular
membrane-membrane interfaces and protein complementation
using InterTag and InterCatch proteins with different sizes of
flexible linkers (Fig. 1).

Given the significance of membrane—-membrane interfaces in
biology, the platform presented here will be useful for reconstitu-
tion of specialized membrane—membrane interfaces for applications
in designing synthetic contact-dependent communication path-
ways between cells or driving protein reorganization in cells or
synthetic cells [20, 21].
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2 Materials

2.1 Cell-Free
Reconstitution of
sfCherry in
Membrane-Membrane
Interfaces

2.1.1 Cell-Free
Expression and Protein
Dimerization Test

2.1.2 SUV and SUPER
Template Generation

2.1.3 Bacterial
Expression and Purification

Ol N

s N~

N O »

10.

11.

. Individual

. Lipids:

. One-step human coupled in vitro transcription translation

(IVTT) kit (Thermo Fisher Scientific).

plasmids containing sCatch-GFP, sTag-BEFD,
InterCatch-GFP, and InterTag-BFP sequences cloned in a
mammalian cell-free expression vector (Addgene #186902,
#186903, #186900, and #186901).

. 96-well conical (V) bottom plate.
. 4-20% polyacrylamide gel.

. FluoroTect™ GreenLys in vitro Translation Labeling System

(Promega).

1,2-dioleoyl-sn-glycero-3-phosphatidylcholine
(DOPC) and 1,2-dioleoyl-sn-glycero-3-[(N-(5-amino-1-car-
boxypentyl)iminodiacetic ~ acid)succinyl]  (nickel  salt)
(DGS-NTA(NI)).

. 100 nm liposome extruder.

. 5 M NaCl solution, sterile-filtered.

. 5 pm and 20 pm silica beads (se¢ Note 1).
. 96-well clear flat-bottom plate.

. BL21(DE3)pLysS cells.

. LB broth.

. 1 M isopropyl p-D-1-thiogalactopyranoside (IPTG).

. Plasmid DNA containing sCatch-GFP-6xHis or sTag-BFP-

6xHis sequence downstream of a bacterial ribosome binding
site. (RBS) under T7 promoter (Addgene #186904 and
#186905).

. 50 mg/mL kanamycin (see Note 2).

. Glucose.

. Probe sonicator.

. Lysis buffer: 50 mM TrissHCI (pH 7.4), 300 mM NaCl,

50 mM imidazole, 1 mM 4-benzenesulfonyl fluoride hydro-
chloride (AEBSF) protease inhibitor. Store at 4 °C.

. Washing buffer: 50 mM Tris-HCI (pH 7.4), 300 mM NacCl,

50 mM imidazole. Store at 4 °C.

Elution bufter: 50 mM Tris—HCI (pH 7.4), 300 mM NaCl,
300 mM imidazole. Store at 4 °C.

Dialysis bufter: 1x PBS.
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Chromatography

2.2 Intercellular
sfCherry
Reconstitution

2.2.1 Cell Culturing and
Stable Cell Line Generation
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AKTA Start fast protein liquid chromatography (FPLC)
system.

1 mL His-trap column (Cytiva).

. Sepharose 4B resin.

4 mL bed volume liquid chromatography column.

. HEK293T cells.

Cell growth medium: Dulbecco’s Modified Eagle Medium
(DMEM) with high glucose, pyruvate and glutamine, 10%
(vol/vol) fetal bovine serum (FBS), 100 pg/mL penicillin—
streptomycin, and 0.292 mg/mL glutamine.

For 500 mL of cell growth medium, mix 445 mL. DMEM
(includes 4 mM L-glutamine +1 mM sodium pyruvate + 25 mM
glucose), 50 mL of FBS, and 5 mL of penicillin—streptomycin
(100 mg/mL). Filter-sterilize using a 0.22 pm filter. Prepare
aliquots of 40 mL each and store them at 4 °C. This mixture is
referred to as DMEM in the sections below, unless otherwise
mentioned.

. 12- and 6-well flat-bottom plate, tissue culture-treated.

. Transfection reagent Lipofectamine™ 3000 (Thermo Fisher

Scientific).

. Dulbecco’s phosphate-buffered solution (DPBS).
. 2 mg/ mL puromycin.
. Trypsin—EDTA (0.05%) (Gibco).

. Nunc™ Lab-Tek™ chambered cover glass (Thermo Fisher

Scientific): Coat the wells with a 0.5% solution of fibronectin
in DPBS. For coating the wells, prepare a 0.5% solution of
fibronectin by adding 25 pL of the fibronectin solution to
5 mL of DPBS. Coat the well with minimal volume to cover
the surface and incubate for 10 min at room temperature under
sterile conditions. Remove excess solution and air-dry the wells
completely before adding further reagents or cells. The remain-
ing fibronectin solution in DPBS can be stored at 4 °C and can
be reused for coating wells.

. Transposase-expressing helper plasmid (Addgene

#34879) [22].

Plasmids encoding InterTag-3xL or InterCatch-3xL proteins
and containing coding DNA sequences for cytosolic fluores-
cent protein markers compatible with sleeping beauty system
(Addgene #186913 and #186909).
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3 Methods

3.1 Cell-Free
Reconstitution of
sfCherry in
Membrane-Membrane
Interfaces

3.1.1 Cell-Free
Expression of sTag and
sCatch and Protein
Dimerization Test

3.1.2 SUV and SUPER
Template Preparation for
Direct Membrane Protein
Reconstitution

. Prechill the aliquoted reaction reagents from IVTT kit on ice

prior to assembling reaction.

. Assemble a master mix for cell-free synthesis of sCatch and

sTag proteins by mixing 10 pL lysate with 4 pL reaction mix-
ture and 2 pL accessory proteins.

. In two separate PCR tubes, assemble 10 pL reactions by mixing

5 pL of the master mix and proper amount of sCatch-GFP or
sTag-BFP DNA plasmid for a total concentration of 10 nM
DNA. Supply 0.2 pL. of GreenLys to the sTag-BFP reaction for
fluorescence labeling during SDS-PAGE. Add ultrapure water
to bring the reaction volume to 10 pL. Mix the solutions by
gently pipetting up and down.

. Transfer the reactions to a 96-well conical V-bottom plate.

Protein synthesis is monitored at 488/528 nm and
400,/450 nm excitation/emission for sCatch-GFP and sTag-
BEP, respectively, using a fluorescence plate reader set at 30 °C.
Figure 2a (left) shows the fluorescence signals from sCatch-
GFP and sTag-BFP increase over time, indicating successful
synthesis of proteins by the CFE system.

. After incubating reactions at 30 °C for 4-5 h, recover the

reaction solutions from the well plate and store them in sepa-
rate PCR tubes.

. Take 5 pL from each reaction and mix them in a separate tube.

Keep the remaining 5 pL. from each reaction. Transfer the
10 pLL mixture to the well plate and incubate in the plate reader
at room temperature for 34 h while monitoring stCherry
signal at 561 /625 nm excitation/emission. Figure 2a (right)
shows the rise of sfCherry signal over time indicating the
SpyTag-SpyCatcher  bond  formation and  stCherry
reconstitution.

. Once the incubation is over, recover the 10 pL mixture from

the well plate and visualize the sCatch-GFP, sTag-BFP, and
their mixture using SDS-PAGE and in-gel fluorescence imag-
ing of GFP and GreenLys (see Note 3). Figure 2b shows the
in-gel imaging of SDS-PAGE indicating individual sCatch-
GFP and sTag-BFP and their conjugated product after
SpyTag-SpyCatcher interaction.

. Take an appropriate amount of DOPC from stock solution for

a final concentration of 5 mM lipid in a final volume of 500 pL
aqueous solution and transfer to a clear glass test tube.

. Dry the lipid film under a gentle stream of argon.
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Fig. 2 (a) Left: GFP (green) and BFP (blue) fluorescence signal readout during synthesis of proteins sCatch-GFP
and sTag-BFP, respectively, by CFE. Data shown as mean + SD, n = 3. (b) Right: sfCherry (magenta)
fluorescence signal readout after mixing CFE reactions containing sCatch-GFP and sTag-BFP post-transla-
tionally. Data shown as mean + SD (n = 3). (Adapted from Moghimianavval et al. [16])

3.

4.

To ensure complete organic solvent evaporation, desiccate the
dried lipid film for at least 1 h in vacuum.

Following desiccation, add 500 pL ultrapure water to the lipid
film and vortex until the lipid is completely dissolved in water
(see Note 4).

. Pass the lipid solution through the liposome extruder with a

100 nm filter 11 times to generate SUVs (see Note 5). The
SUVs are stable at 4 °C up to 2 weeks.

. Once the SUVs are ready, assemble two CFE reactions expres-

sing InterCatch-GFP and InterTag-BFP by following the pro-
cedure described in Subheading 3.1.1 with the modification of
adding 2 pL of 5 mM SUV solution instead of water to the
reactions.

. Simultaneously, assemble two more CFE reactions expressing

sCatch-GFP and sTag-BFP by repeating steps 1-5 in
Subheading 3.1.1.
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InterCatch-GFP +
sTag-BFP

Brihtfield GFP sfCherry

Fig. 3 Representative confocal images of cell-free expressed InterCatch-GFP
(green) reconstituted on the 5 pm SUPER templates and sfCherry reconstitution
(magenta) on the membrane. Also shown is the schematic representation of
sfCherry reconstitution mediated by the interaction between InterCatch-GFP and
sTag-BFP on SUPER templates. (Adapted from Moghimianavval et al. [16])

8.

10.

11.

12.

13.

14.

15.

Incubate CFE reactions at 30 °C for 4-5 h. If desired, one can
monitor GFP and BFP signals using a plate reader to ensure
successful protein synthesis.

. Following the incubation, in two separate microcentrifuge

tubes, mix the 10 pL of CFE reactions expressing InterTag-
BFP or InterCatch-GFP with 10 pL. 5 M NaCl and 3.5 pL of
5 pm silica bead solution. Add ultrapure water to bring the final
volume to 50 pL. Incubate the mixture at room temperature
tor 30 min with occasional gentle flicking.

After the incubation, add 1 mL 1x PBS to each mixture and
spin down for 5 min at 200 x 4.

For each bead solution, remove 950 pL of the supernatant.
Resuspend the beads in the remaining 100 pL solution.

Repeat steps 9-10 twice. The final mixture will be SUPER
templates harboring InterCatch-GFP or InterTag-BFP trans-
membrane proteins.

Dilute the SUPER template solutions in a 1:9 ratio and transfer
50 pL of each of the diluted solutions to separate wells in a clear
flat-bottom 96-well plate.

Add the completed CFE reactions containing sCatch-GFP or
sTag-BFP to the wells with SUPER templates harboring
InterTag-BFP and InterCatch-GFP, respectively.

Incubate the plate at room temperature for 3—4 h before
imaging the SUPER templates. Figure 3 shows the reconstitu-
tion of InterCatch-GFP on SUPER templates and sfCherry
reconstitution on the SUPER template periphery indicating
successful split protein reconstitution through the interaction
between the SpyCatcher domain residing on the membrane
and the SpyTag supplied in soluble form.
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3.1.3 Bacterial The following steps describe the procedure for purifying sCatch-
Expression and Purification ~ GFP-6xHis. The purification method for sTag-BFP-6xHis is iden-
of sCatch-GFP-6xHis and tical to this.

sTag-BFP-6xHis

10.
11.

12.

13.

14.

1.

Pick a single colony of overnight grown BL21(DE3)pLysS cells
transformed with sCatch-GFP-6xHis. Grow the colony over-
night in 5 mL LB broth supplemented with 50 pg/mL kana-
mycin while shaking at 220 rpm at 37 °C in an orbital shaker.

. Dilute the culture into a large flask containing 1 L. LB broth

supplemented with 0.8% w /v glucose and 50 pg/mL kanamy-
cin. Grow the culture at 37 °C while shaking at 220 rpm in the
orbital shaker. Start measuring the Aggo every 20 min once the
culture starts to look opaque.

. When the Agog reaches 0.5-0.6, add 420 pL of 1 M IPTG to

the culture.

. Following induction with IPTG, incubate the culture at 30 °C

while shaking at 200 rpm for 4-5 h.

. Once the incubation is over, pellet the culture by centrifuging

at 5000 x g for 10 min at 4 °C.

. Discard the supernatant and resuspend the pellet in 30 mL lysis

buffer.

. Using the probe sonicator, lyse the resuspended cells while

keeping them on ice (see Note 6).

. Centrifuge the lysate at 30,000 x g for 25 min. Recover the

supcrnatant.

. Load the supernatant onto the His-trap column mounted on

the AKTA Start FPLC system with a flowrate of 1 mL/min.
Wash the column with 15 mL washing bufter.

Elute the protein by running elution buffer through the col-
umn and collect 1 mL fractions of the eluent.

Analyze protein purity and yield in each fraction by SDS—
PAGE.

Pool the fractions with highest purity and yield and dialyze
against 1 L dialysis buffer overnight at 4 °C.

Measure the protein concentration (se¢ Note 7) and concen-
trate to around 1 mg/mL if desired (see Note 8).

3.1.4  Size Exclusion The following steps describe reconstitution of membrane—mem-

Chromatography and brane interfaces between SUPER templates harboring InterCatch-

Membrane-Membrane GFP and SUVs carrying sTag-BFP-6xHis. The procedure to recon-

Interface Reconstitution stitute membrane—-membrane interfaces where the proteins reside
on the opposite membranes is identical to this.

1. Assemble a CFE reaction for direct reconstitution of

InterCatch-GFP on SUPER templates following steps 1-13
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3.2 Intercellular
sfCherry
Reconstitution

3.2.1 Generation of
Stable HEK293 Cell Lines
Expressing InterCatch-3xL
and InterTag-3xL

in Subheading 3.1.2 with the modification of adding 3.5 pL of
20 pm silica bead solution instead of 5 pm bead solution in
step 9.

. While the CFE reaction from step 1 is incubating, prepare

5 mM vesicles of 90% DOPC and 10% DGS-NTA(Ni) follow-
ing steps 1-5 in Subheading 3.1.2.

. In a microcentrifuge tube, mix 50 pL of SUV solution from

previous step with 10 pL of stock solution of purified sTag-
BFP-6xHis.

4. Incubate the mixture at room temperature for 10 min.

10.

11.

12.

. In the meantime, pack the liquid chromatography column with

~3 mL of Sepharose-4B resin. Make sure to wash the column
with PBS multiple times after packing.

. Carefully add the SUV—protein mixture from step 4 to the

center of the column and wait until the solution is completely
loaded into the column.

. Carefully add 200 pL PBS to the center of column while

collecting the eluent from the bottom of the column.

Repeat step 7 19 more times.

. Once all fractions are collected, take 10 pL aliquot from each

fraction and transfer to a 96-well conical V-bottom plate.

Measure the sTag-BFP-6xHis fluorescence at 400,/450 nm
excitation/emission and keep the fraction with the highest
fluorescence signal that eluted during the first peak in the
elution step. This is the fraction that contains the highest
concentration of SUV-bound sTag-BFP-6xHis proteins (see
Note 9).

Transfer 50 plL of'a 1:4 dilution of the 20 pm SUPER templates
harboring InterCatch-GFP from step 1 to a 96-well clear flat-
bottom plate.

Add 50 pL of the SUV-bound sTag-BFP-6xHis from step 10
to the SUPER template solution (see Note 10). Incubate for
34 h at room temperature and image. Figure 4 shows
stCherry reconstitution in the intermembrane space between
the bilayer of SUPER template harboring InterCatch-GFP and
SUVs carrying sTag-BFP-6xHis.

The steps below summarize the protocol for generating stable cell
lines expressing InterCatch-3xL starting from a frozen tube of
HEK293T. The procedure to generate stable cell line expressing
InterTag-3xL protein system is identical. We use InterTag-3xL and
InterCatch-3xL constructs, each with three repeats of GGGGS
linkers, for highest split protein reconstitution efficiency. The
steps for generation of membrane-membrane interfaces using
other variants of InterTag or InterCatch are the same. All the
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Fig. 4 Representative confocal images of cell-free expressed InterCatch-GFP
(green) reconstituted on the 20 um SUPER templates and sfCherry reconstitution
(magenta) in the membrane-membrane interface between SUPER templates
and SUVs harboring sTag-BFP-6xHis (cyan). Also shown is the schematic
representation of sfCherry reconstitution mediated by the interaction between
InterCatch-GFP reconstituted on the SUPER template and SUV-bound sTag-BFP-
6xHis. (Adapted from Moghimianavval et al. [16])

steps are performed on a sterile bench, unless otherwise mentioned.
DMEM, DPBS, and trypsin—-EDTA (0.05%) that will be used dur-
ing cell passaging and /or transfection are warmed by incubation in
a water bath set to 37 °C for 20 min.

1. Mix a thawed aliquot of HEK293T cells with 9 mL DMEM in a
15 mL falcon tube. Mix well by pipetting two to three times (see
Note 11).

2. Transfer the mix to a T75 flask and place the flask in a humi-
dified incubator maintained at 37 °C with 5% CO,.

3. Once the cells reach 70-80% confluency (determined by count-
ing cells using Trypan blue and a Neubauer cell counter), they
are ready for passaging.

4. Gently remove the medium from the T75 flask by using a
serological pipette.

5. Add 3 mL of freshly warmed DPBS solution. Swirl the flask
gently to wash the cells and then remove the DPBS by
pipetting.

6. Add 1 mL warm trypsin—EDTA to detach the cells from the

flask surface and incubate the flask in the humidified incubator
at 37 °C for 5 min.

7. Mix the solution of trypsin—EDTA with the detached cells by
pipetting up and down five to ten times. This is done to ensure
that majority of the cells are detached from the flask walls and
to avoid cell clumping.
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8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Mix 130 pL of trypsinized cells with 13 mL DMEM ina 15 mL
falcon tube. Mix thoroughly by pipetting two to three times.

Add 1 mL of the mixture in each well of a 12-well plate.
Incubate the 12-well plate in a humidified incubator main-
tained at 37 °C with 5% CO,.

Once the cells reach a confluency of 60%, they are ready to be
transfected. Typically, the cells take around 24 h after plating to
reach this confluency.

Co-transfect the cells in each well of the 12-well plate with
100 ng of transposase-expressing helper plasmid and 1000 ng
of InterCatch-3xL plasmid, using Lipofectamine™ 3000
transfection reagent (sec Note 12).

After 4-7 h of transfection, replace the cell medium of each
well with 1 mL of warm DMEM medium (see Note 13).

After 2 days of transfection, remove the medium from each well
by pipetting. Wash with 1 mL of warm DPBS.

Add 100 pL of trypsin~EDTA to each well and incubate the
well plate in the humidified incubator at 37 °C for 5 min.

Mix the content of each well thoroughly by pipetting five to ten
times. This step is necessary to ensure that all the cells have
been detached from the surface of the well.

Mix 2 mL of warm DMEM and 75 pL of trypsinized cells in
each well of two 6-well plates.

After 24 h of plating, add 2 pL of puromycin (2 mg/mL) (see
Note 14) to each 6-well plate containing 2 mL of DMEM.
Isolated islands of cells can be observed the day after. These
islands start to become larger over time.

Replace the medium in each well with 2 mL of freshly warmed
DMEM every other day. Supplement each well with 2 puL of
puromycin (2 mg,/mL) to select for resistant colonies that have
stably integrated InterCatch-3xL. constructs introduced
through transfection.

This is continued until the resistant cell colonies in each well
reach a confluency of ~80%. The stable cells in each well are
then ready for expansion in a T75 flask.

Remove the medium from each well of the 6-well plate by
pipetting. Wash with 2 mL of warm DPBS. Add 200 pL of
trypsin—EDTA to each well and incubate the well plate in the
humidified incubator at 37 °C for 5 min.

Add 10 mL of DMEM supplemented with 10 pL. puromycin
(2 mg/mL) into a T75 flask. Add 125 pL of trypsinized cells
into the flask. Mix the contents of the flask well by pipetting
several times slowly. Place the flask in a humidified incubator
maintained at 37 °C and with 5% CO,.
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23.

24.
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Once the cells are 80-90% confluent, trypsinize the cells with
1 mL trypsin—~EDTA and transfer the trypsinized cells into
10 mL of warm DMEM.

Spin the cells down with a benchtop centrifuge at a speed of
500 x g4 (with slow acceleration and deceleration). Remove the
supernatant and resuspend the cells in 10 mL DMEM supple-
mented with 5% DMSO.

Prepare 1 mL aliquots of the cells for long-term storage. Store
them in —80 °C freezer for 24 h and then transfer them to
liquid nitrogen for long-term storage.

. Culture HEK293T stable cell lines expressing InterTag-3xL

and InterCatch-3xL, generated as described in Subheading
3.2.1, separately in the wells of a 6-well plate with 2 mL of
DMEM per well.

. Upon reaching a confluency of ~80%, trypsinize the cells in

each well with 200 pL of warm trypsin—EDTA.

. Add 200 pL of warm DMEM into the wells of the fibronectin-

coated 4-well chambered cover glass. In separate wells, add
10 pL of trypsinized InterTag-3xL or InterCatch-3xL expres-
sing cells.

. The following day, monolayers of InterCatch-3xL or InterTag-

3xL cells are formed in the wells. Trypsinize the monolayers
with 100 pL of warm trypsin—EDTA per well and resuspend in
500 pL of warm DMEM gently by pipetting several times.

. For co-culturing cell lines expressing InterTag-3xL and

InterCatch-3xL, mix the cell suspensions in a 15 mL tube
thoroughly via pipetting.

. Incubate the tube containing the cell suspension mixture in an

orbital shaker placed in the humidified incubator for 45 min
shaking at 100 rpm (see Note 15).

. Centrifuge and pellet the cell suspension mixture in a benchtop

centrifuge at 200 x g for 5 min (slow acceleration and
deceleration).

. Aspirate the supernatant and refresh the cell suspension with

another 500 pL. of warm DMEM. Resuspend the co-cultured
cells gently via pipetting.

. Seed 200 pL of the co-cultured cell suspension onto the

fibronectin-coated wells and incubate for 1 h before imaging
(see Note 16). Figure 5 depicts sfCherry reconstitution in the
intercellular junctions between InterCatch-3xL and InterTag-
3xL expressing cells.
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Fig. 5 Representative fluorescence images of co-cultures of HEK293T cells
expressing InterCatch-3xL and InterTag-3xL with GFP (green) and BFP (cyan)
cytosolic markers, respectively, and reconstituted sfCherry (magenta) in the
intercellular interfaces. Also shown is the schematic representation of sfCherry
reconstitution mediated by the interaction between InterCatch-3xL and InterTag-
3xL at the intercellular interface. (Adapted from Moghimianavval et al. [16])

4 Notes

1. We purchased 5 pm and 20 pm silica beads from Bangs labora-
tory and Corpuscular, respectively.

2. The choice of antibiotics depends on what antibacterial resis-
tance is encoded in the DNA vector containing sCatch-6xHis
or sTag-6xHis.

3. If in-gel imaging of GFP is desired, avoid heating the sample
prior to SDS-PAGE as it will cause denaturation of GFP.

4. The solution should look cloudy if the lipid is completely
dissolved.

5. We used Avanti polar extruder apparatus, but one can use other
possible options such as T&T Scientific extruders.

6. Make sure to use proper settings on the sonicator to avoid
overheating lysate. We used 50% duty cycle, 50% output
power, and ~eight times sonication cycles of 30 s followed by
2-min incubation on ice.

7. We used a Nanodrop to measure protein concentration and
predicted the protein extinction coefficient factor by Expasy.
One can use other methods such as Bradford or BCA assay to
determine protein concentration.

8. We used MilliporeSigma Amicon ultra-15 centrifugal filter
tubes to concentrate proteins.

9. The fraction containing SUVs will look opaque due to the
presence of liposomes.
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Due to the variations in size exclusion chromatography results,
make sure that the fluorescence signal from eluted fractions
containing SUV-bound sTag-6xHis or sCatch-6xHis matches
the signal from CFE reactions in Subheading 3.1.2 for a valid
comparison.

Always warm the reagents used for passaging /treating the cells
to 37 °C by placing them in a water bath. Adding cold reagents
to the cells may result in cell death.

The presence of endotoxins in purified plasmids can interfere
with transfection experiments. Transfection with high-quality
plasmids is essential for efficient transfection and obtaining
healthy transfected cell lines. We therefore used a DNA mini-
prep kit (E.Z.N.A.® Endo-Free Plasmid DNA Mini Kit I) that
includes an additional endotoxin removal step in the plasmid
purification protocol.

After 4-7 h of transfection, it is important to replace the
medium with freshly warmed DMEM to improve cell viability.

The antibiotic choice to impose selection pressure on trans-
fected cells is dependent on the antibiotic resistance encoded in
the DNA vectors containing InterTag-3xL or InterCatch-3xL.

We co-cultured the trypsinized InterTag-3xL and InterCatch-
3xL cell suspension by mixing and transferring them to a
humidified orbital shaker and shaking at 100 rpm for 45 min.
This is necessary to avoid clumping of cells and for obtaining a
monolayer of InterTag-InterCatch co-cultured cell pairs upon
plating for imaging.

We observed that the efficiency of sfCherry reconstitution is
dependent on the incubation time post plating. The various
InterTag and InterCatch cell pairs seeded onto fibronectin-
coated wells were incubated for 1 h before imaging for maxi-
mum observed reconstitution. The efficiency of observed
reconstitution saturated at incubation times greater than 1 h.
However, this incubation time might vary depending on the
type of split protein being reconstituted.
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Engineered Protease-Responsive RNA-Binding Proteins
(RBPs) to Expand the Toolhox of Synthetic Circuits
in Mammalian Cells

Fabiana Calandra and Velia Siciliano

Abstract

Genetically encoded sensor—actuator circuits aim at reprogramming cellular functions and are inspired by
intracellular networks: from the input signal (sensor) to the desired output response (actuator). In the last
years, circuits with posttranscriptional regulation of gene expression have aroused great interest for their
potential in the biomedical space. Posttranscriptional modulation can be achieved with ribozymes, ribos-
witches (simple regulatory elements based on RNA secondary structures), noncoding RNAs, and
RNA-binding proteins (RBPs). RBPs are proteins that recognize specific motifs on the mRNA target
inducing mRNA decay or translation inhibition. The use of RBPs deriving from different species in
mammalian cells has allowed to create sophisticated and multilayered regulatory networks, addressing the
previous limitation of regulatory orthogonal parts that can be assembled in synthetic devices. In this
chapter, we describe the engineering and tests of protease-responsive RNA-binding proteins (L7Ae and
MS2-cNOT?7) to expand the toolbox of synthetic circuits in mammalian cells.

Key words Mammalian synthetic biology, Protein—protein interaction, Protein—RNA regulation,
RNA-binding proteins, Protein engineering, Tobacco etch virus protease

1 Introduction

Nature has evolved a pool of biological molecules that are logically
linked together to form networks, allowing cells to maintain their
functions. Spacing from signal transduction to gene regulation,
synthetic biology aims at re-engineering these functions using
transcriptional or posttranscriptional synthetic circuits (1-3) with
robust expression and reduced impact on cellular physiology,
ultimately creating systems with tremendous application in bio-
medicine research and therapeutics (4-6). Recently, RNA-binding
proteins (RBPs) became part of the “synthetic biologist’s toolbox”
in the design of synthetic circuits (7). Their relevance is
linked especially to RNA-based devices: when engineering

Francesca Ceroni and Karen Polizzi (eds.), Mammalian Synthetic Systems, Methods in Molecular Biology, vol. 2774,
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RNA-encoded synthetic networks to program cellular functions, it
is paramount to have foundational tools that control RNA activity.
In particular, the RBPs L7Ae and MS2-cNOT?7 have been recently
characterized as efficient mRNA regulators when repurposed in
posttranscriptional synthetic networks. However, the construction
of RNA-based multilayered networks is limited by the availability of
composable and orthogonal regulatory devices: ribozymes and
riboswitches, for example, can modulate the translation of the
relative output but cannot be interconnected to create modular
circuits (8, 9). Here we describe a protein-engineering-based
method that was implemented to add further regulation to RNA
circuits. In specific, L7Ae and Ms2-cNOT?7 sequence was modified
to connect their activity to those of proteases. As proof of principle,
the cleavage sites of tobacco etch virus protease (TEVp) was
inserted in the protein sequence such that its presence should
abolish the RBPs’ activity. TEVp is widely used in biotechnology
and, to date, there are no off-target substrates reported in the
human proteome. In other words, by connecting TEV protease
to L7Ae and Ms2-cNOT7, we enabled the tuning of output expres-
sion at posttranscriptional and translational level in an orthogonal
manner (8).

Proteases recognize specific amino acid sequences leading to
proteolytic cleavage. Theoretically, these protease-responsive
sequences could be transferred to other proteins. Importantly,
this engineering step modifies the primary structure of the protein,
which however should retain its wild-type function (the tertiary and
quaternary structure is not compromised). This is potentially pos-
sible due to the availability of protein crystal structures for a large
number of proteins, as well as of software that allow to infer protein
structure (10, 11), after in silico modification or via homology
analysis for native protein sequences (when the structure is not
known yet). L7Ae is an archeal protein that recognizes an RNA
kink-turn (K-turn) motiflocated in the 5>UTR of the target mRNA
(12). The mammalian synthetic systems were designed such that
the K-turn motif'is placed in the 5’UTR of the target mRNA. Thus,
in the absence of L7Ae, the ribosome can activate the translation of
the mRNA, whereas when present, L7Ae interacts with the K-turn
forming a s2e conformation which represses the mRNA translation
by inhibiting the access to the ribosomes (Fig. 1).

L7Ae was further engineered to include in the protein structure
a consensus motif (cleavage site (CS)) that responds to the tobacco
etch virus protease (TEVp) (L7Ae-CS). Based on the L7Ae protein
structure, three different insertion points were selected to insert the
TEVp CS: they were placed after amino acid residue N70 (L7Ae-
CS1), P56 (L7Ae-CS2), or K77 (L7Ae-CS3). The rationale behind
the choice of the insertion sites was:
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L7Ae protein

K-turn structure

Fig. 1 Crystal structure of the Archaeoglobus fulgidus L7Ae protein binding to the
box C/D RNA that forms a classical kink-turn (K-turn) structure. Protein structure
was determined in'® (PDB id:1RLG)

(a) To assure protein disruption by TEVp proteolitic cleavage

(b) To have a minimal impact on protein structure and activity

In this configuration, when TEVp is expressed, it cleaves the
TCS, disrupting L7Ae structure and inhibiting its function. By
disrupting L7Ae-CS repression, the reporter gene is ON (Fig. 2,
State 1). On the contrary, in the absence of TEVp, L7Ae-CS retains
its repressive activity, and the reporter gene is OFF (Fig. 2, State 2).

MS2-cNOT?7 is a chimeric protein. MS2 protein binds specific
a-helical repeats located at the 3’ UTR of the target mRNA.
cNOT?7 is a deadenylase that chops the poly(A) of the target.
MS2-cNOT7 was designed to promote target mRNA degradation,
via RBP—RNA interaction (13).

Similar to L7Ae, also MS2-cNOT7 was re-engineered to
respond to TEVp (Fig. 3). Cleavage site for TEVp protease was
inserted in the linker between MS2 and cNOT. Thus, the
co-expression of the protease disrupts RBP activity restoring the
reporter expression (Fig. 3, State 1), whereas in the absence of
TEVp, MS2-TCS-CNOT?7 represses the target mRNA inducing
its degradation (Fig. 3, State 2).

2 Materials

2.1 In Silico Protein
Engineering

1. Personal computer equipped with PYMOL software (10).
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Fig. 2 Translational regulation of engineered TEV protease-responsive L7Ae. (a) State 7. when TEVp is
expressed, it recognizes and cleaves the TCS, disrupting L7Ae and inhibiting its function (EGFP ON). Stafe
2. in the absence of TEVp, L7Ae-CS binds and represses the K-turn motifs in the 5°UTR of mRNA target (EGFP
OFF). (b) Flow cytometry analysis of the three engineered L7Ae-CS (L7Ae-CS1, L7Ae-CS2, L7Ae-CS3) in the
presence or absence of TEVp compared to the wild-type L7Ae protein and to the “no repression” condition in

which only the reporter gene is present
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Fig. 3 Schematics of the engineered protease-dependent MS2-cNOT7 protein. (a) State 71: when TEVp is
expressed, MS2-TCS-cNOT7 is cleaved and the two domains are separated. This turns in EGFP translation
(EGFP ON). State 2: MS2 binds its cognate sequences in the 3’UTR of target EGFP mRNA, resulting in RNA
de-adenylation by cNOT7. The mRNA is then degraded (EGFP OFF). (b) Flow cytometry analysis of engineered
MS2-CS-cNOT7 in the presence or absence of TEVp compared to the “no repression” condition in which only

the reporter gene is present
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. Accuprime PFX Supermix (Thermo Fisher Scientific).
. BamHI-HEF restriction enzyme (NEB).
. Pacl restriction enzymes (NEB).

. CutSmart® buffer (NEB) to a final concentration of 1x

(provided with enzymes).

. In-Fusion ® HD cloning kit (Clontech) is used to a final

concentration of 1x.

. E. coli competent cells.

. Software to visualize plasmid maps and for in silico primer

design (see Note 1).

1. HEK293FT cell line (Invitrogen).
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. Dulbecco’s Modified Eagle’s Medium (DMEM) phenol red

containing 4.5 g/L glucose, L-glutamine, pyruvate.

. Fetal bovine serum (FBS).
. Penicillin /streptomycin.

. L-Glutamine.

MEM nonessential amino acids.

. CO,-humidified incubator.
. Trypsin—EDTA 0.25% phenol red.
. Dulbecco’s phosphate-buffered saline (DPBS) no calcium no

magnesium.

. Attractene transfection reagent (Qiagen).

. Lipofectamine™ 3000 transfection reagent (Invitrogen).

. Opti-MEM reduced serum medium.

. 24-well flat bottom plates

. Countess™ II Automated Cell Counter and Countess® Cell

Counting Chamber Slides (Invitrogen).

. Trypan blue.
. EVOS® Cell Imaging System (Life Technologies) using 10x

objective with EVOS® Light Cubes Texas Red, GEFPD,
and DAPI.

. LSRFortessa flow cytometer equipped with 405, 488, and

561 nm lasers (BD Biosciences).

. Round-bottom polystyrene FACS tubes.
10.

Flow]Jo software to perform data analysis (se¢ Note 2).
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3 Methods

3.1 Cell Culture

3.2 Protein Structure
Analysis for Re-
engineering of RBPs
and Plasmid Cloning

32.1 L7Ae

3.2.2 MS2-cNOT7

The efficiency of the re-engineered devices is tested indirectly using
fluorescent reporters responsive to RBPs’ activity. After cloning, all
plasmids’ sequence must be confirmed by sequencing.

To maintain the HEK293FT cells, use Dulbecco’s Modified Eagle’s
Medium (DMEM) phenol red supplemented with 10% fetal bovine
serum (FBS), 1% penicillin /streptomycin, 1% L-glutamine, and 1%
MEM nonessential amino acids. Culture cells at 37 °C in a 5%
CO2-humidified incubator.

1.

L7Ae crystal structure is available on Protein Data Bank (PDB)
with the id:IRLG (14) (see Note 3). Visualize the structure in
PyMOL to identify possible insertion points for TEV protease
cleavage site (TCS): three loci were identified.

. Synthetize the three L7Ae-CS variants’ coding sequence as

gBlocks (IDT) for cloning in the destination pL-Al plasmid
(GenBank code: MH107777) with BamHI and Pacl restric-
tion enzymes.

. Insert the gBlocks into pL-Al backbone by In-Fusion between

BamHI and Pacl restriction sites. The ratio of backbone/
gBlock used in the ligation step should be 1:2.

. The reporter plasmid used to test L7Ae activity in the presence

or absence of TEV protease is pLS-18 (pBoxCDGC_2xK-
Met_DD-EGFP) which encodes for two kink-turn motives
upstream an EGFP fluorescent protein with a domain called
death domain (DD). The plasmid design is described in
Wroblewska et al. (15). pLS-18 plasmid and its sequence are
available upon reasonable request from Velia Siciliano (velia.
siciliano@iit.it).

. Insert the cleavage site for TEVp in the linker between MS2

and NOT7 by PCR (see Note 4). Note that in this case, the
crystal structure is not needed, since this is a fusion protein.

. Amplity by PCR both MS2 (namely, PCR1) and NOT7

(namely, PCR2) from pL-R1 (GenBank code: MH883359).
To do this, use Accuprime PFX DNA Polymerase.

. Clone the PCR fragments by In-Fusion cloning in pL-Al plas-

mid previously cut with BamHI and Pacl restriction enzymes
(see Note 5). Backbone /PCR1/PCR2 ratio of 1:2:2.

. pLC-1 reporter plasmid encoding for eight Ms2-binding

motives downstream an EGFP fluorescent protein
(pBoxCDGC- mut_KMet-EGFP-8xMS2-pA) is used to detect
MS2-CS-cNOT?7 activity and, indirectly, TEVp function. The
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3.3.1 Preparation of
Transfection Mixes

3.3.2 Cell Seeding
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plasmid was published in Wroblewska et al. (15)
(GenBank code: MH883358), and it is available upon request
from Hirohide Saito (hirohide.saito@cira.kyoto-u.ac.jp) or
Ron Weiss (rweiss@mit.edu).

To test protein—protein interaction devices, measure fluorescent
reporters’ expression by flow cytometry at steady state 48 h post-
transfection. The plasmid coding for TEVp used was p96 (pGTW6-
hEF1la-TEV-p, GenBank code: MH883330).

1. To test L7Ae-CS, perform transfections with Attractene trans-
fection reagent in HEK293FT cells in 24-well plates format.
Aliquot 60 uL of uncomplemented DMEM for each transfec-
tion mix. Add a total of400 ng of DNA per reaction mix (50 ng
of fluorescent reporter, 150 ng of L7Ae variant, 60 ng of wild-
type protease, 50 ng of transfection marker, empty plasmid to
400 ng). Add 1.5 pL of Attractene transfection reagent for each
mix and vortex (see Note 6). Incubate for 15-20 min.

2. Perform transfections to test MS2-CS-NOT7 and protease—
RBP circuit with Lipofectamine™ 3000 transfection reagent
in HEK293FT cells in 24-well plates. From now on, each
reaction mix volume described is for one well. Scale volumes
proportionally for additional wells.

Prepare two master mixes (i) Opti-MEM + p3000 and
(i) Opti-MEM + Lipofectamine™ 3000 considering the
following:

(a) 25 pL of Opti-MEM and 1 pL of P3000 reagent for each
sample

(b) 25 pL of Opti-MEM and 0.75 pL of Lipofectamine™
3000 for each sample.

Aliquot 26 pL of master mix (a) per sample in separate Eppen-
dorf tubes (e.g., in a condition with duplicate, 52 pL in total). Add
400 ng of DNA per reaction mix to the master mix (a) (25 ng of
fluorescent reporter, 50 ng of Ms2-CS-NOT?7 variant, 30 ng of
engineered protease, 50 ng of wild-type protease, 50 ng of trans-
fection marker, empty plasmid to 400 ng). Then, add 25.75 pL of
master mix (b) to each sample and mix them (se¢e Note 6). Incubate
the reactions for 15 min.

1. During the 15 min of incubation time, plate HEK293FT cells
in 24-well plates (see Note 7).

2. To detach cells, first, remove the medium from the flask, and
then gently wash the flask with PBS (10 mL for T75 and 5 mL
for T25). Add trypsin (1.5 mL for T75 and 0.5 mL for T25)
and keep the flasks for 2 min in the incubator (se¢ Note 8).
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3.3.3 Flow Cytometry

Next, add fresh new complemented DMEM to the trypsinized
cells (5.5 for T75 and 3.5 mL for T25), mix well, and transfer
toa 15 mL tube. Mix 10 pL of resuspended cells with 10 pL of
trypan blue and load 10 pL of this mix in a Countess® Cell
Counting Chamber Slide and load in the Countess® Cell
Counter II for cell counting.

3. Sced a total of 140,000 cells/well in a final volume of 500 pL of
complete DMEM. First, prepare the master mix, and then
aliquot 500 pL to each well.

4. Add the DNA-lipid complexes to cells.

5. After 24 h, add 1 mL of fresh complemented DMEM to
each well.

1. 48 h after transfection, observe the transfected cells at EVOS®
Cell Imaging System and acquire images of the transfection in
all the fluorescent channels (EGFP and the color of the chosen
transfection marker).

2. Analyze the cells with flow cytometer. First, remove DMEM
from the wells and detach cells adding 50 pL of trypsin to each
well. Keep the plate in an incubator for 2 min. Add 300 pL of
DMEM supplemented with 10% of FBS to each well.

3. Transfer the cells into round-bottom FACS tubes and keep
them on ice. Vortex each tube for few seconds before loading
it into the flow cytometer (see Notes 9-10).

4. Record 20,000 events in the single cell population
(FSC-A vs. FSC-H plot to exclude doublets). Correct laser
voltages were set using controls: unstained (wild-type cells),
and single color controls.

5. Data were exported from Diva software as FACS files and
analyzed with Flow]Jo software.

4 Results

L7Ae-CS

The L7Ae structure analysis suggested three optimal translation
repressors: L7Ae-CS1, L7Ae-CS2, and L7Ae-CS3. These circuits
were then built and tested along with the reporter gene (dEGFP)
regulated by two repeats of the K-turn motif in its 5’UTR. In
Fig. 2b, flow cytometry analysis of engineered L7Ae-CS shows
that the presence of TEVp can rescue dEGFP expression by dis-
rupting L7Ae. In particular, L7Ae-CS3 shows more efficient and
sustained repression/derepression, meaning that the CS3 insertion
caused the least impact on L7Ae structure. It is important to notice
that the study of the protein sequence and its three-dimensional
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structure is of paramount importance for not to have the complete
loss of the protein function.

This new protease-dependent translation system can be used to
create several circuits; an example is the HCV sensing device able to
detect NS3, a viral serine protease (8). The device relies on the use
of two single-chain fragment intrabodies for two distinct epitopes
of specific NS3 (scFv35 and scFv162). In this configuration, L7 Ae-
CS and TEVp are fused to scFv35 and scFv162, respectively. The
presence of the target protein NS3 and subsequent binding of the
two intrabodies results in TEVp cleavage of the L7Ae-CS and
derepression of dEGFP reporter.

MS2-CS-cNOT7

The TEV protease-responsive MS2-cNOT7 repressor device
showed similar repression to its wild-type counterpart. Figure 3b
shows flow cytometry analysis of engineered MS2-CS-cNOT?7: in
the presence of TEVp, MS2-CS-cNOT?7 is disrupted, consequently
restoring dEGFP expression levels. Since MS2-cNOT7 is a fusion
protein with a linker region, cNOT7 may be hypothetically
changed with another protein, depending on the demand. This
change could lead to steric restrictions in protein folding and
subsequent disruption of protein function.

The platform that was established allows further tailoring of
features such as type of proteases that the RNA-binding protein can
respond to (see Note 11). A library of MS2-CS-cNO'T7 variants can
be built by using other viral proteases such as SuMMVp, TUMVp,
and TVMVp proteases (8) enabling novel protein—protein regula-
tion systems.

5 Notes

1. In this study, SnapGene software (www.snapgene.com) or
Geneious software (https://www.geneious.com) were used,
but any other software for in silico plasmid design would work.

2. Other software for flow data analysis can be used.

3. If the crystal structure of your protein of interest is not
resolved, but the structure of homologous proteins is available,
you may infer it by homology modeling, e.g., using SWISS-
MODEL (11).

4. In the case of a chimeric protein, the crystal structure is not
needed as the protease cleavage site is inserted in the linker
between the two domains.
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5. In this step, make sure to design primers with the right over-

hangs so that the correct order is maintained: MS2-CS-
cNOT7.

6. Mix by light vortexing right after the addition of the liposome
to the DNA.

7. This step can be performed before mix preparation since for the
beginners, it could require more than 15 min.

8. Trypsin incubation time may vary according to the cell type.

9. To reduce cellular aggregation and increase the number of
single cells for the correct analysis, add EDTA to a concentra-
tion of 2 mM.

10. Washing cells with PBS before detachment reduces the clumps

of cells.

The re-engineering of L7Ae and MS2-cNOT?7 provides a ver-
satile tool that can be rewired to respond to novel demands.
One possibility, for example, is to swap the cleavage site
inserted in the protein structure to respond to novel, orthogo-

11.

nal proteases.
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Mechanistic Model-Driven Biodesign in Mammalian
Synthetic Biology

Yin Hoon Chew and Lucia Marucci

Abstract

Mathematical modeling plays a vital role in mammalian synthetic biology by providing a framework to
design and optimize design circuits and engineered bioprocesses, predict their behavior, and guide experi-
mental design. Here, we review recent models used in the literature, considering mathematical frameworks
at the molecular, cellular, and system levels. We report key challenges in the field and discuss opportunities
for genome-scale models, machine learning, and cybergenetics to expand the capabilities of model-driven
mammalian cell biodesign.

Key words Mathematical modeling, Synthetic biology, Mammalian cells, Gene network, Context-
aware design, Metabolic models, Whole-cell models

1 Introduction

Mammalian synthetic biology is a rapidly growing field that aims to
engineer mammalian cells to perform specific functions, such as the
production of therapeutic proteins or the detection of disease
biomarkers. Mathematical modeling is a key tool in this field,
allowing researchers to predict the behavior of genetic circuits and
parts and to optimize their design before experimental
implementation.

Indeed, synthetic biology is similar to other engineering activ-
ities where designing and testing models is crucial to optimize the
final product [1]. Modeling has been a key element of synthetic
biology since the very first works in the field, which combined the
derivation and numerical analysis of simple ordinary differential
equations (ODEs) models of gene networks to describe and predict
the optimal parameter space ensuring the systems to behave as
expected [2, 3]. Modeling in biology is usually an iterative process
and requires validation by comparing simulation results with exper-
imental measurements. This is particularly true for kinetic
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modeling, which describes changes in a system over time. Modeling
has become more accessible with the availability of software tools
and community standards and is used in parallel with experimental
approaches. Nonetheless, modeling remains an interdisciplinary
task that requires both biological and mathematical knowledge, as
well as computational and experimental experience.

We structure this chapter by presenting different types of mod-
els which can be used to describe and predict cellular behaviors at
different representation scales. The last part of the chapter is
devoted to summarize ongoing challenges and to suggest oppor-
tunities for the adoption of new types of models and computational
approaches in the field.

2 Models at the Molecular and Gellular Level

At the molecular level, mathematical modeling can be used to
predict the behavior of individual genetic elements. These elements
can be engineered to control the expression of genes of interest,
and their behavior can be predicted using mathematical models.
For example, various computational frameworks (including
machine learning-based ones) have been used to predict the
strength of mammalian cell promoters and enhancers [4 ], represent
promoter binding preferences, and predict their genome-wide
binding locations [5].

At the cellular level, mathematical models can be used to pre-
dict the behavior of genetic circuits in specific cell types and envir-
onments. Genetic circuits are composed of elements such as
promoters, enhancers, and transcription factors that are combined
to produce a desired output [6]. Mathematical models can be used
to predict the behavior of these circuits and to optimize their
function [7].

A range of gene networks with predictable dynamics have been
designed, modelled, and engineered in mammalian cells to date
[8]. For example, various circuits have been engineered to enable
cells to show multistability (i.e., the presence of multiple steady
states, a mechanism often exploited by nature in cell fate-
determining processes such as development and the cell cycle
[9, 10]). Early circuits demonstrating hysteresis included tunable
positive feedback loops [11] (Fig. 1a); these gene networks were
relatively simple and so easy to characterize, and combination of
modeling and experiments was crucial to establish the right balance
of circuit components to enable hysteresis. Other early synthetic
biology works which combined modeling and experiments to engi-
neer biological oscillators include gene networks able to behave as a
circadian clock in mammalian cells [12] and a low-frequency oscil-
lator based on a synthetic tetracycline transactivator and amplified
repression via siRNA-mediated silencing [13] (Fig. 1b). Hybrid
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Fig. 1 Mathematical models can predict engineered cellular phenotypes. (a, b) Examples of gene networks
and model-predicted dynamics. (a) Topology of a bistable gene network in mammalian cells. A transactivator
(TA) activates its own transcription by binding its promoter, which can also be repressed by a transrepressor
(TR) whose activity is modulated by an antibiotic (AB). The expected dynamics are reported. (Adapted from
[11]). (b) Topology of a low-frequency synthetic oscillator in mammalian cells. It consists of an autoregulated
gene under the control of an inducible promoter. The negative feedback loop relies on interference-based
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systems, composed of combined engineered and natural parts, have
also been proposed [14, 15].

RNA molecules are essential components of cellular signalling
pathways that modulate gene expression and function by trans-
ducing extracellular and intracellular signals. RNAs interact with
nucleic acids, proteins, and small molecules, making them versatile
components that regulate genes at the transcriptional, translational,
and posttranslational levels; this makes RNA a desirable component
of programmable synthetic devices, and it can be used as a sensor—
actuator component [16]. Various groups have developed quanti-
tative models for RNA-based devices and circuits. For example,
Bloom and colleagues [17] developed a simple but effective differ-
ential equation model to facilitate the forward engineering of gene
circuits in mammalian cells that use RNAi-based regulatory com-
ponents. The model considers several parameters, such as the num-
ber of miRNA target sites and mRNA half-life, to create a
measurable connection between miRNA and the expression levels
of target genes. Townshend and colleagues [18] employed next-
generation sequencing (NGS) technologies to create a screening
method capable of evaluating the activity of numerous RNA devices
based on the hammerhead ribozyme and statistical data analysis.

Mathematical modeling can be used for automated genetic
program design, as demonstrated by Cello: a software suite that
uses algebraic transfer functions and ODE-based dynamic models
of genetic elements, and can be used for designing circuits in
bacteria and yeast [ 19-21]. Adapting this approach for mammalian
cells and different genetic elements is challenging. An alternative
model-driven design framework has been reported recently for the
predictive design of genetic programs in mammalian cells
[22]. This tool combines use of COMET (a toolkit of promoters
and transcription factors for orthogonal gene expression control)
[23] and differential equation-based modeling. The process is
however not completely automatized (i.e., the exploration of
large combinatorial spaces of gene network topologies to check if
they satisty a specific objective function is not possible).

<

Fig. 1 (continued) silencing. The circuit also embeds a destabilized fluorescent reporter for output monitoring.
The expected temporal dynamics are reported. (Adapted from [13]). (c) A schematic of the strategy for gene
expression burden mitigation proposed in [24]. A circuit based on microRNA is proposed to mitigate the
burden-induced coupling of an inducible gene (X-tra) and a capacity monitor. A differential equation
mathematical model (whose reaction rates capture the reduced resource availability due to competing
genes) is used to describe the process. (Adapted from [24]). (d) A multicellular engineered system, imple-
mented via positive feedback loops, which enables co-cultured “trigger” cells to propagate induction of Delta
to adjacent cells. A model recapitulates the system dynamics depending on the strength of exogenous
promoters. (Adapted from [31])
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At the system level, mathematical models can be used to predict the
behavior of complex biological systems and to design and optimize
their function.

One of the key goals of synthetic biology is output reproduc-
ibility and robustness; as such, it is important to address possible
gene expression burden issues and to develop quantitative models
that can predict the effect of exogenous parts on endogenous
cellular processes. Frei and colleagues [24] showed in various
mammalian cell lines a promoter-independent negative correlation
between the transient expression of two otherwise independently
expressed genes. They proposed a miRNA-based network to reduce
burden and developed a simple but elegant resource-aware kinetic
model, where the rates of reactions which involve use of shared
resources account for reduced availability due to the presence of
competition among different processes (Fig. 1c¢). Model simula-
tions were able to recapitulate nonintuitive dose responses in dif-
ferent gene network topologies. More recently, an extension of this
model (where the reaction rates account for the availability of
resource pools given the overall gene expression demand) was
used to predict the effect of miRNA regulation on resource avail-
ability [25]. In a different work, a combination of modeling results
and experimental observations of network-imposed cell burden led
to the creation of gene networks that are “context-aware” as they
utilize biomolecular controllers such as endoribonucleases [26].

Models at the system level can also be instrumental to design
more complex phenotypes in mammalian systems. Synthetic devel-
opmental programs have been created for multicellular mammalian
systems to control features like patterning and morphogenesis (see
refs. 27,28] for recent reviews). These programs draw inspiration
from natural genetic circuits that pattern and construct embryos,
linking cell-to-cell communication channels, multicellular gene
regulatory networks for patterning, and effector genes to change
cell biophysical parameters for morphogenesis (Fig. 1d) [16, 29—
32]. The use of models can reduce the time associated with the
engineering of these complex multicellular structures. Sets of dif-
ferential equations are commonly used to describe multicellular
signalling networks and the levels of reactive species/proteins on
a lattice that represents the cells [33-35]. ODEs and partial differ-
ential equations (PDEs) can be used for describing temporal and
spatial patterning, respectively. Diffusible signals and their effect on
cellular patterns can also be represented mathematically [33], as
well as mechanical aspects (e.g., cell-to-cell forces and cell growth)
both within continuum and agent-based models [ 36-38].
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3 Next-Generation Models and Methods for Mammalian Cell Synthetic Biology

Over the next years, we would expect synthetic biology to enable
the engineering of more complex functions in mammalian cells and
to drive transformative advances in healthcare. From the modeling
perspective, models should move from the description of parts to
the representation of entire cells and organisms, ultimately enabling
a full quantitative prediction of how genomic engineering would be
mapped into target phenotypes.

The availability of genome-scale high-throughput data has
enabled the derivation of genome-scale models; they are extremely
well qualified to support such research, as they promise to quanti-
tatively describe and predict genotype—phenotype relationships in
both native and re-engineered living systems.

The most used genome-scale models in synthetic biology are
genome-scale metabolic models (GEMs); they are constrained
based, use mathematical equations to describe the flow of metabo-
lites through various biochemical pathways, and can be used to
simulate the behavior of cells under different conditions, such as
changes in nutrient availability or genetic perturbations [39-
42]. Constraint-based modeling can integrate various factors such
as dynamics and gene expression [43, 44 ]; machine learning also
has enormous potential for the derivation, validation, and applica-
tion of metabolic models (see ref. 41 for a review). GEMs see a
direct application in biomanufacturing. For example, metabolic
engineering, which aims at optimizing fluxes and ultimately bio-
processes, can clearly benefit from the combination of metabolic
models with optimization algorithms (e.g., linear programming-
based methods) to predict genes to remove, overexpress, or silence
to design cells with the desired phonotype, such as production of a
specific metabolite [45]. The combination of machine learning and
metabolic modeling, CRISPR-derived genome engineering tools,
and synthetic genetic circuits can be disruptive for designing syn-
thetic pathways for bioproduction [46]. The development of
GEMs for mammalian cells has been achieved only quite recently
by developing frameworks that generate and maintain coherent
GEMs combining multiple data [47, 48]. The use of mammalian
systems” GEMs in the engineering biology or biomedical space
(e.g., to design a desirable healthy phenotype which reduces a
disease-associated one) has a huge and not yet fully explored poten-
tial [49, 50].

Going further up in the spectrum of mathematical model com-
plexity, we can find whole-cell models (WCMs) that are computa-
tional models of single cells that represent every gene and gene
function [51-56]. These models integrate multiple types of data
and biological knowledge and mechanistically represent the major
biochemical processes in cells. As such, they can simulate and
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predict emergent behaviors that arise from complex interactions
among the processes. This makes them useful for guiding genome
design to achieve cells with desired traits and medical intervention
to regulate cellular behavior. The potential use of WCMs in syn-
thetic biology has been explored for the bacterium Mycoplasma
genitalinm (M. genitalium) [57-60]. Its small genome makes this
prokaryotic bacterium an attractive system both for building the
first WCM and for constructing a minimal cell. Following on from
accomplishing the M. genitalinum model, other WCMs have been
developed including for Escherichin coli (E. colz) [56], the most used
cell factory in the biomanufacturing industry. We anticipate wide
adoption of the E. coli model for rational design of strains with
improved productivity and added capabilities.

Given the utility of WCMs for model-guided design of pro-
karyotic cells, we believe that similar models for mammalian cells
could be as useful and revolutionize design—build—test—learn cycles
in mammalian cell synthetic biology (Fig. 2) [61]. Additionally,
there is potential for using WCMs of human cells to guide regener-
ative medicine such as tissue engineering and personalized medical
therapies. Work has begun to prototype a WCM of H1 human
embryonic stem cells (https: //www.wholecell.org/models). Stem
cells are suitable choice for pioneering a mammalian WCM because
they can self-renew and produce identical daughter cells, much like
the clonal reproduction in prokaryotes. Therefore, many assump-
tions used for modeling prokaryotic cells are applicable.

The challenges to whole-cell modeling of mammalian cells are
exemplified in the H1 modeling work. Due to the much larger
genome, general challenges such as lack of data and high computa-
tional cost are magnified. Additionally, there are challenges specific
to eukaryotes and mammalian cells. First, these cells tend to exhibit
high redundancy. Many genes have different splice variants and /or
form families of genes that may be structurally and functionally
similar but also are also context-dependent. Insufficient under-
standing aside, the bulk of data in the literature and repositories
come in a mixed level of granularity. Some measurements lump
variants and gene families, and the metadata that document this are
not always available. Second, signalling pathways and regulatory
networks in mammalian cells are more complex than in bacteria:
signals are transmitted via branched cascades of reactions that usu-
ally involve interconnected feedback loops. Third, molecules and
reactions in mammalian cells are compartmentalized into orga-
nelles with intricate structures. These compartments are not just
static containers; some are dynamic structures that can fuse and
divide. Studies have suggested that changing shape and size of
compartments could provide another means of adaptation for
eukaryotes [62]. This adds a new dimension that is not currently
represented in WCMs.
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Fig. 2 Possible processes to be included in a WCM for human cells. Simplified
diagram illustrating the core molecular species and processes to be represented
in whole-cell models for human cells

4 Challenges and Opportunities

Despite its many benefits, mathematical modeling also has several
challenges and limitations when applied to mammalian synthetic
biology. One major challenge is the need for accurate and compre-
hensive experimental data to calibrate and validate models; experi-
mental data may be noisy or incomplete, making it difficult to
develop accurate models. The development of new experimental
platforms will continue to improve the type, quality, and resolution
of experimental data. This will also lead to increased understanding
of cell biology including gene function and their mechanism. We
recommend creating centralized databases to store these data using
FAIR principles [63-65].

Another challenge is the need to capture the complexity of
biological systems in mathematical models. Biological systems are
characterized by nonlinearity, feedback, and stochasticity, which
can make them difficult to model using traditional mathematical
methods. Many mathematical models in mammalian synthetic biol-
ogy are based on simplified assumptions and may not fully capture
the complexity of biological systems. Looking forward, a collabo-
rative effort is needed to build computational digital twins of living
cells to be used to guide mammalian cell re-engineering.
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Due to current interest in data science and Al, we are seeing
heavy investments that aim to enhance computing power through
better algorithms and hardware designs. Advancements in this area
will be beneficial to cellular modeling. Machine learning and Al
could support both the analysis of genome-scale models outputs
(e.g., via surrogate modeling [66, 67]) and the automation of
model derivation/calibration.

We also propose building models collaboratively, particularly
for mammalian and other eukaryotic cells. This calls for platforms
where efforts can be coordinated, interfaces for connecting work
from different research groups, and scalable methods that can
handle large-scale data and models.

We have an opportunity to extend models of mammalian cells
to also include structure function representation. For example, a
recent WCM for synthetic minimal bacterial cells represents cell
structure to some extent [68]. Beyond that, the explicit functions
of compartments and how they dynamically regulate cellular behav-
ior are not considered as research in this area is in its infancy. From
the perspective of synthetic biology, adding structure function
would enhance the capability of mathematical models’ predictions,
for example, to help design protocells. Our suggestions are not an
exhaustive list. We anticipate that the emerging field of mathemati-
cal modeling will continue to evolve, together with progress in
other fields.

Parallel to developing models, scalable software tools need to
be built to partially automate data curation, data organization, and
model generation. Another important aspect to consider is related
to model languages. Many existing models are difficult to reuse due
to unclear coding, inappropriate languages, or inadequate
documentation. Software engineering can address these issues and
promote software reuse. Ideally, languages should be modular,
human-readable, and open [69].

We foresee opportunities for use of cybergenetics for the deri-
vation and validation of models in synthetic biology. Cybergenetics
is an emerging field at the interface of control engineering with
synthetic biology that is developing experimental and computa-
tional tools for the robust control of cellular processes across dif-
ferent species [70, 71]. It can be implemented via embedded
controllers (i.e., gene networks) [72-74 ], multicellular controllers
in cellular consortia [75-77], and external feedback controllers
(i.e., via microfluidics or optogenetics-based platforms) [80—
84]. The last approach, in particular, has high potential to charac-
terize the dynamics of gene circuits in a model-free way [85],
suggest how to revert undesired cellular phenotypes [86], and
collect online reach datasets for model derivation and calibration,
possibly aided by optimal experimental design approaches [78].
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Realizing Antithetic Integral Feedback Control
in Mammalian Cells

Timothy Frei and Mustafa Khammash

Abstract

Genetic circuit engineering has emerged as a powerful methodology to program the behavior of mamma-
lian cells to respond to internal and external cues. This approach is now used to develop new therapeutics
and improve production processes. However, genetic interaction networks are complex and hard to
engineer rationally. Moreover, a design may fail, and it may not be possible to identify the root cause of
its breakdown. Introducing designated regulatory circuitry in the form of integral feedback can introduce
performance guarantees by ensuring robust and precise operation.

Key words Mammalian synthetic biology, Biomolecular control system, Genetic circuit design,
Integral feedback, Molecular sequestration

1 Introduction

In recent years, genetic circuits have emerged as a promising tech-
nology to realize custom behavior programs in mammalian cells.
Importantly, scientists now apply these programs to treat diseases in
novel ways. However, genetic circuits can rarely be designed, built,
and expected to perform as intended. This discrepancy is due to the
inherent complexity of biological systems and the associated uncer-
tainty about the interactions that may affect circuit components.
Classical engineering disciplines address uncertainty by intro-
ducing feedback from a designated control circuit such that the
circuit achieves specific performance objectives. In the setting we
consider here, we may think of the control circuit’s performance in
abstract terms as perceiving the levels of a biomolecule of interest,
measuring its deviation from an ideal or a desired level (also called
the setpoint of the control circuit) in the form of an error, and
teeding back this error into the controlled system such that this
error is minimized. Integral feedback remains one of the most
popular feedback control paradigms in engineering. Its popularity
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Fig. 1 The controlled network in the open-loop configuration can be thought of as
receiving an input and producing an output

can be attributed to its simplicity and effectiveness. In particular,
integral feedback control guarantees perfect tracking and distur-
bance rejection. These properties describe the circuit’s ability to
follow or track an externally supplied signal or input (tracking)
while remaining robust to unwanted changes or disturbances in
the parameters or the structure of the controlled network. These
two properties can be exploited to protect a network, referred to as
the controlled network, from uncertainty and unexpected changes
within that network. In particular, this applies to cases where the
output is supposed to follow the input robustly. For example, a
controlled network may be a circuit component affected by external
disturbances or disturbances originating from other circuit compo-
nents. Alternatively, a controlled network may also be a complex
system of interactions that should robustly produce a desired out-
put level. Figure 1 illustrates how a controlled network (open loop)
can be connected to a control circuit resulting in a (closed-loop)
system such that the network’s output will robustly track the input.

Recently, integral feedback was realized in genetic circuits in
the form of the antithetic integral feedback motif [ 1]. Subsequently,
the motif was extended to proportional-integral feedback and rea-
lized in mammalian cells [2]. At the core of the antithetic integral
feedback motif are two biomolecular species that interact by
sequestering or annihilating each other’s function [3]. This inter-
action enables the computation of the mathematical integral of the
error and bestows the properties of integral feedback control. In
this control circuit, the setpoint is determined by the ratio of the
production rate of species Z; over the production rate of species
Zy (I (u,ZY)/h2(0,Z},X,) in Fig. 2).
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Fig. 2 Different choices of controller configurations given the input/output response of the controlled network.
There are two different controller configurations for the two different input/output responses of the controlled
network (positive gain and negative gain). One where species Z; increases the production of species Xy
(Positive Actuation) and one where it decreases the levels of species X; (Negative Actuation). We summarize
the dependence of species Z; and Z, on precursors (Z; and Z,, respectively) by depicting their production
rates as abstract reactions with rates hy(u, Zy) and ha(9, Z,, Xn)

In the rest of this chapter, we will go through the design and
biological implementation of antithetic integral feedback circuits in
detail and address specific concerns that affect circuit performance.
We will use the implementation of antithetic integral feedback via
the sequestration of sense and antisense mRNA from [2] as a
running example (Fig. 3).

2 Materials

Adjust all enzymatic reactions to their final volume with nuclease-
free water. All other solutions are prepared in ultrapure water.
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2.1 Plasmid
Construction

Sense/Antisense mRNA Controller
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Fig. 3 Closed-loop configuration of a sense/antisense mRNA antithetic integral
feedback controller which regulates the expression of a transcription factor (TF).
To be able to measure the levels of transcription factor, it is fused to a
fluorescent protein (FP). The expression of species Z; is driven by a constitutive
promoter (P¢on). In contrast, the expression of species Z; is driven by a promoter
that responds to the levels of the transcription factor (Pre). The whole circuit can
be partitioned into three groups, a group Z; for the gene producing the sense
mRNA (Z4), a group Z, for the gene producing the antisense RNA (Z;), and
a group X for the controlled network (here, only the transcription factor fused to a
fluorescent protein; TF-FP)

We recommend using a plasmid assembly method based on Golden
Gate Assembly and the Modular Cloning (MoClo) plasmid system
to construct genetic circuits in mammalian cells. Detailed descrip-
tions and protocols can be found in [4, 5].

1. 37 °C shaking incubator for growing bacterial cultures

2. NanoDrop™ 2000,/2000c¢ from Thermo Scientific™

3. Chemically competent Escherichia coli strain for cloning (e.g.,
TOP10)

4. Plasmid purification kit (e.g., ZR Plasmid Miniprep™-Classic
from ZYMO RESEARCH or equivalent)

5. 1.5 mL Eppendorf tubes®
6. 0.2 mL PCR tubes

7. Ampicillin stock solution (1000 x ): Dissolve 300 mg of
Ampicillin powder in 30 mL of water at room temperature.
Filter sterilize (0.2 pm) and aliquot at 1 mL. Store at —20 °C.
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. Chloramphenicol stock solution (1000 x ): Dissolve 75 mg of

Chloramphenicol powder in 30 mL of reagent-grade EtOH
(non-denatured absolute ethanol without additives) at room
temperature. Filter sterilize (0.2 pm) and aliquot at 1 mL.
Store at —20 °C.

Kanamycin stock solution (1000 x ): Dissolve 150 mg of
Kanamycin powder in 30 mL of water at room temperature.
Filter sterilize (0.2 pm) and aliquot at 1 mL. Store at —20 °C.
Lysogeny Broth (LB): Mix 5 mg of NaCl, 5 mg of tryptone,
and 2.5 mg of yeast extract in a 500 mL flask and dissolve in
490 mL of water at room temperature. Autoclave and store at
room temperature.

LB Agar plates: Dissolve 5 mg of NaCl, 5 mg of tryptone,
2.5 mg of yeast extract, and 7.5 mg of agar in 500 mL of water
and autoclave. Once the solution has cooled down, add the
desired antibiotic solution.

Optionally, thermocycler and PCR master mix for creating new
Level.

Laminar flow cabinet

37 °C CO;-humidified incubator

37 °C bead or water bath

T25 or T75 flasks

Multi-well tissue culture-treated flat-bottom microplates
HEK293T cells (ATCC, strain number CRL-3216)
Phosphate-buffered saline (PBS) solution
Trypsin-EDTA solution (0.25%)

Fetal Bovine Serum (FBS)

L-Glutamine or GlutaMAX solution (commonly available as
100 x concentration)

Dulbecco’s Modified Eagle’s Medium (DMEM; it may be
acquired with GlutaMAX already added)

Complete DMEM: Add 50 mL of heat-inactivated (30 min at
56 °C in a water bath) FBS and 5 mL of L-Glutamine or
GlutaMAX solution to a bottle of 500 mL DMEM. Omit the
L-Glutamine or GlutaMAX if the DMEM already contains it.

. Polyethyleneimine (PEI). Prepare solutions according to the

vendor’s instructions.
Opti-MEM 1
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2.4 Measurement

2.5 Data Analysis

1. Accutase solution (which can be substituted by Trypsin-EDTA
solution)

2. Flow cytometer

1. Personal computer

2. An integrated development environment (IDE) for R (such as
RStudio) with the expressalyzer package (https: //github.com/
freitim /expressalyzr) installed or any other preferred data pro-
cessing and visualization method

3 Methods

3.1 Genetic Circuit
Assembly

We assign roles to specific biomolecular species in the controlled
network and the control circuit to simplify the design process and
give them names to refer to. We will refer to the input to the
controlled network through which the network is manipulated as
Xj. The actual output of the controlled network may not be
directly observable because it could be an mRNA species. There-
fore, we assign the name Xj, to the observable molecular species,
which will robustly track the input upstream. We call Xy the actual
unobservable output, which acts as the input to the control circuit.
Note that Xj, will only be robust to an upstream parameter or
structural disturbances. We call Z; and Z, the two species that
comprise the control circuit, respectively. One of these two species
then interacts as the input to the controlled network X .

The following subsection describes the assembly of the DNA
sequences and plasmids required to realize the genetic controller
design obtained via the procedure described in Subheading 4.
A detailed protocol for genetic circuit assembly according to the
Modular Cloning (MoClo) plasmid system can be found in
[5]. The protocol may be simplified by replacing the thermocycling
steps with incubation at 37 °C overnight in an incubator, as
suggested in [6].

1. Obtain the necessary DNA sequences through synthesis
services or from AddGene.

2. Build each genetic circuit component on a separate plasmid
using your preferred molecular cloning technique. As stated
above, we recommend Golden Gate Assembly and the Modu-
lar Cloning (MoClo) plasmid system. For example, construct
separate plasmids for both control circuit species, Z1 and Z,,
and every additional species that is required to interface the
control circuit and the controlled network.
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Network Validation Controller Validation

A

_________________________________________________________________________

Fig. 4 Shown are two validation configurations of the circuit. On the left is a configuration for characterizing
the steady-state input/output response of the controlled network. The main idea is to remove the control
circuit while retaining the sensing and actuating interface to the controlled network. Here, FP’ represents a
fluorescent protein other than the one fused to the transcription factor. This configuration may also be used to
determine the gain of the controlled network. Shown on the right is a configuration for validating the
sequestration of the sense mRNA (Z;) by the antisense RNA (Z;). The main idea is to remove the controlled
network to determine the input/output mapping of the control circuit in isolation

3. Build additional plasmids required for validation as depicted in
Fig. 4. Among others, these include a reporter plasmid expres-
sing a fluorescent protein driven by the input from the con-
trolled network and a constitutively expressing version of the
Z, plasmid.

4. If not yet available, assemble plasmids constitutively expressing
the fluorescent proteins that are used as readouts, as well as an
inert plasmid consisting only of an E. coli replication origin and
an antibiotic resistance cassette. The latter will be used to
ensure that all transfection reactions contain the same amount

of DNA.
3.2 Experimental Once the individual circuit components are assembled, their func-
Validation tion in isolation and combination should be validated to ensure the

proper function of the feedback system. This is commonly done via
transient co-transfection of different combinations of the circuit
components. Transient transfections can be either performed on
adhered cells or adherent cells in suspension just before they are
seeded. In our experience, the latter method can lead to an increase
in transfection efficiency. However, roughly double the amount of
cells is required at the time of transfection/seeding of the cells.
To evaluate the function of the antithetic integral controller, it
is best to divide its components into three groups, as is discussed in
Step 8 in Subheading 4. By having separate groups for species Zy
together with its precursors and Z, together with its precursors, it
is possible to manipulate their production rates by changing the
amount of plasmid transfected. The amount of plasmid will directly
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3.2.1 Preparation

3.2.2 Transfections Plan

affect the production of precursors in each group and will, there-
fore, also affect the production levels of species Zy or Z,. This
property can be used to design plasmid titration experiments,
where different amounts of the plasmids driving the expression of
species Zj are co-transfected with different amounts of the plasmids
driving the expression of species Z,. Titration experiments can be
used to determine the steady-state input/output response of
genetic circuits and therefore provide valuable information for
determining optimal working ranges and troubleshooting circuit
designs.

The following will describe a general recipe for designing and
executing titration experiments. These experiments can be applied
to the validation experiments depicted in Fig. 4.

1. If transfections are preferably performed on already adherent
cells, then ensure 2 days before transfection that the HEK293T
cell culture has reached a confluency of approximately 85 % to
90 %. The next day, seed the cells in the desired multi-well plate
format such that they will reach 85% to 95% confluency
approximately 72 h after. Otherwise, the same needs to be
checked only 1 day before the planned transfection, and the
cells will be seeded during the transfection process.

2. If transfection of already adhered cells is preferred, then a day
before the planned transfection, seed the HEK293T cells.

3. Atleast a day before the transfection of the circuit components,
inoculate liquid cultures of the E. coli strains carrying the circuit
component plasmids in 5 mL of LB media supplemented with
the appropriate antibiotic (add 5 pL of a 1000 x stock) and let
them grow overnight.

4. Extract the plasmids from the liquid cultures the following day
using your preferred plasmid extraction method. We recom-
mend using a plasmid miniprep kit that removes endotoxins
(e.g., the ZYMO RESEARCH ZR Plasmid Miniprep—Classic
kit). Use nuclease-free water to elute the plasmid DNA.

5. Ensure that the extracted plasmid DNA has a concentration of
at least 100ng pL.~! and is of high purity using a spectropho-
tometer such as a NanoDrop™ 2000,/2000c¢ or equivalent.

1. Choose the plasmids that will be co-transfected, the necessary
single-color control plasmids if more than one fluorescent
color is used, and an inert plasmid to balance total transfected
DNA amounts.

2. Determine the total number of conditions based on the desired
number of titration steps.

3. Set the number of replicates.
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. Based on the total number of conditions and controls, choose a

multi-well plate format that fits all of them together, with
transfection and single-color controls. Alternatively, use more
than one plate.

. Based on the chosen plate format, determine the total amount

of DNA to be transtected per condition.

. Based on the total number of conditions and controls, work

out how much PEI solution to dilute in how much Opti-MEM
I. In our experience, a ratio of 3:1 pg PEI to pg plasmid DNA
works well.

. Distribute the plasmid DNA according to the planned

co-transfection. Each condition should be prepared in a sepa-
rate tube. Depending on the chosen multi-well plate format,
use either 0.2 mL PCR tubes or 1.5 mL Eppendorf tubes®.

. If the transfection will be performed on suspended cells, pre-

pare enough complete DMEM to seed the cells in the desired
multi-well plate format and to propagate the cells. Place the
prepared DMEM to warm up in the 37 °C bead or water bath.

. Move tubes with co-transfection conditions into the laminar

flow cabinet.

. Move Opti-MEM I and PEI solution to laminar flow cabinet.
. In an empty tube, dilute PEI solution in Opti-MEM 1 as

determined previously.

. Adjust the volume in each condition and control to half the

total transfection reaction volume.

. Mix each condition or control with half the total reaction

volume of PEI Opti-MEM 1 solution to achieve the total
reaction volume in each.

. Let the transfection reactions incubate at room temperature for

25 min.

In the meantime, it suspended cells are going to be transfected,
passage and count the HEK293T cells. Seed the cells in the
chosen multi-well plate format such that they will reach 85 % to
95 % confluency in 48 h.

After 25 min distribute the transfection reactions to the wells of
the seeded multi-well plate. If suspended cells are transfected,
do so while the cells are still in suspension. Light pipetting up
and down of suspended cells may help distribute the transfec-
tion reaction and increase transfection efficiency. Do not
pipette up and down if cells were transfected while adhered.

Place the transfected HEK293T cells into a 37 °C CO;-humi-
dified incubator.

Let the cells incubate for approximately 48 h.
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3.24 Measurement

3.2.5 Analysis

3.3 Characterization
of the Steady-State
Input/Output Response
of the Controlled
Network

1. After 48 h aspirate the cell culture media in all wells of trans-
fected cells.

2. Carefully wash cells with PBS solution.
3. Add Accutase solution to cells.

4. Incubate cells with Accutase in a 37 °C CO;-humidified incu-
bator for at least 5 min.

5. When the cells have fully detached, transfer them into an
appropriate vessel for use with the specific flow cytometer
available.

6. Proceed to the flow cytometer and set it up according to the
manufacturer’s or the operator’s instructions.

7. Acquire the samples.

8. Once all samples have been acquired, transfer the data for
storage and analysis.

9. Shut down the flow cytometer according to the manufacturer’s
or the operator’s instructions.

1. Load data into your preferred analysis environment.
2. Gate the data for live cells and singlets.

3. If more than one fluorescent protein color was acquired, per-
form fluorescence compensation to remove the spillover signal.

4. Compute the mean fluorescence for all fluorescence channels
for each sample.

5. Compute the mean and standard error across the replicates of
each condition.

6. Plot the mean and standard error along the titration steps.

Characterizing the input/output response of the controlled net-
work at steady state is important: first to confirm the gain of the
controlled network, which influences the choice of control circuit
configuration (Subheading 4 and Fig. 2), and second to determine
the range of admissible setpoints. The second point follows from
the fact that the control circuit cannot push the controlled network
to points that lay below its constitutive or leaky production level
and above its saturation level.

To obtain the steady-state input/output response of the con-
trolled network of the example circuit shown in Fig. 3, one can
adopt a circuit configuration as in Fig. 4 left and titrate the amounts
of transfected Zj -group (which is only the TE-FP plasmid in this
case). Ideally, this titration is also performed for different amounts
of Z,-group plasmid (in this case, only the readout plasmid FP’).
Titrating these two groups should identify ratios of the Z; -group
versus the Z,-group that yield good starting points for finding
admissible setpoints in the closed-loop circuit.
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Fig. 5 Expected responses for the two validation approaches. The graphs depict
the input/output response of the circuit if the components are interacting in the
desired way

To obtain this data, apply the procedure described in Subhead-
ing 3.2 and plot the titration of the Z;-group against the FP’ output
for different amounts of the Z,-group. For a positive-gain con-
trolled-network, the response should look similar to the response
depicted in Fig. 5 left. Based on the response curve, select a combi-
nation of Zy-group amounts and Z,-group amounts such that the
output is large and lies somewhere in between the leaky production
and saturation levels. This will serve as a starting point for deter-
mining the range of admissible setpoint in the closed-loop circuit.

Similarly to the previous section, a titration experiment can be
performed to assess the sequestration of species Z by species Z;.
The sequestration produces a characteristic threshold response,
where the expression of species X; only occurs once all the free
species Zjy is sequestered by Z; and the excess free species Zy can
produce species Xj. Since unintended interactions with other
species or excessive degradation will interfere with this threshold
response, it is a good way to troubleshoot a controller design.

The experimental procedure follows the approach described in
Subheading 3.2. Here, the Z;-group should be titrated against
different amounts of the Z,-group. Importantly, a high-enough
titration resolution should be used such that the threshold is clearly
distinguishable. Finding an optimal titration range may require
several iterations of the experiment. Figure 4 right shows an exam-
ple circuit configuration. The measured output should produce
responses similar to the ones shown in Fig. 5 right. A different
threshold should be obtained for different amounts of the Z,-

group.

Once the sequestration has been verified (Subheading 3.4) and
suitable starting conditions for setpoint titrations are obtained
(Subheading 3.3), disturbance rejection in the full close-loop cir-
cuit can be tested. To assess this property, we compare the closed-
loop circuit to an open-loop counterpart in the presence of a
disturbance to the controlled network (adding the ability to disturb
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the controlled network is described in Step 9 in Subheading 4). The
validation configuration for the control circuit can be used as an
open-loop configuration. However, here, the whole minimal or full
controlled network should be connected so that species Xy, can be
measured as output. The design of a minimal controlled network is
described in Step 10 in Subheading 4. Since disturbance rejection
will only succeed for setpoints that lay within the admissible region,
a simultaneous titration of the setpoint will ensure that disturbance
rejection may be observed. We recommend titrating the setpoint by
fixing the level of the Z,-group to the levels determined in Sub-
heading 3.3 and decreasing the amounts of the Z;-group. If a
minimal controlled network has been constructed, it is advisable
to first test the control circuit on this minimal implementation
before advancing to the full controlled network.

Again, these experiments can be performed according to the
procedure in Subheading 3.2. The titrations are prepared for both
the open- and closed-loop circuits, with and without a disturbance.
If the control circuit is working correctly, the expression levels of
species Xy, in the closed-loop circuit should remain within a 10%
error bound relative to the undisturbed condition. In the open-
loop configuration, the expression levels of species Xy should
change significantly when the circuit is disturbed. Disturbance
rejection may break down for high setpoints that lie close to the
saturation level, and a relative error larger than 10% may be
observed. If a minimal controlled network was used to verify dis-
turbance rejection, it should now also be verified on the full con-
trolled network.

4 Notes

1. The following notes outline the conceptual and genetic design
of biomolecular integral feedback controllers. They should act
as guides to help find circuit implementations given a specific
controlled network.

2. Determine which species in the controlled network will be
measured and should therefore act as Xy . Ideally, choose the
species as far downstream or close to the output Xy as possible.
Optimally, the output Xy will be Xy, so it will be maximally
robust to all possible disturbances.

3. Based on what is known about the controlled network from the
literature, prior experiments, and intuition, estimate if the
mapping from input Xj to output Xy in the open-loop con-
trolled network has a positive or a negative gain as shown in the
top of Fig. 2. Ideally, this is determined experimentally. We
describe how to do so in Subheading 3.2. Specifically, the
mapping has a positive gain if an increase in the input X;
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increases the output Xy. Conversely, when an increase in the
input Xj decreases the output Xy, the mapping has a
negative gain.

. Determine if the input X; can be actuated positively (e.g., by
inducing production through other species) or if it can be
actuated negatively (e.g., by inducing degradation through
other species). Negative actuation leads to the realization of
proportional-integral feedback, as has been recently discovered
in [7].

. Keep in mind that species Xj needs to interact with the control
circuit output (either Zj or Zy). Therefore, choose it so there
can be a direct interaction between the two. By direct interac-
tion, we mean interactions of the form protein to mRNA (here,
with protein, we mean a transcription factor) or mRNA to
protein.

. Based on Steps 3, 4, and 5 in Subheading 4, identify biomole-
cules that can implement the corresponding control circuit
motif shown in Fig. 2. Two adjustable implementation strate-
gies are presented in [2] and [8] based on mRNA hybridization
and split intein trans-splicing, respectively.

. Determine how the output of the controlled network Xy will
connect to the control circuit and if you may need to introduce
extra species to accomplish this. For example, if your control
circuit implementation is realized as RNA species and your
output species Xy is an RNA as well, you may need to intro-
duce a protein species, such as a transcription factor, to connect
the two.

. For implementing the circuit on plasmids, it is helpful to parti-
tion it into groups. Where the groups are formed by Z; and its
precursors Zy, Z, and its precursors Z}, and everything relat-
ing to the controlled network (X={Xj,...,Xr,...,Xn}). The
groups of species Z1 and Z, are ideally each realized on a
separate plasmid to allow for independent tuning and titration
experiments (Subheading 3.2).

. To test the robustness of the circuit, come up with a method of
introducing  disturbances into the controlled network.
Depending on the controlled network, it might be possible to
modulate the activity or stability of species upstream of species
X1, using a small-molecule drug. Alternatively, activity or sta-
bility modifying protein tags may be fused to species X; (e.g.,
the SMASh-tag from [9]). Be aware that the disturbance must
translate into species’ expression levels Xy,. For example, if
species Xy, is the synthetic transcription factor tTA fused to a
fluorescent protein as in [2], then using its inhibitor Doxycy-
cline will affect the activity of the transcription factor but will
not affect its abundance.
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10. If possible, a minimal controlled network should be designed
so that the function of the control circuit can be evaluated
without having to deal with the complexities of the full con-
trolled network. The requirements for a minimal controlled
network are that it is measurable (there is a fluorescent signal in
the network) and that the connection from its input to its
output consists of as few species as possible. For example, in
the circuit depicted in Fig. 3, the minimal controlled network is
a transcription factor fused to a fluorescent protein.
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A Computational Modeling Approach for the Design
of Genetic Control Systems that Respond to Transcriptional
Activity

Carlos D. Llanos, Tianyi Xie, Ha Eun Lim, and Laura Segatori

Abstract

Recent progress in synthetic biology has enabled the design of complex genetic circuits that interface with
innate cellular functions, such as gene transcription, and control user-defined outputs. Implementing these
genetic networks in mammalian cells, however, is a cumbersome process that requires several steps of
optimization and benefits from the use of predictive modeling. Combining deterministic mathematical
models with software-based numerical computing platforms allows researchers to quickly design, evaluate,
and optimize multiple circuit topologies to establish experimental constraints that generate the desired
control systems. In this chapter, we present a systematic approach based on predictive mathematical
modeling to guide the design and construction of gene activity-based sensors. This approach enables
user-driven circuit optimization through iterations of sensitivity analyses and parameter scans, providing a
universal method to engineer sense and respond cells for diverse applications.

Key words Genetic control systems, Sense-and-respond, Genetic circuits, Mammalian synthetic
biology, Cell therapies

1 Introduction

Engineering mammalian cells to respond to environmental stimuli
in a user-controlled fashion is a powerful approach that is revolu-
tionizing the way we think about medical science. Sense-and-
respond cellular devices typically comprise multiple units of opera-
tion designed to sense a specific biological input, process the signal,
and respond with a user-defined biomolecular output (Fig. 1a).
The resulting designer cells can be used for a variety of applications
requiring input-induced programmable responses, including the
production of reporter molecules for diagnostics purposes or the
delivery of therapeutic molecules for feedback-controlled treat-
ment approaches [1, 2]. Current strategies to build cellular sensors
capitalize mainly on recent progress in the field of receptor
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Fig. 1 Design and optimization of sense-and-respond cells with genetic control systems. (a) Schematic
representation of cellular sensors as comprising modules for (1) sensing inputs including molecular signatures
of diseases such as inflammatory or toxic molecules, environmental features such as changes in pH or
oxidative stress, and intracellular cues such as proteotoxic stress; (2) processing inputs through logic
operations for conversion into a programmable output; and (3) regulating user-defined outputs including
gene expression, metabolic functions, and protein localization. (b) Simplified workflow of the computational
approach for the design of genetic control systems including the construction of a model for profiling the
concentration of the circuits’ components, a sensitivity analysis for determining parameters for optimization,
optimization of parameters based on user-defined design goals, and generation of design rules for experi-
mental implementation

engineering, which provides innovative avenues to endow cells with
seemingly endless sensing capabilities [3]. The design of cellular
sensors based on membrane receptors typically provides signal
amplification for enhanced sensitivity and modular components
for interchangeable inputs and output responses [4]. The system’s
dynamic properties, however, are dictated by the signal transduc-
tion mechanism that converts input detection into output control
and may not accurately recapitulate the dynamic behavior of the
input signal. Cellular diagnostics and therapeutics that operate over
physiologically relevant timescales require control systems with an
appropriate dynamic resolution of the biomarker concentration
profile [5].

Gene regulation determines cell functionality during physio-
logical and pathological processes and is dynamically modulated to
respond to external and internal stimuli. Engineering cellular sen-
sors based on the detection of gene activity from the chromosomal
context might thus provide a more efficient strategy to create
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designer cells that respond to desired extracellular cues with supe-
rior dynamic resolutions. In addition, genetic sensors for the detec-
tion of relevant transcriptional signatures will expand the
capabilities of sense-and-respond systems to the detection of extra-
cellular as well as intracellular cues that may not be detected
through ligand-receptor interactions, such as acidic and hypoxic
environments, or proteotoxic stress [5].

Since very early efforts in the design of biological systems with
novel functionalities, predictive modeling has provided a powerful
tool to establish the design rules of synthetic gene networks that
generate desired outputs, such as oscillatory or hysteretic behaviors
[6, 7]. Specifically, modeling synthetic gene networks allows iden-
tifying key parameters that affect the network’s behavior and spe-
cific values that satisty user-defined objectives (See Note 1). In this
chapter, we present a computational modeling approach designed
to support the construction and optimization of genetic control
systems for engineering designer cells (Fig. 1b). This approach will
be generally useful to build synthetic cells that sense and respond to
environmental as well as intracellular stimuli associated with char-
acteristic transcriptional signatures. As such, this strategy will
enable the design of cellular devices for real-time monitoring of
disease biomarkers and therapeutic approaches that translate the
detection of a biomarker into the execution of a therapeutic
program.

2 Computational Modeling Approach for the Design of Genetic Control Systems

We present a series of genetic control systems designed to link the
expression of a target gene from the chromosomal context to a
user-designed output. Specifically, we investigated four circuit
topologies expected to result in the expression of the output gene
with different dynamic behaviors. In all the topologies, the expres-
sion of the target gene is linked to that of a transcription factor
(an activator [A] or a repressor [R]). This transcription factor
functions as a master regulator of the genetic circuit that controls
the output’s expression. Such an approach can be implemented
experimentally by genome editing to insert a cassette encoding an
internal ribosome entry site (IRES) or a 2A self-cleaving peptide
and the gene encoding the master regulator downstream of the
target gene (See Note 2) [8, 9]. This strategy ensures a constant
ratio of expression of the target gene and the master regulator. The
following topologies are presented: (A) a direct amplification loop
in which the target is linked to the output’s activator (Fig. 2a),
(B) an inverter configuration in which the target is linked to the
output’s repressor (Fig. 2b), (C) an amplification loop (as in A)
with negative output’s regulation expected to lower the output’s
basal expression (Fig. 2¢), and (D) an inverter configuration (as in
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Fig. 2 A modeling approach for the design of genetic control systems. (a—d) Circuit topologies explored in this
study to build genetic control systems that link the expression of a chromosomal gene to a user-defined
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B) with output’s self-amplification expected to maximize output
expression (Fig. 2d).

We developed a systematic optimization workflow that employs
mathematical simulations, including sensitivity analysis and param-
eter scans, to identify the parameter values that generate desired
output behaviors. The first step of this workflow consists of build-
ing a deterministic mathematical model that simulates the behavior
of the genetic circuits. The next step involves performing a sensitiv-
ity analysis on all parameters with respect to the output to identify
the parameters for optimization of the circuit design. We illustrate
that user-defined goals, such as minimizing leaky expression or
maximizing output dynamic range, are likely to affect the selection
of relevant parameters for circuit optimization. Following parame-
ter selection, a parameter scan is performed to determine the
parameter values that satisfy the desired performance goals. If
more than three parameters are selected for optimization, addi-
tional iterations of sensitivity analysis and parameter scan are likely
required to facilitate visualization and analysis of the parameter scan
results. Lastly, a simulation is performed using the optimized para-
meters to determine whether the established goals of dynamic
range and basal output expression are satisfied or if further mod-
ifications are needed.

3 Methods

3.1 Predictive The mathematical model describing the four circuit topologies

Mathematical Model (Fig. 2a—d) is built by deriving a set of ODEs to profile the concen-
tration of each circuit’s component. The concentration profiles are
derived under the assumption that transcription is fast compared to
translation and protein dimerization is fast compared to dissocia-
tion and degradation [10, 11]. The states of promoters in which
transcription factors are bound to single operator sequences are
neglected. The degradation of all proteins and the dynamic of
translation are considered linear. The change in concentration of
each protein component depends on the component’s rate of pro-
duction (@), degradation (y), and dilution due to cell growth ()
and can be expressed using the following ditferential equation:

<
Fig. 2 (continued) output. (a) Amplifier linking the target gene to the output’s activator. (b) Genetic inverter
linking the target gene to the output’s repressor. (¢) Amplifier linking the target gene to the output’s activator
that also functions as a repressor of the output’s repressor. (d) Genetic inverter linking the target gene to the
output’s repressor with self-amplification of the output. (e) Workflow of the modeling approach to the design of
genetic control systems including sensitivity analyses (pink), parameter scans (green), and time course
analysis (yellow)
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The rate of production of a circuit component depends on
whether the component’s expression is linked to that of a target
gene or regulated by a transcription factor.

1. For a component linked to the target gene, the rate of produc-
tion depends on the synthesis rate of the target gene at basal
condition (fp) and the fold change of expression of the target
gene upon detection of the input ( f;) and is affected by the
mechanism linking the expression of the target gene to the
circuit component (i.e., IRES or 2A peptide) as accounted by
the phi factor (¢). The rate of production of the master regula-
tor is expressed as:

aX:ﬂ0.¢.f£ (2)

2. The rates of production of all other circuit components depend
on the component’s synthesis rate and are described using Hill
functions and modified to account for basal expression due to
leakage [12-14].

3. The rate of production of a component that is regulated by a
repressor, such as the transcription factor R, in topology B
(Fig. 2b), which is regulated by the transcription factor Ry,
depends on the synthesis rate iz, and the repression factor fgr;.
The unbound state of the operator leads to the basal expression
of R, with synthesis rate fr,. The binding of R, to the operator
leads to the repression of R, synthesis by a factor fi;. The rate
of production of R, is thus:

p [R1]™
ary = | — i || e — (3)
Kpri

where Kppr; is the equilibrium dissociation constant of Ry
binding to the operator, [R;] is the concentration of free Ry,
and ny, is the degree of cooperativity of R; binding to the
operator.

4. The rate of production of a component that is regulated by
both a repressor and an activator is defined by a Hill function
that accounts for activation and repression. For instance, the
rate of production of the output (ao) in topology C (Fig. 2¢)
depends on the relative contribution of the unbound state of
the promoter, the state of the promoter bound only to the
activator Aj, and the state of the promoter bound to the
repressor Ry. The unbound state of the promoter leads to the
basal expression of the output with the synthesis rate fo.
Binding of only transcription factor A; to the operator leads
to the activation of output synthesis by a factor fy;, while
binding of transcription factor R, to the operator, regardless
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of whether A is also bound, leads to repression by a factor fg,.
The rate of production of the output is thus:

ap = [1 A <[R2]nm>fo[1 . CAH”AIH 1+ (fAl)(%)

Kpraz | Kpar | ]
| () 1+ ()]
(4)

where Kpa is the equilibrium dissociation constant of A; binding
to the operator, [A;] is the concentration of free A;, na; is the
degree of cooperativity of A; binding to the operator, Kpg» is the
equilibrium dissociation constant of R, binding to the operator,
[Ry] is the concentration of free Ry, and ng, is the degree of
cooperativity of R, binding to the operator.

The complete set of ODEs (Box 1) was used to profile the concen-
tration of each component in the four topologies (Fig. 2a—d) using
the parameters reported in Table 1. The components’ concentra-
tions were simulated over 500 h in response to a transient stimulus
(from 200 to 400 h) that induces a twofold change in the target
gene expression. The simulations were conducted using MATLAB
(MathWorks) using the built-in function ode45 (Fig. 3).

Box 1. Mathematical Model
Mathematical expressions for each component in topo-
logies A, B, C, and D:

Topology A:
G =an, — (ra, +1) - [AY] W =a0~(ro +4)-[0]
aa, :aT'q)'fc A1]"A1
ao = [Hé}ﬁ '[1 +fAl'IK_D],T]
DAL
Topology B:

d[R d[R.
Al — g, — (rg, +4) - [Ri] Ll — oy, — (v, +4) - [Ra]

& =ao—(ro+#)-[0] o =ar- - fo
A o [
Topology C:l '

Bl —ay, — (g, +4) - [41] B = a0 - (ro + 1) - [0]

el — oy, — (rr, +4) - [R2] an =ar- ¢ f

S Y Jarm
" [l+—[2‘]nAl } [1 T, }

Dy

Kpra Kpal

Tt

Topology D:

) + [0 (83 1+ (55

(continued)
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Box 1 (continued)
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(continued)
Table 1
List of model parameters
Values for
Parameter Description Value [units] Optimized sensitivity analysis Source
fax Activation factor 100 No - [1]
fRx Repression factor 0.1 No - [2]
D Linker factor 1 No 0.3-1(%) [1]
kDx Equilibrium dissociation constant 1 [nM] No - [3]
of transcription factor-DNA
Ny Cooperativity coefficient 2 No - [4]
Y Degradation rate 0.3[h™!] Yes 0.0267-1.347 [1]
" Cell dilution rate 0.023[h!] No = [5]
B Synthesis rate 2[nMh™']  Yes 0.25-10 [2]
Po Synthesis rate of target gene 1[nMh '] Yes 0.25-10 [2]
at basal conditions
fc Fold change of expression 2x No - [1]
of target gene
*This parameter was only analyzed for topology D (0 43)
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Fig. 3 Simulations of the genetic control systems. (a—d) Concentration of output (gray) and transcription
factors (pink, blue, yellow) of topologies A, B, G, and D reported in Fig. 2a—d simulated for 500 h
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A sensitivity analysis is typically conducted to identify parameters
for system optimization. Sensitivity analyses allow evaluating the
output’s response to changes in the system’s parameters and iden-
tifying parameters that have the most dramatic effect on the sys-
tem’s performance. This analysis can be performed using MATLAB
and focuses on parameters that can be altered experimentally, such
as the synthesis rates, which can be modulated through the choice
of appropriate promoters, or the degradation rates, which can be
modulated using degron tags (Se¢ Notes 3-5) [15]. The effect of a
given parameter on the output is evaluated by calculating the para-
meter’s sensitivity coefficient, which is defined as the partial deriva-
tive of the change in output in response to a change in input.
Sensitivity coefficients are typically normalized by multiplying the
sensitivity coefficient by the ratio between the input (x;) and output
obtained from the specific change in input ((«;)), generating scaled
sensitivity coefficients (e, ) that allow comparing the effect of
variations in different parameters. Scaled sensitivity coefficients are
thus calculated as follows:

_ 0y &
- 0x; y(xi)

Ex,

; (5)
where yis the model simulation output (i.e., the output concentra-
tion or the output dynamic range) and x; is the design parameter.
A positive sensitivity coefficient indicates a positive correlation
between the output and parameter perturbation, while a negative
coefficient indicates a negative correlation. The absolute value of
the sensitivity coefficient correlates with the degree of change in
output in response to the parameter perturbation.

1. A five-point stencil approximation is used here to numerically
evaluate the partial derivative of the output with respect to the
input parameter (i.e., the term aa—;t in Eq. 5). A five-point stencil
approximation evaluates the derivative by calculating a
weighted average of outputs calculated from four adjacent
inputs. The derivatives are calculated using the following gen-
eral equation for calculating the derivative of a function ( f(x))
based on the weighted average of the function at multiple input
values separated by a perturbation value /:

Py~ —8f(x+2h) + 8f(x +1142)h— 8f(x—h) + f(x—2h) )

2. A sensitivity analysis is first conducted using values from the
initial simulation. Such an analysis provides a preliminary eval-
uation of the simulated output response to changes in the
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Fig. 4 Sensitivity analysis. (a
expression for topologies A

3.1.3 Sensitivity Analysis
Results

) Sensitivity coefficients of circuit parameters with respect to the output’s basal
D. (b) Sensitivity coefficients of circuit parameters with respect to the output’s
dynamic range for topologies A-D

design parameter around initial values. Since the output’s
response to parameters’ perturbations depends on the initial
value of each parameter, a more extensive sensitivity scan was
performed to examine parameters across a range of biologically
relevant values.

3. As a sensitivity coefficient at a given parameter value
approaches zero, parameter perturbations at that value are
deemed not to affect the output.

The sensitivity analysis revealed that the sensitivity coefficients of
most of the parameters analyzed depend on the circuit topology.
For instance, the sensitivity analysis conducted to evaluate the
sensitivity of the output’s basal expression to parameters’ perturba-
tion revealed all of the design parameters of topology B are highly
relevant (i.e., high absolute values of the sensitivity coefficients),
while the design parameters of topology A have a more diverse
range of effects, with the synthesis and degradation rates of the
transcriptional factor A; having a minimal effect (Fig. 4).
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Comparing the results obtained from the sensitivity analyses
conducted to evaluate the effect of the design parameters on the
two main design criteria, namely, the output basal expression and
the dynamic range, revealed that output synthesis and degradation
rate have opposite effects (Figs. 5 and 6). Building genetic control
systems based on high output synthesis rates and low output deg-
radation rates results in large output dynamic ranges but also a high
basal expression of the output in the absence of the input. Thus,
maximizing the output’s dynamic range and minimizing the out-
put’s basal expression are to be considered mutually exclusive goals
that cannot be achieved with the same design parameters. Our
analyses support the use of an optimization workflow based on
specific design goals that prioritize either maximizing the output’s
dynamic range or minimizing the output’s basal expression, as such
design goals are likely to determine subsequent parameter optimi-
zation steps.

3.1.4  Parameter Scan The design parameters identified from the sensitivity analysis are
optimized through a parameter scan. Parameter scans are con-
ducted to evaluate the output in response to different combinations
of parameter values and identify ranges of parameters that satisfy
the design goals.

1. For each topology, sets of two or three parameters were opti-
mized simultaneously and visualized using two-dimensional or
three-dimensional plots built using pcolor3 (Figs. 7 and
8) [16].

2. If the sensitivity analysis supports the optimization of more
than three parameters, parameter scans based on sets of three
parameters were conducted, followed by sensitivity analyses to
evaluate the effect of the remaining parameters after the first
round of optimization.

3.1.5 Parameter Scan The parameter optimization reported here was conducted with the
Results design goal to maximize the outputs’ dynamic range. Topologies A
and B are used as examples to illustrate the parameter optimization
process using biologically relevant parameter values that can be
implemented experimentally (Table 1). The sensitivity analysis of
topology A revealed that the output’s dynamic range is highly
sensitive to transcription factor A; synthesis and degradation
rates. The parameter scan indicated that maximal output’s dynamic

A
Y

Fig. 5 (continued) coefficients as a function of circuit parameter values with respect to the output’s dynamic
range for topology A. (c) Sensitivity coefficients as a function of circuit parameter values with respect to the
output’s basal expression for topology B. (d) Sensitivity coefficients as a function of circuit parameter values
with respect to the output’s dynamic range for topology B. (€) Sensitivity coefficients as a function of circuit
parameter values with respect to the output’s basal expression for topology C. (f) Sensitivity coefficients as a
function of circuit parameter values with respect to the output’s dynamic range for topology C
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range is achieved using biological parts that result in low synthesis
and high degradation rates of the transcription factor A; (Fig. 7a).
Combinations of parameters that can be implemented experimen-
tally can be selected within the range of values of synthesis and
degradation rates that lead to maximal output’s dynamic range.
The sensitivity analysis of topology B revealed that the output’s
dynamic range depends on the synthesis and degradation rates of
the transcription factors R; and R;. A scan of the values of Ry
synthesis rate, R, synthesis rate, and R; degradation rate revealed
that maximal output’s dynamic range is achieved using low Ry
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and R, synthesis rates regardless of R; degradation rate (Fig. 7b).
Constraining the model with optimal values for the three para-
meters scanned (i.e., R; synthesis rate, R, synthesis rate, and Ry
degradation rate) results in maximal output’s dynamic range that is
no longer affected by the remaining design parameter (i.e., R,
degradation rate) as can be observed from additional sensitivity
analyses. The parameter scan analysis of topologies C and D
(Fig. 8) generated similar results and conclusions for parameter
optimization.

The final step in the optimization workflow consists in repeat-
ing the model simulations using the parameter values selected from
the parameter scan to verify whether the design goals are satisfied
(See Notes 6-9). Further optimization of the genetic control sys-
tems is otherwise achieved by redefining the design goals. For
instance, increasing the threshold for acceptable output’s basal
expression (in an optimization process aimed at maximizing the
output’s dynamic range and minimizing the output’s basal expres-
sion) by increasing the output’s synthesis rates and decreasing the
output’s degradation rate would shift the range of parameters that
optimize the system. Such parameters are compatible with
increased levels of basal expression but also larger dynamic ranges.
It is important to note that the range of parameters that can be
translated experimentally is limited by the availability of biological
parts. For instance, the synthesis rate depends on the promoter
sequence, which restricts the selection of parameters to a discrete,
limited number of values. If design goals cannot be achieved with
parameters’ values corresponding to available biological parts, the
user may need to select an alternative circuit topology to satisty the
design goals.

4 Notes

1. The mammalian synthetic biology toolbox offers a diverse but
limited set of standard biological parts for building genetic
networks. Such parts can be used to recapitulate the design
rules obtained from predictive modeling analyses and generate
cell sensors with optimized behaviors (Fig. 9).

2. The first requirement for building cells that sense and respond
to the activity of specific genes is to link the expression of a
master regulator of the genetic control system to that of the
target gene such that the master regulator’s expression reflects
that of the target gene from the chromosomal context. This
feature can be achieved experimentally by genome editing to
insert a cassette for the expression of the master regulator
linked to that of the target gene through a 2A peptide sequence
or an IRES. The use of 2A peptides results in monocistronic
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Expression linkers:
- IRES
- 2A peptide

m - PiggyBac systems 5-? ]

Random integration tools:
- Lentiviral systems

? 7

Targeted integration tools:

- CRISPR/CAS9
- ZNFs

Tuning degradation rate:
- Degron tags ~
- NanoDeg platform fot L.'_J'C

Tuning synthesis rate:
- CMV promoter

- PGK promoter |

Fig. 9 The synthetic biology toolbox for the construction of genetic control systems. (1) Tools for the
integration of exogenous cassettes and specific chromosomal loci; (2) tools for random integration of
exogenous cassettes; (3) sequences linking the transcription or translation of multiple genes to maintain
constant ratios of protein expression; (4) tuning tools for modulating protein degradation rates; and (5) tools for
modulating the gene synthesis rates. LTR long terminal repeat, A activator, R repressor, 0 output

transcription units and posttranslational processing of the
fusion protein, which leads to the same expression level of the
two proteins [9]. The use of IRES results in the expression of a
bicistronic transcription unit, which leads to a constant ratio of
expression of the two genes [8]. The ratio of expression levels
of the master regulator relative to the target gene depends on
the specific IRES sequence and is accounted for by the phi
factor (¢) in the mathematical model [17]. As a low expression
level of the master regulator leads to high output’s dynamic
range, IRES sequences resulting in low ratios of expression are
recommended for maximizing the output’s dynamic range.
The integration of the master regulator requires site-directed
insertion integration methods and can be achieved using pro-
grammable nucleases (e.g., ZNFs and CRISPR-CAS9) [18].

. Other components of the genetic control systems can be

expressed independently under the control of user-defined
regulatory sequences, enabling control of the synthesis rates.
Specifically, the desired synthesis rates can be achieved using
promoters resulting in different degrees of expression, such as
the UBC, SV40, and CMV promoters, which are associated
with minimal, medium, and high expression, respectively, in
HEK293T cells [19]. Furthermore, as these components
do not require insertion at specific chromosomal loci, stable
cell lines can be generated using random integration methods
such as virus-based integration systems (i.e., lentiviral vectors)
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or transposon-based integration systems (i.e., PiggyBac
system) [20].

. The degradation rate of the circuit components is another
important parameter for the optimization of the cellular sen-
sors and can be modulated through different protein engineer-
ing approaches. Degron tags are peptide sequences that confer
susceptibility to proteasomal degradation to the fusion protein
with rates that depend specifically on the nature of the tag’s
amino acid sequence [21, 22]. Appropriate design of the
degron tag thus allows modulating the degradation rate of
the circuit’s component to achieve the design goals. The Nano-
Deg is a modular system that consists of a nanobody for target
recognition and a degron tag for degradation of the nanobody—
target complex. Such an approach allows controlling a target’s
degradation rate without the need to genetically engineer the
target [15, 23]. Incorporating the NanoDeg in the genetic
circuits analyzed here would allow tuning the degradation
rate of various circuit components such as the transcription
factors or the output to achieve user-defined design goals.

. Similar to the transcription factors controlling intermediate
nodes, the output can be expressed independently under the
control of user-defined regulatory sequences, enabling control
of the synthesis rates. The main output parameters affecting the
genetic control system’s behavior are the synthesis and degra-
dation rates.

. Selecting design goals and appropriate biological parts depends
on the application of the cellular sense-and-respond system.
Cell therapies for the delivery of proteins with narrow thera-
peutic windows are likely to benefit from a circuit designed to
minimize the output’s basal expression using biological parts
mediating low output synthesis rate and high degradation
rates. The design of diagnostics, on the other hand, depends
on the detection limit and sensitivity of the instrument, which
provide constraints for selecting acceptable output’s basal
expression and dynamic range, respectively.

. While the effect of each parameter varies depending on the
circuit topology, some parameters are generally associated
with large sensitivity coefficients and should be prioritized
regardless of the design goal. For instance, all four topologies
analyzed depend on the output’s synthesis and degradation
rates. The parameter scan revealed that designing cellular sen-
sors with high output dynamic range, which is a desirable
feature of diagnostics requiring signal amplification, requires
master regulators with low synthesis rates and high degradation
rates. While the degradation rate of the master regulator can be
modulated through protein engineering approaches, the
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synthesis rate depends strictly on the target gene. Such optimi-
zation criteria can thus be achieved by selecting the appropriate
target genes if possible. Alternatively, the use of linkers that
lower the ratio of expression between the target gene and the
master regulator can also allow maximizing the output signal
amplification.

. The design of cellular sensors with minimal basal output signal,

which is often a desirable feature of cellular therapies for drug
delivery only in response to the detection of disease biomar-
kers, is optimally achieved using topology B. In such circuit
topology, the output is directly regulated by a transcriptional
repressor, allowing precise control of the output basal
expression.

. The design of cellular sensors with maximal output dynamic

range, which is often a desirable feature of diagnostics, is opti-
mally achieved using topologies C and D. Both topologies are
based on a hybrid promoter that responds to both a repressor
and an activator to control the output production, which
results in amplification of the output signal upon detection of
the input. Topology D provides a more versatile approach for
maximizing the output signal amplification as it relies on a
positive feedback loop for self-activation of the output, which
could be tuned by selecting a transcriptional activator with the
appropriate features.
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Flux Balance Analysis of Mammalian Cell Systems

James Morrissey, Benjamin Strain, and Cleo Kontoravdi

Abstract

Flux balance analysis (FBA) is a computational methodology to model and analyze the metabolic behavior
of cells. In this chapter, we break down the key steps for formulating an FBA model and other FBA-derived
methodologies in the context of mammalian cell biology, including strain design, developing cell line-
specific models, and conducting flux sampling. We provide annotated COBRApy code for each step to show
how it would work in practice.

Key words Flux balance analysis, Genome-scale modeling, Stoichiometric modeling, Metabolism,
Cell culture

1 Introduction

Flux balance analysis (FBA) is a solution methodology for meta-
bolic models. Its simplicity to implement, fast computational time,
and the lack of parameterization have led FBA to become one of the
most popular tools in a systems biologist’s arsenal. FBA aims to
solve for unknown reaction rates, also known as fluxes, using a
constrained optimization problem.

FBA has been widely applied in microbial systems, but its
applications to mammalian cell systems are still relatively new.
With the emergence of genome-scale models (GEMs) for mamma-
lian systems [1-3], FBA is increasing in importance as a method to
analyze mammalian cell metabolism. FBA can solve large models,
quickly, with little experimental data.

These mammalian GEMs have allowed for the application of
FBA in areas such as biopharmaceutical production and human
health. FBA can be used to model biopharmaceutical-producing
cells, such as Chinese hamster ovary (CHO) or human embryonic
kidney (HEK) cells. FBA has been used in the biopharmaceutical
industry for media design [4], process control [5], and genetic
engineering targeting [6]. In human health, FBA has been used
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to understand metabolic changes that occur in diseased cells. This
information help identify potential therapeutic targets and develop
new treatments [7, 8]. Here, we provide a step-by-step guide to
formulating an FBA problem, as well as a selection of other
FBA-derived methodologies in the context of mammalian synthetic
biology. We provide annotated code in a popular FBA software,
COBRApy [9].

2 Materials

2.1 Stoichiometric
Network Model

2.2 Input Constraints

2.3 Software
Implementation

The first requirement for running an FBA model is a stoichiometric
network that describes the metabolic reactions of the biological
system to be modelled. A stoichiometric network is a mathematical
representation of the reactions in the system, which can be repre-
sented as a set of linear equations that describe the flow of meta-
bolites through the network.

Stoichiometric models can vary from small-scale models, either
simplified or focusing on a particular area of metabolism, to
genome-scale model (GEM) reconstructions, which aim to encom-
pass all areas of metabolism. Stoichiometric models can be down-
loaded from several online databases, including:

1. BiGG Models (http: //bigg.ucsd.edu/) [10]

2. ModelSEED (https://modelseed.org/) [11]

3. MetaNetX (https: //www.metanetx.org/) [12]

4. BioModels (https: //www.ebi.ac.uk /biomodels/) [13]

FBA, as a constraint-based methodology, relies on system knowl-
edge or experimental data to constrain the reaction fluxes in the
model. Constraints guide reaction fluxes toward a more accurate
representation of cell metabolism. The types of data that can be
applied to FBA models are shown in Table 1.

As FBA is a predictive methodology, constraints do not neces-
sarily need to be derived from measured data, but instead can be
simulated to assess cell behavior in a theoretical situation. For
example, the impact of media design on cell growth and productiv-
ity can be modeled by changing the constraints to represent the
new media design.

FBA can also be implemented in any software capable of optimiza-
tion. There are also several specialized tools for implementing FBA
either as a standalone software or a package within a major pro-
gramming language. Table 2 shows some popular software capable
of FBA in mammalian cell systems.
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Table 1

Flux Balance Analysis of Mammalian Cell Systems 121

Data types and utilization in FBA models

Data type

How can it be used in FBA?

Time course viable cell
density

Metabolomic data

Transcriptomic/
proteomic data

Thermodynamic

Fluxomic data

Kinetic data

Growth rate of FBA model can be constrained

Concentration change of metabolites, intra- /extracellularly can be constrained

Expression of genes and proteins informs the model of which reactions are
(in)active at a given time point

Directionality of reactions constrained to prevent thermodynamically infeasible
solutions

Radioactively labeled metabolites can be used to estimate reaction rates

Mechanistic reaction kinetics can estimate and constrain fluxes, e.g., Michaelis—
Menten kinetics

Table 2

Popular FBA software packages

Name Platform Link References

COBRA MATLAB https: //opencobra.github.io /cobratoolbox/ [14]

COBRApy Python https: //opencobra.github.io/cobrapy/ [9]

OptFlux Standalone http: //www.optflux.org/ [15]
software

Escher-FBA Web-based https: //sbrg.github.io /escher-fba [16]

CellNetAnalyzer MATLAB http: //www2.mpi-magdeburg.mpg.de /projects/ [17]

cna/cna.html

PSAMM Python https://zhanglab.github.io/psamm/ [18]

CNApy Python with https: //github.com/cnapy-org [19]
GUI

3 Methodology

3.1 Flux Balance
Analysis

FBA is a computational methodology to solve stoichiometric met-
abolic models. Its primary objective is to determine the unknown
reaction fluxes (reaction rates) in a metabolic network by optimiz-
ing for an assumed metabolic objective. To accomplish this, FBA
involves a series of six key steps that are illustrated in Fig. 1. By
following these steps, an FBA optimization problem can be formu-
lated, enabling the determination of the reaction fluxes.


https://opencobra.github.io/cobratoolbox/%0d
https://opencobra.github.io/cobrapy/%0d
http://www.optflux.org/%0d
https://sbrg.github.io/escher-fba%0d
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https://zhanglab.github.io/psamm/%0d
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Step 6: Formulate FBA optimisation problem Step 5: Choose metabolic objective Step 4: Apply additional constraints

Fig. 1 Overview of the key stages involved in formulating an FBA problem, utilizing a “toy model” as an
example. In the first step (a), it is necessary to define the area of metabolism to be modeled, which involves
identifying a set of metabolites and the reactions that connect them. In this example, there are three
enzymatically catalyzed internal reactions (v, v3, 7), two exchange reactions (v4, V), one transport reaction
(v4), and two demand/sink reactions (v, vg). The second step (b) requires writing a mass balance on each
metabolite, resulting in a system of linear equations by applying the steady-state assumption. The third step
(c) involves storing the metabolic network’s stoichiometric information in a matrix, S. In the fourth step (d), the
known reaction fluxes, obtained from experimental data, are constrained within measured bounds. For
instance, in this example, we have information on the exchange of metabolite A between the cell and the
extracellular media. In the fifth step (e), a metabolic objective is selected to be maximized (or minimized). In
this example, the demand flux of metabolite E (vg) is the objective. Finally, in the sixth step (f), the FBA
optimization problem is formulated, using the objective function and constrained by the steady-state mass
balance and the bounds on the measured fluxes. The solution to this problem provides estimates for the
unknown metabolic fluxes

Step One: Reaction Network The initial step in FBA involves
describing the metabolic network. This can be achieved by utilizing
a genome-scale metabolic reconstruction or a smaller-scale meta-
bolic models that depict either a subsystem or a simplified version of
metabolism. The metabolic network should consist of nodes, which
represent metabolites, and edges, which represent reactions con-
necting the metabolites.

A typical cell metabolism network consists of various types of
reactions such as enzymatically catalyzed metabolic reactions,
exchange reactions representing the uptake and secretion of meta-
bolites by the cell, transport reactions transferring metabolites
between intracellular compartments, and demand/sink reactions
for metabolic products that accumulate inside the cell without
secretion. Additionally, the pseudo-biomass reaction, which
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involves the metabolites necessary for the cell to grow, is another
critical reaction in the network. In Fig. 1a, a toy model is described
to provide an example of a metabolic network.

Step Two: Mass Balance Formulation The second step in FBA
involves transforming the given reaction network into a series of
metabolite mass balances. For each metabolite in the network, a
mass balance equation is written, which represents the change in its
intracellular concentration over time. This change in concentration
is equal to the sum of all reaction fluxes producing the metabolite,
minus the sum of all reaction fluxes consuming the metabolite,
including exchange reactions that transport the metabolite inside
and outside the cell.

The aim of FBA is to solve this system of mass balances for the
reaction fluxes (v;). The first key assumption made in FBA is the
pseudo-steady-state assumption, also known as the balanced
growth condition. This assumption implies that the intracellular
accumulation of metabolites is negligibly small compared to the
reaction fluxes, within the time frame considered by FBA. As a
result, the system of mass balances becomes a system of linear
equations, which can be solved for the reaction fluxes.

Step Three: Stoichiometric Matrix The stoichiometric coeffi-
cient of each metabolite in every reaction from system of mass
balances is stored in the stoichiometric matrix, S. Each row repre-
sents a unique metabolite, and each column represents a reaction.
The S matrix is used to impose the mass balance constraint during
FBA, ensuring that the total amount of any metabolite being
produced is equal to the total amount being consumed at steady
state. This is given by the following equation, where §;; is the
stoichiometric coefficient of metabolite 7 in reaction j, and »; are
the unknown fluxes.

J

> Syvj=0for i€l

J=0
Step Four: Additional Constraints In Step Four of the FBA
process, additional constraints are added to the metabolic network
to bound reaction fluxes. These constraints are derived from
biological knowledge of the cell system and measured data, and
they are crucial for generating accurate FBA predictions. A com-
mon example of such constraints is the exchange fluxes of metabo-
lites between the media and the cell, which can be inferred from
concentration changes of metabolites in the media. For instance, in
the toy example (Fig. 1d), it is assumed that measured data is
available for the exchange of metabolite A with the media.
Table 3 provides a non-exhaustive list of constraints that can be
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Table 3

Examples of additional constraints that can be imposed on FBA models

General mathematical formulation

Constraint example References
Steady-state stoichiometric mass J [20]
balance 2. ;=0
j=0
Thermodynamic feasibility 7;>0 [21-26]
Measured fluxes V]’%LB <v< VJ{M,UB _
Enzyme capaci J ) 27-29
Y. pacity 3 MZC\;V] <C [ ]
=l
Gene/protein expression —¢;<vj< ¢ [30-33]
Regulatory constraints 7 =0if (v, #0) [34-36]

applied to mammalian cell metabolic models. By incorporating
these additional constraints, the feasible solution space is restricted,
leading to more accurate and biologically relevant FBA predictions.

Step Five: Metabolic Objective The system of mass balances
contains I linear equations, where [is the total number of metabo-
lites, and ] variables, where Jis the total number of reactions. Since
metabolites are involved in multiple reactions, J > I, so we have
more unknown variables than equations. The system is therefore
underdetermined, meaning there is not a unique solution. FBA is
used to overcome this by optimizing for a metabolic objective. The
distribution of fluxes that maximizes (or minimizes) this objective
function is the solution to FBA.

The choice of objective function is key. The objective is typically
something that represents assumed cell behavior, for example, in
early exponential phase of cell culture, biomass maximization is a
popular objective function. The theory behind this is that the cell is
allocating its flux toward a high growth rate phenotype. Other
objectives include maximizing energy production [37], minimizing
uptake of nutrients [38], minimizing total sum of flux [39], and
minimizing redox potential [40]. In the toy model, we have chosen
the demand flux of metabolite E, g, as the objective. Metabolite E
could represent an essential component for cell growth or a desired
product.

Step Six: Optimization Problem Formulation The metabolic
objective, steady-state mass balance, and additional constraints are
packaged together into an optimization formulation.
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= cobra.io.load model (

8 reaction =

) .bounds = (1.8

).bounds = (@8.3,8.5)

model.reactions

model.objective = v8

.optimize(

Fig. 2 Python code demonstrating how to run the optimization of a toy metabolic model using exchange
reaction constraints and objective function. The exchange reaction bounds for v1 and v6 are set to a range of
1.0-1.2 mmol gDCW~" h~" and 0.3-0.5 mmol gDCW " hr~", respectively. The reaction object for v8 is
obtained and set as the objective function with a coefficient of 1. The optimization solver is set to maximize the
objective function. The optimal flux through v8 is found to be 1.7 mmol gDCW " hr~'. These results
demonstrate the successful optimization of the metabolic model using exchange reaction constraints and

objective function

3.2 FBA-Based
Methodologies in
Mammalian Synthetic
Biology

3.2.1 Strain Design

The FBA formulation in Fig. 1 is written in COBRApy [9] as
shown in Fig. 2. In COBRApy, the steady-state mass balances are
embedded within the “model” class, just the constraints and objec-
tive function must be defined. The output of this code is displayed
below, with the optimum flux through the objective, vg, being
1.7 mmol per gram dry cell weight per hour (mmol gDCW ' h™1).

Strain design algorithms, such as those summarized in Table 4, are
powerful tools for designing optimal genetic engineering targets in
biological organisms using genome-scale models. These algorithms
work by identifying the key metabolic pathways in the model that
can be manipulated to enhance the production of desired com-
pounds or to optimize growth rates in specific environments.

The OptKnock algorithm was one of the first published strain
design approaches and is based on a bi-level optimization problem
whereby the upper-level problem is the maximization of the pro-
duction of a specific metabolite, while the lower-level problem is
the maximization of the growth rate. The algorithm identifies the
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Table 4

Summary of key algorithms for optimization-led strain design

Algorithm  Description References

OptKnock  Suggests gene knockouts based on a bi-level optimization Burgard et al. [41]
framework that couples the desired overproduction target
(i.e., the biopharmaceutical) to growth

OptReg Extension of OptKnock that suggests reactions for regulation Pharkya et al. [42]
(up, down, etc.) based on a bi-level optimization framework
that couples the fluxes of two different reactions

OptForce  Extension of OptReg that contrasts the metabolic flux patterns  Ranganathan et al. [43]
observed in an initial strain and a strain overproducing the
chemical at the target yield

GDLS Uses logical search to look for multiple paths to improve the Lun et al. [44]
production of metabolites

OptORF  Identifies optimal number of metabolic and regulatory gene Kim et al. [45]
knockouts/overexpressions to couple production with growth

k-OptForce Identifies regulators in transcription factors and metabolic genes Chowdhury et al. [46]
by accounting for gene expression in its objective function

OptRam Extension of OptForce that uses kinetic equations to better Shen et al. [47]
calculate steady-state fluxes of metabolic network

gsOpt Predicts coupling strength of two metabolic reactions Alter and Ebert [48]

OptCouple Analyzes both genetic engineering strategies with process Jensen et al. [49]
engineering solutions for the overproduction of a metabolite

OptStrain ~ Assesses knock-ins of non-native functionalities from a Pharkya et al. [50]

comprehensive database of reactions

optimal set of gene knockouts that can enhance the production of
the target metabolite while maintaining a high growth rate of the
organism. The rationale behind this approach is that the optimal set
of gene knockouts should not compromise the growth rate of the
organism, which is essential for its survival and function. The
knockouts should also be designed to enhance the production of
the target metabolite by removing the competing pathways and
reducing the waste of resources.

Many of these algorithms, including OptKnock, can be simply
implemented using the StrainDesign package in Python by execut-
ing the code shown in Fig. 3.

It is important to note that for larger models containing several
thousand reactions, such as those common with mammalian cell
systems, these strain design algorithms can be incredibly computa-
tionally intensive. As such, if attempting to use these approaches on
larger models, using advanced solvers such as Gurobi [51] is
advised. Increasing the number of allowed solutions and altering
the solution approach to “any” can also speed up computation
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Fig. 3 Python code demonstrates the use of the StrainDesign and COBRApy packages to perform strain design
analysis in a metabolic model. First, the model of interest is loaded using the cobra.io.load_json_model
function. Experimental uptake constraints can be applied if desired, and the production reaction of interest is
unconstrained. Next, a strain design module is set up to compute the OptKnock algorithm. The module
consists of an outer and inner objective, and additional constraints are used to enforce a minimal desired
growth rate. The inner objective is set as the biomass reaction, and the outer objective is set as the product of
interest reaction. The minimal desired growth rate constraint is set at 0.05. Strain designs are computed using
the OptKnock algorithm with arbitrary parameters for maximum solutions, maximum strategies, and a time
limit of 6000 s. A maximum of 100 solutions are considered, and the cost limit is set at 150. The “BEST”
solution approach is used. The number of solutions and reaction strain design is printed and saved. The results
are saved in a file named “STRAIN_DESIGN_RESULTS”

time. Moreover, reducing the number of reactions in a model by
generating cell line-specific model can help reduce computational
burden. Methods to achieve this are discussed below.

322 Cell Line-Specific Mammalian cell genome-scale models are often generic representa-
Models tions of all of metabolism for a given species. For instance, the
human genome-scale model Recon3D contains all known reactions
in human cells but is not specific to any individual cell type. To take
into account the differences that exist between different cell lines
within the same organism, generic models may be pruned to
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3.3 Flux Sampling

remove any non-present reactions. This can be achieved using
“omics” data, the GPR (gene—protein—reaction) associations that
exist within a model, and model extraction algorithms.

A GPR association is a Boolean expression that links a set of
genes and proteins to a reaction in the model. The expression is
typically represented as follows:

Rxnl = (GeneA AND GeneB) OR (GeneC AND GeneD)

This expression indicates that reaction 1 requires either GeneA
AND GeneB OR GeneC AND GeneD for its function. Each gene
in the expression is associated with a protein, and the proteins work
together to catalyze the reaction. This Boolean association allows
“omics” data to be mapped to the reactions in the model, which can
then be used to decide if the reaction could be catalyzed or not. In
this case, if using transcriptomics, reaction 1 would require expres-
sion of mRNA above a certain threshold either GeneA AND GeneB
OR GeneC AND GeneD. To map a single gene value to each
reaction, the minimum expression value of any OR association
and the maximum of any AND association is taken forward and
mapped to the reaction.

Once expression values are mapped to each reaction, it
becomes possible to use model extraction algorithms, such as
those summarized in Table 5, to prune reactions associated with
low expression that are likely non-present in the cell line of interest.

For example, the Cost Optimization Reaction Dependency
Assessment (CORDA) algorithm [[54] takes user-defined high,
medium, and negative confidence reactions, which are defined
using the mapped transcriptomics data, to produce a viable while
maximizing high and medium confidence reactions and minimizing
the number of low and negative confidence reactions. This is
achieved using a dependency assessment, where negative confi-
dence reactions are assigned an arbitrarily high cost. This cost is
then minimized while enforcing a small flux through medium or
high confidence reactions to distinguish which negative confidence
reactions are beneficial for high confidence reactions to carry flux
that should be included in the final reconstruction. This can be
simply implemented using the code in Fig. 4.

Flux sampling is another solution methodology for stoichiometric
models. Flux sampling uses the same formulation as FBA (see
Fig. 1a—d); however, it does not require the assumption of a meta-
bolic objective. Instead, flux sampling generates a large number of
flux distributions that satisty the model constraints. Flux sampling
can provide valuable insights into the variability of the model pre-
dictions and can help identify alternative solutions that are not
apparent from the optimal solution alone. Figure 5 shows how
flux sampling methodology differs from FBA.
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Summary of cell line-specific generation methods

Method

Description

Adaptation of Metabolism (AdaM) [52]

Akesson-04 [53]

Cost Optimization Reaction Dependency
Assessment (CORDA) [54]

Gene Inactivity Moderated by Metabolism and
Expression (GIMME) [33]

Integrative Metabolic Analysis Tool (iMAT) [31]

Integrative Network Inference for Tissues
(INIT) [55]

Metabolic Context-specificity Assessed by
Deterministic Reaction Evaluation
(mCADRE) [56]

Method for integration of temporal gene expression
data. For each time point, it finds a minimal
functional network consistent with the differential
expression pattern

Constrains reaction fluxes to zero if their associated
enzyme genes are expressed at low levels

Takes user-defined high, medium, and negative
confidence reactions to produce a model that is
consistent (i.e., all reactions can carry flux) while
maximizing high and medium confidence reactions
and minimizing the number of negative confidence
reactions

Takes “omics” expression inputs mapped to reactions,
a metabolic reconstruction, and required metabolic
functionalities. A reconstruction is mapped
through an omics dataset, removing reactions that
are below a specified threshold, creating a reduced
model

Gene expression is used to divide reactions into two
groups: highly and lowly expressed, finding a flux
distribution that maximizes the consistency with
this classification

Maximizes the activation of selected reactions based
on a qualitative confidence score while minimizing
the utilization of reactions associated with absent
proteins/transcripts

Utilizes network topology data combined with gene
expression levels to calculate connectivity-based
evidence scores for all reactions within a model.
These scores are used to determine which reactions
should be removed from the generic model to
create a specific model context/cell line-specific
model

Flux sampling is valuable for the analysis of mammalian cell
GEMs for two key reasons. Firstly, mammalian cell models are
much larger than their prokaryotic counterparts. For example, a
popular E. coli GEM contains 2583 reactions [57], while a recent
human GEM contains over 10,000 [3]. This discrepancy means
mammalian models have many more degrees of freedom, and so
there are a large combination of feasible fluxes that can satisty a
given metabolic objective. Flux sampling is a good method to
analyze model outputs with this uncertainty. By generating many
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Fig. 4 Python workflow for creating a cell line-specific metabolic model using gene expression data. A GEM is
loaded, and gene expression data is obtained for the cell line of interest. The expression data is mapped onto
the GEM and confidence scores are assigned to each reaction based on expression levels. Using the CORDA
package, a reduced model is generated from the GEM and the confidence scores. The resulting cell line-
specific model helps captures the unique metabolic behavior of the cell line

possible flux distributions, it can provide a more realistic and com-
prehensive understanding of the behavior of the biological system.

Secondly, it is difficult to define a meaningful objective function
for mammalian systems. Unlike prokaryotes, mammalian cells do
not try to maximize a single metabolic objective. Instead, they have
multiple conflicting and context-specific objectives, such as growth,
energy production, maintenance, and efficient allocation of cellular
resources [58]. It can be difficult to balance these competing
objectives and select an objective function that accurately repre-
sents cellular physiology. By assuming optimality toward a particu-
lar objective, mammalian cell models may find unrealistic flux
distributions. Flux sampling, on the other hand, does not require
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Fig. 5 lllustration of flux sampling and FBA approaches to modeling the solution
space. Both methods start with the same set of constraints. FBA then finds the
flux distribution that maximizes for a metabolic objective. Flux sampling, on the
other hand, creates many flux distributions within the feasible solution space

Fig. 6 Python code demonstrating how to perform flux sampling on a toy metabolic model. Using the COBRApy
package, the metabolic model is loaded from a JSON file, and the exchange reaction bounds for v1 and v6 are
set to explore the solution space. Flux sampling is used to obtain solutions, and the average flux through v8 in
the sampled solutions is calculated and displayed. The average flux through v8 is 0.9436 mmol gDCW ' h™"

the assumption of a metabolic objective; instead, all flux distribu-
tions are assessed, subject to the model constraints.

Flux sampling can be implemented in the COBRApy package.
The code in Fig. 6 shows how it can be implemented for the toy
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model. We use the same constraints on »; and vg; however, instead
of maximizing for rg, we sample the solution space 1000 times to
find the average flux through »g. The output of this code is given
below. Note how the average flux through »g is 0.9436 mmol
gDCW ! h™!, which is less than the optimum flux of 1.7 mmol
gDCW™! hr'predicted in FBA. This is because the model will
allocate flux toward all feasible distributions, for example, reaction
s will have zero flux in FBA but carries flux in sampling.
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Multiplex Functional Characterization of Protein Variant
Libraries in Mammalian Cells with Single-Copy Genomic
Integration and High-Throughput DNA Sequencing

Nisha D. Kamath and Kenneth A. Matreyek

Abstract

Sequencing-based, massively parallel genetic assays have enabled simultaneous characterization of the
genotype—phenotype relationships for libraries encoding thousands of unique protein variants. Since
plasmid transfection and lentiviral transduction have characteristics that limit multiplexing with pooled
libraries, we developed a mammalian synthetic biology platform that harnesses the Bxbl bacteriophage
DNA recombinase to insert single promoterless plasmids encoding a transgene of interest into a
pre-engineered “landing pad” site within the cell genome. The transgene is expressed behind a genomically
integrated promoter, ensuring only one transgene is expressed per cell, preserving a strict genotype—
phenotype link. Upon selecting cells based on a desired phenotype, the transgene can be sequenced to
ascribe each variant a phenotypic score. We describe how to create and utilize landing pad cells for large-
scale, library-based genetic experiments. Using the provided examples, the experimental template can be
adapted to explore protein variants in diverse biological problems within mammalian cells.

Key words DNA recombinase, Bxb1 integrase, Landing pad, Functional genetic experiments, Deep
mutational scanning, Multiplex assays of variant effect, High-throughput DNA sequencing

1 Introduction

Genomic tools like genome-wide siRNA or lentiCRISPR libraries
enable the phenotypic characterization of the impacts of down-
regulation, and in some cases upregulation, of proteins encoded
by the cell genome. In contrast, similar high-throughput techni-
ques do not exist for studying libraries of transgenic sequences not
already encoded by the cell, such as large cDNA libraries encoding
missense variants of a particular protein of interest. Traditional
experimental formats for studying protein variants are low through-
put, with each sample separated into its own tube or well. The
characterization of'a large number of protein variants through these
methods is prohibitively laborious. To overcome this, we have
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developed a cell engineering platform called “the landing pad”
platform, allowing for the stable expression of a large library of up
to hundreds of thousands of protein variants with site-specific
integration [1, 2].

The key component to the landing pad platform is a genomi-
cally integrated Bxbl attP recombinase site. This attP site is bound
by a dimer of the Bxb1 recombinase enzyme, a serine DNA recom-
binase that is more efficient than the traditionally used Cre, Flp, and
PhiC31 recombinases [3], while having no known off-target sites
already present in the human genome [4]. Transfection with plas-
mids encoding the complementary attB recombinase site also
becomes bound by a dimer of Bxbl recombinase enzymes. Once
the attP- and attB-bound Bxbl recombinase dimers come into
contact, the recombinase tetramer enacts a DNA cleavage, rotation,
and ligation reaction [ 5], integrating the plasmid molecule into the
pre-engineered genomic site.

This approach can be used to stably express circuits of trans-
genic products [6], but there are additional design requirements to
express a single transgenic protein variant per cell (Fig. 1). First,
there must only be one genomically integrated attP site. While we
initially achieved this through careful screening of cells modified
through CRISPR-mediated homology-directed repair [ 1], we have
since adopted low multiplicity of infection DNA transduction with
lenti-landing pad lentiviral vectors to more efficiently generate
these modified cells [2, 7]. Second, expression of the transgenes
must only occur upon recombination since thousands of plasmid
molecules are typically transfected into each cell and are only slowly
degraded or diluted through cell division [8]. To avoid a compli-
cated mixture of transgenic variants expressed from these plasmids,
we generate promoterless attB plasmids encoding our transgenic
library. Within the landing pad, we preceded the genomic attP
recombination site with a Tet-inducible promoter and provided
the reverse tet transactivator rtTA3G in a separate transgenic cas-
sette, so that addition of a tetracycline analog like doxycycline
during culture enables the expression of the transgene proceeding
the attP recombinase site. Thus, the landing pad promoter is origi-
nally provided in trans (Fig. la) and only becomes in cis with the
transgene upon DNA recombination (Fig. 1b). Since there is only
one attP landing pad locus per cell, this means that only one
transgene becomes expressed per cell.

With only one protein variant expressed in a given cell, there is a
strict genotype—phenotype link allowing for compatibility with
high-throughput single-cell assays and the characterization of
many protein variants at once by multiplex assays of variant effect,
like deep mutational scanning (DMS). Unlike lentiviral transduc-
tion, which results in varied expression levels from transgenes
integrated randomly across the cell genome, the site-specific inte-
gration of the landing pad platform permits uniform transgene
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Fig. 1 Schematic representation of the reactants and products of DNA recombination. (a) The landing pad
consists of an attP site preceded by a Tet-inducible promoter and proceeded by DNA encoding blue
fluorescent protein (BFP). The promoterless recombination plasmid consists of an attB site, the transgene,
and mCherry fluorescent protein. (b) After recombination, the plasmid integrates into the attP site of the
landing pad locus through the Bxb1 serine recombinase enzymatic activity. The increased distance between
the promoter and BFP turns off its expression. The resulting recombined cells will express the transgene and

mCherry only

expression, reducing heterogeneity in protein expression con-
founding variant characterization [7]. When paired with a pheno-
typic selection and quantitation before and after selection using
high-throughput DNA sequencing, this method generates large
mutational datasets and sequence-function maps that provide
increased resolution of protein biology unattainable by
low-throughput methods.

This protocol details the wet-lab procedures needed to execute
a typical DMS workflow using the landing pad platform (Fig. 2).
This begins with generating the initial recombinant DNA and
cellular materials [1, 2]. The landing pad cells are created through
lentiviral transduction of the landing pad locus into the genomes of
HEK293T cells or a different cell line of interest. AttB plasmids
containing the transgene of interest are generated through PCR
and Gibson Assembly. The attB plasmids are recombined into the
landing pad cells, and nearly pure populations of recombined cells
are obtained through an antibiotic treatment process. While we
omit the library generation and phenotypic selection steps from
our protocol, as both of these will be very application- and project-
specific, we describe the molecular biology steps and important
considerations needed to amplify and sequence the transgenic
DNA from the landing pad.

2 Materials

2.1 Equipment

1. Thermocycler for polymerase chain reactions (PCRs).

2. Bacterial incubator (shaking and static).
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Fig. 2 Overview of processes required for a successful deep mutational scan: Our protocol details each step
required for conducting a basic deep mutational scan for a protein of interest. The first step involves
generating an attB plasmid with the transgene of interest through our outlined molecular cloning process
and making the necessary control constructs or library derivatives using the wild-type construct as a template.
Concomitantly, if landing pad cells do not already exist for the desired cell type, create them using lentiviral
transduction with the lenti-landing pad construct. These landing pad cells are then recombined with the
pooled variant library. The cells, each encoding and expressing a single variant, can be sorted or selected with
a phenotypic selection; in this example, we demonstrate having two time points separated by a selection step.
Finally, the variant frequencies at each time point are counted by high-throughput sequencing. The resulting
counts can be analyzed to determine the phenotypic effect of each variant

3. Benchtop centrifuges compatible with 1.8 mL microcentrifuge
tubes, 15 mL, and 50 mL conical tubes.

4. Spectrophotometer to check optical density/absorbance at
600 nm (OD600) of bacterial culture.

. Qubit™ fluorometer for DNA quantification.
. Biosafety cabinet for cell culture work.

. Cell culture incubator at 37 °C and 5% carbon dioxide.

N O v

. Fluorescence-activated cell sorting (FACS) equipment to sort
cells based on expression of fluorophores encoded in recombi-
nant DNA constructs.

9. Agarose gel electrophoresis setup with gel holder, gel box,
voltage source, and blue light for analysis.

2.2 Plasmids and . HEK293T cell line.

Cell Lines 2. Lentiviral transfer vector for landing pad platform: pLenti-Tet-
coBxbl-2A-BFP_IRES-iCasp9-2A-Blast_rtTA3, Addgene
plasmid #171588.

3. Lentiviral packaging and VSV-G envelope vectors: psPAX2,
Addgene plasmid #12260 and pMD2.G, Addgene plasmid
#12259.

4. Bxbl attB recombination plasmid backbone to modify to allow
expression of the transgene of interest: AttB_ACE2_IRES-
mCherry-H2A-P2A-PuroR, Addgene plasmid #171594.

5. attB-EGFP plasmid, Addgene #171597.
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. attB-mCherry plasmid, Addgene #171598.

. DNA sequence encoding the transgene of interest.

. TE buffer: MQ H,O with 10 mM Tris and 1 mM EDTA at pH

8.

. Tris buffer: MQ H,O with 10 mM Tris at pH 8.

. 2x KAPA HiFi Polymerase HotStart ReadyMix.

. Dpnl restriction enzyme.

. DNA Clean & Concentrator-5 Kkit.

. GeneArt™ Gibson Assembly 2x Enzyme.

. Luria broth (LB).

. 100 mM calcium chloride.

. Ampicillin.

. DNA extraction kit, e.g., GeneJET Plasmid Miniprep Kit.

. Dulbecco’s Modified Eagle’s Medium (DMEM) with high

glucose and GlutaMAX™ Supplement.

. Complete DMEM: Dulbecco’s Modified Eagle’s Medium

(DMEM) with 10% fetal bovine serum and 100 U/mL penicil-
lin and 0.1 mg/mL streptomycin.

. PEI solution: 1 pg/pL. PEI MAX — Transfection Grade Linear

Polyethylenimine Hydrochloride, MW 40,000 dissolved in
MQ H,O. Adjust pH to 7 and filter-sterilize. Store at —20 °C
with a working stock at 4 °C.

. PEI diluent solution: 10 mM HEPES, 150 mM NaCl,

dH,O. Adjust pH to 7, filter, and surround in foil to protect
from light. Store at room temperature.

. Doxycycline hydrochloride.

. Blasticidin S hydrochloride.

. Puromycin dihydrochloride.

. AP1903 /rimiducid.

. FuGENE 6 transfection reagent .

. Genomic DNA extraction kit, e.g., Qiagen DNeasy Blood and

Tissue Kit.

2. Phusion plus high-fidelity PCR mix.

. Tris-acetate-EDTA (TAE) buffer: 40 mM Tris, 20 mM acetic

acid, and 1 mM EDTA.

4. 1% agarose gel: 1 g agarose in 100 mL 1x TAE bufter.

. SYBR™ Safe DNA Gel Stain.

6. 100 bp DNA Ladder.
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. Freeze ‘N Squeeze™ DNA Gel Extraction Spin Columns.
. DNA Clean & Concentrator-5 Kkit.
. Qubit™ dsDNA Quantitation, high sensitivity detection kit.

7
8
9
3 Methods
3.1 Production of 1.

Lenti-Landing Pad
Lentiviral Vector 2
Particles

3.2 Lentiviral 1.

Transduction to
Generate Landing Pad
Cells 2

Start with healthy HEK293T cells that have been cultured in
complete DMEM for at least 3 days after thawing.

. Prepare PEI solution and diluent solution as detailed in the

Subheading 2.

. Plate 10 million cells in a 10 cm plate in a total volume of

10 mL of complete DMEM (see Note 1).

. Add 10.5 pg of DNA in 5:5:1 ratio of packaging plasmid

psPAX2, transfer vector pLenti-Tet-coBxbl-2A-BFP_IRES-
iCasp9-2A-Blast_rtTA3, and pMD2.G. Add diluent to the
DNA for a total volume of 500 pL.

. Add 42 pL PEI to the diluted DNA mixture. Vortex to mix the

solution and incubate for 15 min at room temperature.

. Add DNA + PEI mixture dropwise to cells and place cells in an

incubator at 37 °C and 5% CO,.

. Replace media in plate with 6 mL complete DMEM between

12 and 24 h post transfection (se¢ Notes 2 and 3).

. Collect media over the next 4 days and store pooled super-

natants at 4 °C.

. Centrifuge pooled supernatant at 300x g4 for 3 min at 4 °C.
10.

Filter through a 0.45 pm filter and use fresh without freezing
to achieve maximal transduction efficiencies.

Start with healthy HEK293T cells (or another cell line to be
modified with the landing pad) that have been cultured in
complete DMEM for at least 3 days after thawing.

. Incubate cells with various dilutions of lentiviral vector super-

natant (100 pL to 4 mL) to transduce cultures at a range of
multiplicities of infection (MOI). Choose the culture with an
MO less than one, confirmed through the expression of blue
fluorescent protein (BEP) observed by fluorescent microscopy
or flow cytometry (see Note 4). Ensure that the media contains
doxycycline to a final concentration of 2 pg/mL.

. After 48 h, incubate cells with 10 pg/mL of blasticidin for

5 days to select for cells that have been successfully transduced.
While a pure population of transduced cells is unnecessary,
having a population of cells at least partially selected for trans-
ductants will make the subsequent steps faster and more cost-
effective.



3.3 Validation of
Landing Pad Clonal
Lines

3.4 Recombination
Plasmid Generation

Multiplex Assays for Protein Variants in Mammalian Cells 141

. Sort individual cells on positive BFP expression using

fluorescence-activated cell sorting (FACS) into separate wells
ot 96-well plates. Transfer clones that grow out to appropriate
size plates to allow for further propagation. Additional con-
siderations may be needed depending on the cell line (see
Note 5).

. Maintain the cells in complete DMEM with 2 pg/mL doxycy-

cline and 10 pg/mL blasticidin during routine propagation to
ensure a roughly pure population of unsilenced landing pad
cells.

. Culture HEK293T landing pad cells in complete DMEM with

2 pg/mL doxycycline prior to the transfection. These cells will
be used to perform the plasmid transfection with attB-EGFP
and attB-mCherry plasmids in a 24-well plate as described
below (see Note 6).

. Make two transfection mixtures in microcentrifuge tubes

labeled “A” and “B” for each sample to be recombined. In
“A,” add 23 pL of Opti-MEM and 1 pL of Fugene 6. In “B,”
add volume of plasmid DNA corresponding to 240 ng and
Opti-MEM to a final volume of 24 pL.. Mix “A” and “B” and
incubate for 15-30 min.

. Trypsinize and count HEK293T landing pad cells. Plate

120,000 cells into each well with DMEM + dox in a final
volume of 300 pL. Once incubation is complete, add plasmid
mixture dropwise to cells.

. The following day, add 500 pL of fresh DMEM + dox media to

the cells.

. Perform flow cytometry after 5 days following transfection.

Analyze the flow cytometry data to ensure that the cells have
taken a fluorescence profile consistent with the presence of a
single landing pad (Fig. 3).

. Use Benchling or another plasmid editor program to create

primers flanking the transgene to incorporate the desired cod-
ing sequence into the recombination plasmid (Fig. 4). The
primer design consists of creating ~17 nucleotide overhangs
at the 3’ and 5" ends of the DNA, such that overlapping DNA
fragments can be joined by one isothermal reaction through
Gibson Assembly [9]. Make sure the primer has a melting
temperature of around 65 °C to ensure proper ligation.

. Start an overnight culture of E. coli bacteria, such as NEB

10-beta, in 2 mL of LB media for bacterial transformation of
the plasmid. Shake overnight at 300 rpm at 37 °C. While best if
timed to use fresh, the bacteria can be flash frozen and used
upon thawing if needed.
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Fig. 3 Example results of the two-color recombination test. When there is only
one landing pad in the cell, transfection with a mixture of attB-EGFP and attB-
mCherry plasmids should yield green or red cells, but no clear population of
green and red cells (left). In contrast, cells with two landing pads will readily yield
a discernable population of green and red cells (right). Dotted lines denote green
and red fluorescence threshold values separating fluorescence positive from
negative cells

i ~ 17 nt overlaps
Vector plasmid A ps ¢

5! _ 3
. Gene of interest
g attB ~<Tp ~5 5

@ Primers for amplifying insert ~ @Primers for amplifying vector

Fig. 4 Schematic showing design of molecular cloning primer pairs with Gibson-
compatible overhangs: Gibson Assembly requires primers flanking the backbone
plasmid and insert at the 5’ and 3’ end with ~17 nucleotide overhangs. This
allows for the insertion of the transgene into the backbone plasmid in one
isothermal reaction. Primer pairs A and B contain the hybridizing region of the
insert and overhang sequence of the vector plasmid. C and D contain the
hybridizing region of the vector plasmid and overhang sequence of the insert

3. Dilute the primer pairs into a single mixture containing 10 pM
of each with either nuclease-free water or Tris buffer. Do not
use TE buffer to prevent the transfer of EDTA to the PCR

product.

4. Dilute the template plasmid (AttB_ACE2_IRES-mCherry-
H2A-P2A-PuroR) to 10 ng/pL. In a separate tube, dilute the
DNA encoding the transgene of interest to 10 ng/pL.

5. Set up the PCR reactions. We will set up two reactions, one
with the template plasmid and one with the transgene of inter-
est, each with appropriate primer pairs. In a total volume of
30 pL, add 10 pL of nuclease-free water, 4 pL of diluted
plasmid, 1 pL of diluted primer mix, and 15 pL. of 2x KAPA
HiFi mastermix.
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. Perform PCR with the following conditions: 95 °C for 5 min,

98 °C for 20 s, 65 °C for 15 s, 72 °C for 8 min, repeat the
first four steps six more times (se¢ Note 7), 72 °C for 5 min,

4 °C hold.

. Add 1 pL Dpnl enzyme to each reaction tube and incubate at

37 °C for 2 h.

. Mix the two reactions and clean the PCR product using a kit

such as the Zymo Research DNA Clean & Concentrator-5 Kkit.

. In a new PCR tube, add 1 pL of the cleaned PCR product

to 1 pL of Gibson Assembly 2x Enzyme. Incubate for 1 h at
50 °C.

Record the OD600 of the overnight culture. Add the starter
culture to 200 mL LB media without antibiotics at a dilution of
1:1000 and place into the bacterial incubator at 300 rpm at
37 °C. The culture should be stopped when the OD600
reaches 0.2-0.4, so check the OD600 periodically during incu-
bation. This usually takes about 3.5—4 h.

Pre-chill centrifuge and all tubes that will be used for holding
the bacterial culture in wet ice. It is important to keep the
bacterial culture cold at all times prior to transformation.

Once the culture reaches the desired OD600, spin the culture
at 4200 rpm at 4 °C for 20 min. Remove supernatant and
resuspend bacteria pellet in 5 mL of cold 100 mM calcium
chloride. Centrifuge at 4200 rpm at 4 °C for 5 min to wash the
pellet.

Remove supernatant and resuspend pellet in 1 mL 100 mM
calcium chloride.

Add 100 pL of competent bacteria to each reaction tube. Make
sure to prepare a positive control of intact circular plasmid
DNA to determine transformation efficiency. Include a nega-
tive control without DNA to make sure it does not produce
colonies. Let sit on ice for 30 min.

Heat shock at 42 °C for 3045 s and let sit on ice for at least
2 min before plating.

Plate the bacteria on an LB agar plate infused with the appro-
priate selection antibiotic. The template plasmid we used in this
protocol contains an ampicillin resistance gene, so we will plate
on LB agar plates containing 150 pg/mL ampicillin.

The next day, pick at least three colonies of candidate plasmids
and clonally grow each in a 2 mL culture of LB mixed with the
appropriate antibiotic (150 pg/mL ampicillin in this case).

The next day, perform a miniprep DNA extraction to harvest
the candidate plasmids from each clonal bacterial culture.
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3.5 Plasmid
Recombination into
Landing Pad Cells

19.

20.

21.

22.

Perform Sanger sequencing to determine which candidate
plasmid clones have incorporated the transgene of interest.
This is best done by choosing a primer like KAM2199 (5’ TT
ACGCCAGCTGGCGAAAGG 3’), which binds to a sequence
slightly 5’ of the attB site and reads into the sequence encoding
the transgene of interest.

For plasmids that seem to have incorporated the transgene of
interest, sequence the plasmid in full to ensure it does not have
unintended mutations or, more rarely, have formed a concate-
mer of plasmid sequences. We recommend a combination of
full-plasmid nanopore sequencing (such as through Plasmid-
saurus) followed by targeted Sanger sequencing to resolve any
sites exhibiting a discrepancy between the returned nanopore
consensus sequence and the originally expected sequence.

Once the original WT construct is generated, create a small set
of control constructs that can be used to pilot the phenotypic
assay that will be used in Subheading 3.5 (see Note 8).

Generate the plasmid library of interest using site-saturation
mutagenesis (see Notes 9 and 10).

. Follow the plasmid recombination transfection protocol as

described in Subheading 3.3 but replacing the attB-EGEFP
and attB-mCherry plasmids with the control plasmids (encod-
ing the WT protein or key variants) or plasmid library encoding
the transgene of interest.

. Set aside unselected cells for endpoint analysis. To calculate

recombination rate and number of recombinants, set some
cells aside before selection steps and run on flow cytometry to
determine percentage of mCherry expression. Multiply this
percentage with the number of cells transfected (e.g.,
120,000 cells) to estimate the number of independently
recombined cells in the culture.

. Perform negative selection with iCasp9. Add 10 nM final con-

centration of AP1903 about 72 h after recombination. Apo-
ptosis of unrecombined, iCasp9-expressing cells will occur

within a few hours. Change media with fresh DMEM + dox
to remove the dead cells.

. Perform positive selection using puromycin. Depending on the

ratio of recombined cells to silenced landing pad cells present in
the culture well, a positive selection step may be necessary to
achieve a pure population of recombined cells. To do this, add
puromycin to the well of AP1903-treated cells once they have
reached greater than 10% confluence.
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Fig. 5 Example flow cytometry profiles of recombined cells before and after selection. Before transfection with
an attB plasmid encoding an IRES-mCherry-2A-PuroR cassette, there are no red cells present, and almost all
of the cells are blue fluorescent (far left). Upon transfection of the attB plasmid, a small fraction of the blue
cells will lose their blue fluorescence while gaining red fluorescence (middle left). Addition of AP1903 kills the
blue un-recombined cells, drastically increasing the fraction of recombined red cells in the population (middle
right). The generally small fraction of silenced, nonfluorescent cells that were present following negative
selection can be removed by using positive selection for an antibiotic resistance marker expressed from the
attB plasmid, like puromycin, yielding the purest population of recombined cells possible through selection
(far right). Dotted lines denote blue and red fluorescence threshold values separating fluorescence positive
from negative cells

5. Perform flow cytometry to quantitate the recombination rate
and to access the purity of recombined cells within the culture
following the selection steps (Fig. 5). While the recombination
rate is not as important for clonal control samples, it is critical
for library recombinations to be able to estimate how many
independently recombined cells there are per variant and deter-
mine if any variants from the library may have been lost due to
bottlenecking at the recombination step. We recommend this
flow cytometry step to be performed at or later than 5 days
following transfection to avoid confounding fluorescent signals
from the “promoterless” plasmids themselves (see Note 11).

6. Perform a phenotype assay specific to the function of the
protein of interest to score protein variants for their activity of
interest (see Note 12).

3.6 lllumina 1. Create primers to amplify the region of interest. The Amplicon-
Sequencing of EZ service through Azenta performs sequencing within 500 bp
Genomically and requires the use of partial adapter sequences at the end of
Integrated DNA the primer hybridizing region (Fig. 6) (se¢ Note 13). Primer

pairs should be designed so that the forward primer binds a
sequence present only within the landing pad, while the reverse
primer binds a sequence only present within the recombination
plasmid. Thus, only the singular successfully integrated attB
plasmid molecule can be exponentially amplified through
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Forward primer with adapter seq

ACACTCTTTCCCTACACGACGCTCTTCCGATCT i

=& Im‘t. )#

attR attL
= TCTAGCCTTCTCGTGTGCAGACTTGAGGTCAG

Reverse primer with adapter seq

Fig. 6 Schematic showing Amplicon-EZ primer design and binding: lllumina sequencing through Azenta’s
Amplicon-EZ requires the presence of partial adapter sequences after the hybridizing region (~20 nucleotides)
of the primers. The adapter sequence for the forward primer is ACACTCTTTCCCTACACGACGCTCTTCCGATCT
and the adapter sequence for the reverse primer is GACTGGAGTTCAGACGTGTGCTCTTCCGATCT. We recom-
mend sequencing across the attR site to ensure coverage of only recombined variants

10.

polymerase chain reaction (se¢ Note 14). In most cases, we
recommend the user utilizes the KAM499 primer binding site
(5" GAGAACGTATGTCGAGGTAGGC 3’) present toward
the 3’ end of the Tet-inducible promoter.

. Extract genomic DNA from the landing pad cell pellet col-

lected at each time point using a genomic DNA extraction kit
such as the Qiagen DNeasy Blood and Tissue Kit.

. Prepare three reactions of 40 pL of each time point sample to

amplify the genomic DNA by PCR using Phusion plus high-
fidelity PCR mix and appropriate primers. For each reaction,
add 1-2 pg of genomic DNA, 1.25 pL each of forward and
reverse primers (from 10 uM stock), 20 pL of Phusion plus
high-fidelity PCR master mix, and add sufficient volume of
nuclease-free water to bring the total volume to 40 pL.

. Perform PCR with the following conditions: 95 °C for 3 min,

95 °C for 15 s, 60 °C for 15 s, 72 °C for 30 s, repeat first four
steps for 23 additional times, 72 °C for 1 min, 4 °C hold.

. Load PCR product with appropriate amount of SYBR Safe dye

on a 1% agarose gel along with a suitable DNA molecular
weight ladder, such as a 100 bp DNA Ladder.

. Extract bands of interest at appropriate fragment size using

Freeze ‘N Squeeze DNA Gel Extraction Spin Columns.

. Purify the extracted DNA using the Zymo DNA clean and

concentrator kit. Elute in 8 uL of elution buffer.

. Quantify DNA using Qubit. Normalize concentration of DNA

to 20 ng/pL in 25 pL of cither elution buffer or Tris buffer
(500 ng total).

. Complete the order form with the required information for

Azenta’s Amplicon-EZ sequencing service.

Analyze the sequencing data to determine calculate phenotype
scores (see Note 15).
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4 Notes

. Transfection of 293T cells for lentiviral production can be

performed with various transfection methods, including elec-
troporation, calcium phosphate, and PEI, or with cationic
lipids. We describe the method with PEI, as we find this is a
highly consistent and cost-effective transfection method for the
production of lentiviral particles, when performing this process
regularly.

. We suggest use of complete media without doxycycline during

lentivector production, as subgenomic transcription from the
internal Tet-inducible promoter may interfere with generation
of genome-length lentivector transcripts necessary to produce
landing pad lentiviral particles.

. The titer of lentiviral particles produced with the pLenti-Tet-

coBxbl-2A-BFP_IRES-iCasp9-2A-Blast_rtTA3 transfer vec-
tor is much lower than for other transfer vectors, likely due to
the large lentivector length and the inclusion of a RBglobin
transcriptional terminator sequence within the lentivector
sequence. Thus, it is advised that the user uses much more
lentivector-containing supernatant than normally used.

. While we originally used homology-directed repair to genomi-

cally integrate the landing pad into a precise genomic location
[1], we found this method to be prohibitively inefficient, with
lengthy validation steps needed to confirm the introduction of
a single copy of the landing pad sequence. We have since
adopted low multiplicity of infection (MOI) lentivector trans-
duction to introduce a single copy of the landing pad cassette
into the cell genome [2, 7].

. Not every sorted cell will establish a clonal outgrowth; with

293T cells, we have historically observed roughly 1/3 of all
sorted cells growing out. Thus, to ensure the outgrowth of
sufficient clonal lines to validate for downstream use, we sug-
gest sorting one or two full 96-well plates for each cell line
being created. The rate of clonal outgrowth will likely differ
depending on the parental cell line. Furthermore, some cell line
are highly refractory to outgrowth from single cells (e.g.,
U208 cells). In these cases, we suggest adding conditioned
media into the 96-well plates prior to sorting, or taking an
alternative approach such as the picking of individual colonies
from sorted cells sparsely plated in 100 mm plates.

. The precise characteristics of each landing pad clone may

slightly differ and are worth comparing before choosing a
clone to move forward with. Furthermore, while low MOI
lentiviral transduction should make it highly unlikely that any
given clone harbors two landing pad copies, this should be
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experimentally validated with the chosen clone before moving
forward with subsequent experiments. We have found the
“two-color recombination test” to be the most effective
method to determine this. This is done by transfecting a mix-
ture of EGFP and mCherry—encoding attB recombination
plasmids. If there is only a single landing pad site, only green
or red singly fluorescent cells should appear roughly a week
following the transfection. If there is more than one landing
pad site, a distinct population of dually green and red cells will
appear (for an example, see Fig. 3).

. Seven total amplification cycles are typically enough to yield

sufficient DNA amplification for success in subsequent molec-
ular cloning steps while keeping the amount of unintended
polymerase-introduced sequence errors to a minimum. If
struggling to get sufficient transformants with the intended
construct (as compared to template plasmids), the number of
amplification cycles can be increased, although extra care will
be necessary to ensure that resulting plasmid constructs do not
harbor problematic mutations.

. Before performing any multiplexed, library-based experiments,

it is worth creating a small panel of constructs encoding phe-
notypically distinct protein variants to ensure that the pheno-
typic assay that will be harnessed exhibits sufficient signal. In
the case of assays that assess protein steady-state abundance
using green fluorescence such as VAMP-seq, this includes cre-
ating constructs encoding known loss-of-abundance variants to
determine whether the amount of green fluorescence is suffi-
ciently distinct from that elicited by the WT protein [10—
12]. In the case of assays that measure the relative depletion
or enrichment of various protein-coding sequences over multi-
ple time points, this could involve inclusion of known cell cycle
arresting genes like CDKN1A, or gene products known to have
little effect on cell division, such as EGFP [2].

. Potential site-saturation library generation methods that can be

performed in house include arrayed inverse PCR [13], such as
used in studies of PTEN [10, 14], TPMT [10], and VKORC1
[11], one-pot saturation nicking mutagenesis [15], Precision
Oligo-Pool based Code Alteration (POPCode) [16], or pur-
chase through a vendor specializing in generating side-
saturation mutagenesis libraries such as Twist Bioscience
[12]. Regardless of the library generation method, three key
characteristics worth assessing for every library is (1) library
coverage /presence of all intended variants, (2) the amount of
template contamination of the library, and (3) the frequency
distribution of the library members, with the more uniform the
frequencies the better.
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Once fully sequence confirmed, the recombination plasmid
that was created in the preceding step can be used to generate
the plasmid library. The nature of the plasmid library is project-
and user-specific, so we will not get into the details of this step
in this protocol, although we list some possible library
generation methods above. In this protocol, we harness
Amplicon-EZ, a service that allows for 500 nucleotides of
returned Illumina sequencing (250 nt per forward and reverse
reads). Thus, regions of variable sequence shorter than
~150 amino acids can be analyzed directly from the sequencing
reads, while larger regions would require a barcode subassem-
bly method [17, 18] to assess the variant identity of each
sequencing read.

Despite the attB recombination vectors lacking an annotated
promoter, the collective accumulation of cryptic transcripts
generated from promoter-like sequences within the large num-
ber of transfected plasmids can result in transient expression of
mCherry at early time points following transfection. The mag-
nitude of this effect can change based on the transfection
method, wherein Lipofectamine 3000 typically elicits a more
pronounced effect as compared to Fugene6. We recommend
potentially creating an attB-mutated version of your recombi-
nation vector to help quantify this effect within your specific
experimental conditions.

After recombination of the plasmid library into cells, a pheno-
type assay needs to be developed to demultiplex the variants for
further analysis. This step is user-specific, as the assay will need
to reflect the function of the protein of interest. For example, if
one is interested in determining the change in frequency of a
protein variant over time, two time points of the sample could
be taken. The first time point can be taken right after selection
with AP1903 and puromycin, and then a second time point
could be taken a few days after. The following steps in this
protocol will describe the procedure after separating the var-
iants and will take into account an example with two time
points. Potential library-compatible phenotypic assays
performed using this system include assays for protein steady-
state abundance [1, 10-12, 14, 19] using Sort-seq [20], func-
tional assays for sensitivity to cytotoxic agents [12,21,22],and
immunostaining for assessing cell surface localization [23-27].

The Azenta Amplicon-EZ service performs 2 x 250 bp Illu-
mina sequencing and provides 50,000 or more reads. This is
helpful for pilot experiments, as the company multiplexes sam-
ples from multiple users on the back end, providing sufficient
reads to assess a handful of conditions for a simple library-based
experiment without requiring an excessively large up-front
cost. Once the pilot experiments are completed and one now
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14.

15.

desires to have a large panel of conditions or replicate samples,
it becomes much more cost-effective to forgo Amplicon-EZ
and multiplex your own samples on a dedicated Illumina
sequencing kit for those series of experiments. This can be
done by replacing the Amplicon-EZ forward and reverse adap-
tor sequences with the Illumina p7 and p5 sequences, taking
care to design an indexing scheme to allow for demultiplexing
of different samples within the same sequencing run.

When designing primers for sequencing, it is important to
choose a primer pair that selectively amplifies the recombined
DNA. This is because there is only a single recombined plasmid
per cell, while there are likely hundreds to dozens of unrecom-
bined plasmid lingering in the cell following transfection.
Thus, amplification with primers directly flanking the trans-
genic sequence of interest encoded in the attB recombination
plasmid will preferentially amplify irrelevant DNA, confound-
ing downstream results. We suggest using a pair of primers that
spans a recombination junction. In most cases, this will be an
amplicon spanning the attR recombination junction (attP left
side with attB right side), spanning the Tet-inducible promoter
through to the 5’ end of the transgene of interest, although
amplicons spanning the attL junction are possible if a nucleo-
tide barcode is engineered to the 5’ of the attB site [2]
(Fig. 1b).

The turn-around time for Amplicon-EZ is currently between
2 and 3 weeks. They will provide raw FASTQ files of greater
than 50,000 reads for each sample. If reads are paired-end, pair
the reads using software such as PEAR [28] or fastq-join
[29]. The reads can then be trimmed to the relevant sequence
and translated from DNA nucleotides to amino acid residues.
We will take the example of observing the change in frequency
of protein variants over the two time points by calculating
phenotype scores between the two time points. The raw
count of each protein variant can be done, and frequency of
cach variant at each time point can be determined by dividing
the count of the protein variant over the total number of
counts. The phenotype score can be calculated by taking the
ratio of the frequency of the variant at the final time point over
frequency at the initial time point. We suggest performing
these calculations with your own analysis scripts to ensure
you understand the analysis process, although convenient anal-
ysis software exists, and likely improve throughput and repro-
ducibility for more routine analysis [30].
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i Chapter 11

Flow Cytometry Quantification of Transient Transfections
in Mammalian Cells

Jacob Beal

Abstract

Flow cytometry is a powerful quantitative assay supporting high-throughput collection of single-cell data
with a high dynamic range. For flow cytometry to yield reproducible data with a quantitative relationship to
the underlying biology, however, requires that (1) appropriate process controls are collected along with
experimental samples, (2) these process controls are used for unit calibration and quality control, and
(3) data are analyzed using appropriate statistics. To this end, this chapter describes methods for quantita-
tive flow cytometry through the addition of process controls and analyses, thereby enabling better
development, modeling, and debugging of engineered biological organisms. The methods described
here have specifically been developed in the context of transient transfections in mammalian cells but may
in many cases be adaptable to other categories of transfection and other types of cells.

Key words Synthetic biology, Metrology, Flow cytometry, Fluorescence measurements, Single-cell
biology

1 Introduction

Flow cytometry is a long-established method for assaying the opti-
cal properties of large numbers of single cells, in use for more than
half a century [1, 2]. Much of the development and use of flow
cytometry has been in clinical applications focused on the categori-
zation of cells into classes, such as immunoassays and diagnosis of
blood diseases. In recent years, however, flow cytometers have also
been used to great effect in synthetic biology for measuring the
properties of individual cells, e.g., measuring the expression level of
a gene by estimating the number of molecules of a proxy fluores-
cent reporter.

In a typical flow cytometer, a stream of cells are passed in front
of one or more lasers, with an arrangement of optical filters and
detectors collecting information on the light scattering and fluo-
rescence properties of each cell-like particle as it passes. Flow
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Fluorimeter Plate Reader | Flow Cytometer | Fluorescence
Microscope
Throughput Low High High Low - High
Resolution Population Population Single Cell Subcellular
Time Series Yes Yes No Yes
Dynamic Range 2-3 logs 2-3 logs 3-6 logs 1-2 logs
# cells n/a n/a High Low

Fig. 1 Flow cytometry provides high dynamic range data from large numbers of single cells at a single time
point, complementary to the properties of other common fluorescence-based assays

cytometer optical detectors often have high sensitivity and range,
with signals distinguishable on the order of a 10° to 10° ratio
between the highest and lowest distinguishable values. Data are
typically collected from on the order of 10° to 10° particles per
sample over the time span from seconds to minutes, and automated
samplers allow high-throughput processing of dozens to hundreds
of samples from microplates.

Flow cytometers can thus be prodigious sources of single-cell
data with a high dynamic range and form an important part of the
synthetic biology engineering toolkit. Compared to other broadly
accessible fluorescence assays (Fig. 1), flow cytometry shines in the
number of cells assayed and sensitivity (i.e., dynamic range).
Because cells must be suspended in sheath fluid and passed through
the instrument, however, the assay is typically disruptive to cell state
and thus generally not suitable for collecting time series data. Plate
readers provide a useful complementary capability for flow cytome-
try, since they are effective at collecting time series data and can be
calibrated to equivalent units [ 3, 4]. Likewise, microscopy provides
the complementary capabilities of subcellular resolution and time
series data. Indeed, imaging flow cytometry can fuse microscopy
and flow cytometry by adding a microscopy stage to a flow cyt-
ometer [5], though it is still disruptive to cell states.

The relationship between the properties of a cell and the optical
signal measured in a channel of a flow cytometer, however, is highly
sensitive to specifics of the instrument’s configuration, current
settings, and the level of optical wear, as well as to the choice of
fluorescent reporter, cell state, and interference from other mea-
surement channels [6-8]. As a consequence, interpreting flow
cytometry data to produce precise, reproducible, and biologically
relevant estimates of molecule counts requires careful use of process
controls linked to appropriate quality control and analytical meth-
ods [9]. When appropriate process control, calibration, and analysis
protocols are applied, however, flow cytometry can reliably produce
reproducible measurements with a quantitative relationship to the
underlying biology.
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This chapter aims to increase the accessibility of quantitative
flow cytometry by summarizing methods for:

1. Enhancing a flow cytometry study by adding process controls
to support calibration and quantification

2. Using data from these process controls for unit calibration and
quality control

3. Analysis of the resulting calibrated data using appropriate
statistics

More specifically, this chapter focuses on methods that were
developed in the context of transient transfections in mammalian
cells over the course of a number of studies that used these methods
to develop, model, refine, and predict the behavior of a variety of
genetic devices [10-18]. Note that these methods are modular
with respect to most aspects of cell type, transfection, and culturing,
so the actual preparation of the experimental samples will be largely
abstracted, while the methods focus on the process controls neces-
sary for effective calibration and the analysis used to make use of
those process controls. Likewise, many aspects of the methods
should be adaptable to non-transient transfections and to
non-mammalian cells, and to this end the methods will explicitly
identify the points where enabling assumptions are made based on
mammalian transient transfection in order to better understand
limits and enable adaptation to other contexts.

2 Materials

The description of these materials and their potential substitutions
are provided in Subheading 4.1.

1. SpheroTech Ultra Rainbow Quantitative Particle Kit (URQP-
38-6K)

. SpheroTech Polystyrene Particle Size Standard Kit (PPS-6K)
. Wild-type negative control
. Single-color controls (one per fluorescence channel)

. Multi-color control

[©) NS 2 BENC OV I S

. Experimental samples per experimenter’s study design.

3 Methods

The analytical methods below are described with sufficient detail
to allow them to be understood and implemented by the reader.
Note, however, that application of these analysis methods can be
simplified by using the TASBE Flow Analytics Matlab software
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Fig. 2 Examples of data collection gating with size thresholds that are too permissive (left), appropriate
(center), and too restrictive (right), adapted from protocol in [22]

3.1 Data Collection

3.2 Log-Scale
Statistical Analyses

package [19], an existing implementation of methods and work-
flows to automate all of the steps described in this section, as well as
to support the debugging steps listed below in Subheading 4. Many
of these steps are also automatable using existing Python imple-
mentations in FlowCal [20] or CytoFlow [21].

1. Set a conservative forward scatter (particle size) trigger, such
that the number of small non-cell particle events is minimized
while not removing smaller cells (Fig. 2). Other instrument
gating should not be used, as it is generally better to use post-
facto filtering to ignore unneeded events, rather than to discard
cell data that may later prove valuable.

2. Record all forward scatter (FSC) and side scatter (SSC) chan-
nels and the area channel for each fluorescent reporter.

3. Ensure that the instrument is putting laser and filter informa-
tion in FCS files and that the values for these are correct. This is
valuable for ensuring that instrument settings are kept consis-
tent between samples.

4. Gather between 50,000 and 100,000 events per sample.

Explanatory notes and information on alternatives may be
found in Subheading 4.3.

All of the subsequent stages of this protocol are analytical, and most
depend on log-scale statistical analyses of data, so here we will
discuss the reasons for this analysis and provide their formulations
for those who may be unfamiliar.

Log-scale analysis is motivated by the fact that strong gene
expression typically has a log-normal distribution [23]. Transient
transfections in mammalian cells typically deliver many copies of a
genetic construct to each cell, and fluorescent reporter signals are
typically engineered to be as strong as an experimenter can obtain,
both of which mean that strong overall expression is the typical case.
For this reason, cell behavior often shows distributions that are better
suited to geometric statistics on the log scale, rather than arithmetic
statistics on the linear scale, as illustrated in the example in Fig. 3
(other statistical alternatives are discussed in Subheading 4.5).
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Fig. 3 Cell behavior often shows distributions that are better suited to geometric
statistics on the log scale, rather than arithmetic statistics on the linear scale. In
many cases, fits with bimodal or multi-modal log-normal distributions are
appropriate. Figure adapted from [23]

Geometric mean and geometric standard deviation may be
computed by computing the arithmetic mean and standard devia-
tion of a variable that has been transformed onto the log scale:

*  Geometric mean of variable X:

py(X) = 1 0#(Feg0(X))
* Geometric standard deviation of variable X:

Uﬂ(X) — IOU(ZUﬂIO(X»

The comparison of these statistics should also be discussed with
respect to geometric (fold) differences. For example, a decrease
from 4000 MEFL to 1000 MEFL or 250 MEFL should be inter-
preted as a 4-fold or 16-fold decrease, respectively, and not 75% or
94%.

Histograms should likewise generally be computed on the log
scale. For purposes of the analyses discussed here, histograms
should be computed using a granularity of 10 bins per decade: for
example, in the range between 100 and 1000, there is a bin for
values from 100 to 125.9, from 125.9 to 158.5, etc., until the last
bin holds values from 794.3 to 1000. This may be computed by
taking a histogram of data transformed onto the log scale. This
granularity matches well with typical flow cytometer precision and
the number of data points recommended for capture in Subheading
3.1. If the bin-to-bin variability is too high, however, the granular-
ity may be reduced, e.g., from 10 bins per decade to 5 bins per
decade.

The parametric analysis combines histograms on the log scale
with geometric statistics. This analysis is computed by grouping
flow cytometry events into log-scale bins with respect to a selected
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3.3 Bead-Based
Fluorescence Channel
Calibration

Peak identification for SpheroTech RCP-30-5A beads

1200

fluorescent channel, at a granularity of 10 bins per decade. Then,
for each bin, the geometric mean and the standard deviation of
other fluorescent channels are calculated over all of the events in the
bin. Bins with less than a minimum count of 10 events are excluded
from the parametric results, due to the uncertainty of values com-
puted from small numbers of data points. The result is a function
capturing the relationship between the selected channel and the
other fluorescence channels. Examples of its use are measuring the
spillover fluorescence in a spectrally overlapping channel as a func-
tion of fluorescence in the intended channel (Subheading 3.6) or
the value of an experimental variable as a function of transfection
marker expression (Subheading 3.8).

For each channel for a fluorescent reporter, compute the unit
scaling between arbitrary units on the fluorescence channel and
units of Equivalent Reference Fluorophore (ERF) for that channel:

1. Compute a log-scale histogram of the channel values for the
rainbow bead sample.

2. Identify the peaks in the channel and compute the geometric
mean for each peak region, as shown in the example in Fig. 4a.

3. Exclude low-valued peaks and doublets.

4. Perform a constrained linear fit (slope=1) on the log scale
between peak values and manufacturer supplied peak ERF
values, as shown in the example in Fig. 4b.

Explanatory notes and information on alternatives may be
found in Subheading 4.6.
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Fig. 4 Example of color bead analysis, showing (a) peak identification for the fluorescein channel against an
alternate calibration bead, SpheroTech RCP-30-5A. This is an 8-peak calibrant, and in this case only the top
six peaks are being used. Note the small doublet peaks slightly above each identified peak. (b) Scaling fit for a
unit conversion function mapping FITC area channel arbitrary units to Molecules of Equivalent FLuorescein
(MEFL). Figure adapted from [24]. (a) MEFL bead peaks. (b) MEFL bead fit
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Fig. 5 Example of size bead analysis, showing (a) peak identification and (b) log-log fit for unit conversion
function mapping forward scatter area (FSC-A) channel arbitrary units to equivalent micro-meter (Exm)
diameter. Note that the fit function does not have a 1:1 slope in the log scale, meaning that it is not a linear
scaling relationship. Figure adapted from [24]. (a) Size bead peaks. (b) Size bead fit

3.4 Bead-Based
Particle Size
Calibration

3.5 Cell Gating

When channel conversion is used (Subheading 3.7), only the

Molecules of Equivalent FLuorescein (MEFL) scaling factor will
actually be used. Nevertheless, unit scaling should be computed for
all fluorescence channels, as the ability to compute a reliable unit
scaling all channels is a process control indicating correct instru-
ment operation.

1.

2.

Compute a log-scale histogram of the forward scatter area
(ESC-A) channel values for the size bead sample.

Identify the peaks in the channel and compute the geometric
mean for each peak region, as shown in the example in Fig. 5a.

. Exclude low-valued peaks.

. Compute the unit scaling factor from FSC-A arbitrary units to

equivalent micro-meter (Epum) diameter by performing a linear
fit on the log scale between peak values and manufacturer
supplied peak diameter values, as shown in the example in

Fig. 5b.

Explanatory notes and information on alternatives may be

found in Subheading 4.7.

1.

2.

Load events from the negative control (or null transfection if
one was used per Subheading 4.2).

Compute a two-component z-dimensional Gaussian mixture
model (GMM) fit jointly on all the forward and side scatter
channels.

To gate for cells, select all events that are within two standard
deviations of the mean of the GMM component with the
smallest standard deviation and also not closer to the mean of
any other component. These are candidate cell events.
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3.6 Fluorescence
Gompensation

2D Gaussian Gate Fit

SSC-A

38 4 4.2 4.4 4.6 4.8 5 52
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Fig. 6 Example of gate to select cell events via a Gaussian mixture model (GMM),
in this case a two-component GMM built against forward and side scatter areas.
The smaller, bright red, component selects events likely to be from cells.
Figure adapted from [24]

4. Plot a two-dimensional density map of all events, with a convex
hull around the selected events. Optionally, also plot the con-
vex hulls of the events that would be selected for each other
component. Figure 6 shows an example of selecting the cell
component for a two-component GMM.

5. Compare selected component with size beads to determine is
estimated diameter of cell-like events is consistent with experi-
mental expectations.

6. If the distribution of events is such that cell-like events are not
well identified by two standard deviations from the smaller
standard deviation component of a two-component GMM,
then select a different component, adjust the number of com-
ponents, and /or adjust the number of standard deviations until
a reasonable selection is achieved. Adjust components before
adjusting the number of standard deviations, increasing the
number incrementally until the best fit is identified.

Explanatory notes and information on alternatives may be
found in Subheading 4.9.

In order to quantify the fluorescence due to the presence of a
fluorescent reporter, two other sources of fluorescence must be
removed from its channel: cell autofluorescence (estimated from
the negative control or null control) and spillover fluorescence from
other fluorescent reporters due to spectral overlap (estimated from
single-color controls). Together, this removal process is known as
compensation and is handled via linear transformations. Here we
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Fig. 7 Example of an autofluorescence model computed from a negative control
(the solid red line shows mean, and dotted red lines show + 2 std. dev.), plotted
against a linear scale histogram of events from the sample. Note the use of a
linear scale and arithmetic statistics rather than logarithmic in this case.
Figure adapted from [24]

present a minimal protocol for compensation for this context; a
more general presentation of compensation and the principles
behind it may be found in [6, 7] (Fig. 7).

For each channel for a fluorescent reporter, compute an auto-

fluorescence model for that channel:

1.

2.

Load events from the negative control (or null transfection if
one was used per Subheading 4.2)

Gate events to retain only cell events, using the gate computed
in Subheading 3.5.

. Compute the arithmetic mean and standard deviation for all

cell events in the sample.

For each channel for a fluorescent reporter, compute the spec-

tral overlap model from that channel into other channels:

. Load events from the single-color control for the channel.

. Gate events to retain only cell events, using the gate computed

in Subheading 3.5, and subtract autofluorescence means to
convert to net fluorescence.

. Compute a parametric analysis of all other fluorescence chan-

nels (passive channels) with respect to the expressed fluorescent
reporter (driven channel).

. For each passive channel, select the significant bins by selecting

only those where the passive channel mean net value is above
2 std. dev. of channel autofluorescence.

. If there is at least one significant bin, the spectral overlap is

computed as a constrained linear fit (slope=1) for passive ver-
sus driven values for the significant bins. Otherwise, spectral
overlap is zero. An example of computing spectral overlap is
shown in Fig. 8a.
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3.7 Fluorescent
Channel Gonversion

Color Compansaticn Madel Compensated Positive Control
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Fig. 8 (a) Example of calculating spectral overlap, in this case from the PE-Tx-
Red-YG channel (driven) into the FITC-A channel (passive), finding a spillover
rate of a little under 1%. Black dots are the parametric means of significant bins,
and the red line is the constrained linear fit for spectral overlap. (b) Example of
compensation verification plot using the compensated values for the same
sample and channels. Black dots are means of selected bins, and black lines
are visualizing bin levels. Figure adapted from [24]. (a) Single-Color Control
analysis. (b) Compensated Single-Color Control

6. Compensation for spectral overlap is computed by dividing a
vector of net fluorescence values by the spectral overlap matrix.

7. Verify correct compensation with a log-linear plot of compen-
sated event values for each single-color control with respect to
each driven channel, which should produce a balanced distri-
bution centered on zero. An example is shown in Fig. 8b.

Given the autofluorescence and spectral overlap model, com-
pensated fluorescence values are produced by first subtracting auto-
fluorescence mean from each channel and then dividing by the
spectral overlap matrix.

Explanatory notes and information on alternatives may be
found in Subheading 4.10.

1. Load events from the multi-color control.

2. Gate events to retain only cell events, using the gate computed
in Subheading 3.5, and compensate to net fluorescence using
the compensation model computed in Subheading 3.6.

3. For each fluorescent channel C other than the Molecules of
Equivalent FLuorescein (MEFL) channel, compute a para-
metric analysis of channel C and the MEFL channel with
respect to a third channel.

4. Select the significant bins by selecting only those where the
channel mean net value for both the C and MEFL channels is
above 2 std. dev. of channel autofluorescence.

5. The unit conversion factor from Cto MEFL is computed as a
constrained linear fit (slope=1) for C mean net values versus
MEFL mean net values for the significant bins. Figure 9 shows
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Color Translation Model
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Fig. 9 Example of multi-color control being used to build a channel unit
conversion model. Colors show the density of data; black marks show
parametric geometric mean of blue (Pacific Blue-A) and yellow (FITC-A)
fluorescence with respect to red fluorescence (parametric axis not shown) for
significant bins at 10 bins per decade. The red line shows the mean scaling
factor for blue arbitrary units to yellow arbitrary units. Figure adapted from [24]

an example of computing a color translation model from the
Pacific Blue channel to the FITC channel, parameterized by
values on a Texas Red channel.

Explanatory notes and information on alternatives may be
found in Subheading 4.13.

1. Load events for each experimental sample.

2. Gate events to retain only cell events, using the gate computed
in Subheading 3.5.

3. Compensate to net fluorescence using the compensation
model computed in Subheading 3.6.

4. Translate all fluorescence channels to the MEFL channel using
the conversion factor computed in Subheading 3.7.

5. Convert to units of MEFL (fluorescence channels) and Exm
(ESC-A) using the conversion factors calculated in Subhead-
ings 3.3 and 3.4, respectively.

Figure 10 shows an example of a sample’s raw event distribu-
tion converted to a calibrated cell event distribution.

Once data have been gated and converted to MEFL and Eum,
the further analyses that will be of value will depend on the specifics
of the experiment. The same histogram and parametric analyses as
have been used above, however, are also typically useful for analyz-
ing some common experimental properties of interest.

1. Distribution of transfection levels can be analyzed by fitting a
Gaussian mixture model (GMM) to a log-scale histogram anal-
ysis of a constitutive fluorescent reporter. Figure 11a shows a
typical transient transfection distribution from lipofection.
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Fig. 10 Example of data from a flow cytometry file transformed by the full gating and calibration model (gating,
compensation color translation, and ERF units). Colors show the density of data; black marks show parametric
geometric mean of yellow fluorescence with respect to red fluorescence at 10 bins per decade. Note that the
transformed data have an enriched relative density of strongly transfected cells, that these cells have a more
balanced distribution, and that the two axes have the same MEFL units. Figure adapted from [24]. (a) Raw FCS
data distribution. (b) Calibrated cell data distribution
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Fig. 11 Examples of log-scale statistical analysis, as applied to transient transfection samples: (a) log-scale
histogram analysis of transfection marker expression, showing a bimodal distribution of transfection levels. (h)
Parametric analysis of two test conditions of a repressor under high or low induction, comparing input
fluorescence protein (IFP) expression levels versus output fluorescence protein (OFP) expression levels, binned
with respect to the strongly transfected range of a constitutive fluorescent protein. Figure adapted from
[24]. (a) Histogram Analysis. (b) Parametric Analysis

2. The behavior of transfected constructs can be analyzed by a
parametric analysis of the experimental fluorescent reporters
with respect to a constitutive fluorescent reporter. The para-
metric range should be limited to only strongly transfected
cells. Figure 11b shows an example of comparing test condi-
tions using parametric analysis with respect to a constitutive
fluorescent reporter.

Explanatory notes and information on alternatives may be
found in Subheading 4.14.
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4 Notes

4.1 Notes on
Reagents

4.1.1

Calibrant Reagents

This section presents common issues that can occur in quantifying
transient transfections in mammalian cells with flow cytometry and
adjustments to the method that can be used to resolve these issues.

For calibration and quality control on a flow cytometry study, two
classes of calibrants are needed: calibrant reagents and cellular
calibrants.

Calibrant reagents are materials with known optical properties
that are used to compute a unit conversion factor between the
arbitrary unit values output by a flow cytometer and the physical
properties of size and molecule count. Failures in calibrant reagents
are typically uncorrelated with failures in the preparation of the
experimental samples to be assayed, so these calibrants serve as a
process control testing for correct operation of the flow cytometer.

Cellular calibrants, on the other hand, are positive and negative
controls that establish the expected dynamic range of cellular beha-
viors in each fluorescent channel and the relationships between
measurements in different channels. Failures in cellular calibrants
are typically correlated with failures in the preparation of experi-
mental samples, so these calibrants serve as a process control testing
for correct execution of the preparation of experimental samples.

* SpheroTech Ultra Rainbow Quantitative Particle Kit

(URQP-38-6K)

— This kit provides beads with six different intensities of fluo-
rescence and NIST-certified Equivalent Reference Fluoro-
phore (ERF) value that map each intensity to an equivalent
number of fluorescent molecules on four channels: fluores-
cein, Nile Red, APC, and Coumarin 30. Calibrant should be
stored, handled, and dispensed according to the manufac-
turer directions. One kit provides sufficient materials for
many assays.

— These beads are used to compute a linear unit conversion
factor that maps fluorescence channel values to molecules of
equivalent fluorophore. The specific units depend on the
channel, e.g., Molecules of Equivalent FLuorescein (MEFL).

— Alternate beads may be substituted but must have multiple
separable intensities and certified ERF values, one set of
which must be for fluorescein.

* SpheroTech Polystyrene Particle Size Standard Kit
(PPS-6K)

— 'This kit provides beads with six different diameters. Calibrant
should be stored, handled, and dispensed according to the
manufacturer directions. One kit provides sufficient materials
for many assays.
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Fig. 12 Example genetic constructs for cellular controls, for an experiment with red and green fluorescence,
adding blue fluorescence as a transfection marker, plus the optional null transfection control (see Subheading
4.2)

— These beads are used to compute a nonlinear unit conversion
function that maps forward scatter area (FSC-A) values to
estimated diameter in units of equivalent micron particle
diameter (Egm).

— Alternate beads may be substituted but must be monodis-
perse and must have multiple separable sizes.

— Certified size beads are not currently available but should be
preferred if they become available in the future.

4.1.2  Cellular Calibrants The set of cellular calibrants to be used is shown in Fig. 12.

» Wild-Type Negative Control

— For each strain of cell used, at least one replicate with a sample
of wild-type cells, i.e., not transformed with any construct.
For example, it CHO and HEK293 cells are included in the
experiment, there should be at least one sample of wild-type
CHO and at least one sample of wild-type HEK293.

— The wild-type control is used to estimate autofluorescence
and to assess strain response to culturing and/or other sam-
ple preparation activities.

— The wild-type control should be cultured and/or otherwise
prepared alongside the experimental samples, but not given
any other experimental treatment.

+ Single-Color Controls

— For each fluorescent reporter used, at least one replicate
transiently transfected with a construct for strong constitu-
tive expression of the fluorescent reporter (and no other
genetic function in its design).

— Transient transfection is preferable to integration, as it is both
taster and produces a wider range of expression levels, includ-
ing some that are much stronger.

— The single-color controls are used to estimate spectral overlap
between channels and to assess strain response to culturing.
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— Fluorescent reporters should be selected such that no pair of
channels has more than a 10% spectral overlap. This typically
allows three fluorescent reporters (red /green/blue) or four if
deep red/infrared fluorescence is used.

— The single-color controls should be cultured and/or other-
wise prepared alongside the experimental samples, but not
given any other experimental treatment.

¢  Multi-color Control

— At least one replicate transiently co-transfected with equal
doses of single-color control constructs for all of the fluores-
cent reporters used, where the constructs differ only in their
fluorescent reporter (i.e., the vector and regulatory regions
are identical) and have identical dosages in the
co-transfection.

— The multi-color control is used to estimate unit conversions
from fluorescent channels, such that the expression levels of
different fluorescent reporters can be directly compared in
the same molecular units. If only reference fluorophores are
used, then ERF values can be compared directly, but refer-
ence fluorophores are typically small-molecule dyes rather
than biologically expressed reporter constructs. With biolog-
ically expressed reporters, ERF values for different channels
are generally incommensurate due to the differences in rela-
tionship between fluorescent reporter and reference fluoro-
phore. For example, the relationship between fluorescein and
GFPmut3 in the FITC-A channel is expected to be different
from the relationship between Coumarin 30 and EBFP2 in
the Pacific Blue-A channel.

— The recommended unit to convert to is Molecules of Equiv-
alent FLuorescein (MEFL), as fluorescein channels are com-
mon and often have similar spectral properties and as
fluorescein has similar spectral properties to those of many
green fluorescent reporters.

— It is preferable that the multi-color control has at least three
colors, as this will allow better segmentation into subpopula-
tions for analysis.

— The multi-color control should be cultured and/or other-
wise prepared alongside the experimental samples, but not
given any other experimental treatment.

— This control may be omitted if the only experimental fluores-
cent reporter is measured in the fluorescein channel (e.g.,
GFP and YFP). If there is no experimental reporter measured
in the fluorescein channel, then a strong constitutive expres-
sion construct for such a reporter should be added to the
multi-color control and also as an additional single-color
control.
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4.1.3 Experimental
Samples

4.2 Null Transfection
Gontrol

4.3 Data Collection

— This control depends on the relatively low sensitivity of
mammalian promoter transcription rates to the contents of
the coding sequences being transcribed, such that the tran-
scriptional activity of each co-transfected construct can be
expected to be equivalent. This control also depends on
co-transfection introducing a large number of plasmids to
cach cell (typical of many protocols for mammalian transient
transfection, e.g., lipofection), which means that strongly
transfected cells should have a ratio between plasmids tightly
distributed around 1:1. These assumptions often do not hold
for other types of cells or transformations.

» Experimental samples should be prepared according to the
experimenter’s study design.

* The single-color control for a non-conflicting fluorescent
reporter should be co-transfected along with the experimental
construct or constructs. During analysis, this fluorescence chan-
nel will be used as a transfection marker, enabling parametric
analysis of behavior with respect to transfection copy count.

» Experimental samples should be cultured along with the cellular
calibrants and should be measured at the same time as both the
calibrant reagents and cellular calibrants, in order to maximize
the likelihood that issues with the protocol or instrument can be
detected. Note that single-color and multi-color controls may
simultaneously server as experimental samples, if appropriate for
the experiment design.

Some strains of cell respond to some transfection protocols or some
vector backbones with large increases in autofluorescence. This is
most often in red channels and often indicates that cell viability is
degraded. If this is suspected to be the case, then a null transfection
control should be added, in which cells are transfected with a vector
that contains none of the constructs under study. This construct
will then be used for estimating autofluorescence instead of the
wild-type, but wild-type will still be used for assessing strain
response to culturing.

* The minimum size threshold trigger is needed because flow
cytometers typically have limits in the rate at which events can
be recorded, and if the instrument’s recording capability is
saturated, then many cell measurements will be lost.

» Forward scatter and size scatter will be used to gate out non-cell
particles and multi-cell clumps, and thus the height and width
channels, if available, are useful in addition to the area channels.

* In fluorescent channels only area is needed, as that is the channel
that will be used to estimate equivalent molecule counts.



4.4 Small Fraction of
Cell-Like Particles

4.5 Alternative
Statistics Analyses
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* In a transient transfection, cells generally receive a widely varied
number of copies of the plasmid or a co-transfected set of
plasmids. Collecting a larger number of events allows a para-
metric analysis in which events are divided into subpopulations
by transfection marker (see Subheading 3.2).

 If the subpopulation analysis is not needed (e.g., for integrated
constructs), the number of events can be reduced to 10,000 to
30,000.

If the number of cell-like particles making it through gating is small
(under 50%), this may indicate problems with data collection. This
may be diagnosed with a plot of forward versus side scatter for the
wild-type negative control.

 If the distribution of cell-like particles is truncated against a low
threshold, the instrument’s forward scatter trigger for event
capture likely needs to be lowered.

» If there are smaller particles than cell-like particles, the instru-
ment’s forward scatter trigger for event capture likely needs to
be raised.

+ If shifting triggers does not correct the problem, then the flow
rate may need to be lowered in order to decrease the rate at
which events occur.

Many flow cytometry analyses recommend the use of median or
mode values instead of geometric means. The median often gives
values that are very similar to the geometric mean, but it does not
have a biological distribution theory supporting its use. As a result,
although other percentiles can provide some notion of deviation,
there is no principled equivalent of geometric standard deviation of
multi-modal log-normal fits to guide the interpretation of median-
based analyses.

Mode-based analysis is typically presented as finding a peak or
maximum in a histogram. While this works well in some cases,
biological variability and the inherent quantization associated with
binning to produce a histogram mean that there is often significant
uncertainty in the location of the mode, and the value can be
strongly affected by the details of how a histogram is computed.
The same qualitative goals can thus often be better satisfied by use
of the multi-modal geometric statistics.

Finally, it is useful to note that log-scale statistics are ill-defined
for non-positive numbers and thus do not provide correct results
for small values, where error tends to be dominated by arithmetic
contributions from instrument noise or fluorescence compensa-
tion. This is often addressed in visualization by using a
bi-exponential or “logicle” remapping [25], which provides a
clean visual transition between regions of geometric and arithmetic
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error dominance, but which involves an arbitrary cutoft and does
not shed light on the underlying question of biological activity.
Better methods for incorporation of low and negative flow cyto-
metry values into analysis remains an open question.

4.6 Bead-Based
Fluorescence Channel
Calibration

4.7 Bead-Based .
Particle Size
Calibration

Channel range (e.g., voltage) should be set based on the cells to
be measured, not the beads. It is acceptable for some beads to be
saturated high, lost to low noise, or otherwise not have usable
peaks. For purposes of fit quality, however, it is preferable to
have at least three usable peaks.

Low-valued peaks, typically below around 10% arbitrary units,
will often be blurred due to instrument noise or other issues. It is
better to exclude these peaks and use only the better-defined
peaks at higher values.

Bead doublets will often form a small peak with a value twice that
of the primary peak for each expected bead intensity. Sometimes,
a third triplet peak with a three-times value will also be distin-
guishable. Data from these doublet and triplet peaks should be
excluded from peak calculations.

Mean fit error should be under 10%. Higher error typically
indicates that peaks have not been correctly identified: see Sub-
heading 4.8 for likely issues.

Remember that the ERF values are not actually the number of
molecules of the fluorescent reporter, but the amount of fluo-
rescence that would be produced by that number of molecules
of the reference fluorophore. With good spectral matching
between the fluorescent reporter, reference fluorophore, and
measurement channel, however, the impact of this difference is
likely to be less than the magnitude of error from other sources
[9]. Fluorescent reporter molecules also may not properly
mature to give full fluorescence due to biological issues such as
incomplete folding, lack of oxygen, pH range, etc.

Channel range (e.g., voltage) should be set based on the cells to
be measured, not the beads. Due to the smaller range of typical
cell sizes, however, it is typically possible to set FSC-A range to
be appropriate for cell measurement and also to keep all beads in
a range where peaks can be clearly distinguished.

If the channel cannot be adjusted to make all bead peaks distin-
guishable, it is acceptable for some beads to be saturated high,
lost to low noise, or otherwise not have usable peaks. For
purposes of fit quality, however, it is preferable to have at least
three usable peaks.

Likewise, if there are low-valued peaks, typically below around

102 arbitrary units, that are blurred due to instrument noise or
other issues. It is better to exclude these peaks and use only the
better-defined peaks at higher values.
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At present there is generally a higher degree of variability in size
beads than rainbow beads due to differences in the available
calibrant materials. Doublet and triplet peaks are typically less
of an issue with size beads, however, due to the lower amount of
separation between peaks.

Unlike with color beads, this conversion should not have a unit
slope, as there is a nonlinear relationship between diameter and
forward scatter [26, 27]. Unit transformation will thus be a
nonlinear function.

Mean fit error should be under 10%. Higher error typically
indicates that peaks have not been correctly identified: see Sub-
heading 4.8 for likely issues.

In addition to the notes already presented in Subheadings 3.3 and
3.4, other common issues in identifying bead peaks are small
counts, high background, blurred peaks, and offset peaks.

If the number of events per peak is small, on the order of 200 or
less per peak, then the precision of unit conversion is likely to be
poor. This issue also typically indicates problems with the FSC
threshold for event capture.

— If the total number of events in the bead file is low, this
typically indicates that the event capture threshold is
too high.

— If'the total number of events is as expected, but most are low
values not forming clean peaks, this typically indicates that
the event capture threshold is too low.

High levels of background events between peaks can make peaks
difficult to identify or separate. If this occurs for values higher
than around the 10? arbitrary units, this typically indicates an
instrument that is dirty or has other service issues that are
creating the high rates of background events.

If there are peaks, but they do not generally have a single highly
distinct maximum (e.g., wide peaks or doubled peaks), then this
generally indicates an instrument hardware issue that requires
service, such as lasers having come out of alignment.

If there are clear peaks, but they do not produce a good linear fit,
this typically indicates that the peak identities have been offset
from their true identities, e.g., peaks 4—6 have been mis-labeled
as peaks 2—4.

Forward scatter area (FSC-A) and side scatter area (SSC-A)
channels are often sufficient for gating.

Including height and width channels can help further refine cell
selection, particularly with respect to excluding doublet events.
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4.10 Fluorescence
Compensation

4.11 Compensation
Problems

The autofluorescence mean will be used for compensation, sub-
tracted from each event to convert total fluorescence to net
fluorescence.

The autofluorescence standard deviation will be used to deter-
mine where values cannot be distinguished from autofluores-
cence. Any value less than 2 std. dev. net fluorescence should be
considered equivalent to autofluorescence. Truncating such
values (e.g., to a minimum net fluorescence of 1) will also
remove non-positive net fluorescence values, which are prob-
lematic for log-scale statistics.

Linear statistics are used with autofluorescence because the
instrument measurement noise is typically expected to dominate
the variability of autofluorescence measurements. If this is not
the case, it may be necessary to use null transfections and /or to
switch to geometric statistics.

For single-color controls, the parametric function for each chan-
nel should either be consistently near zero (no significant over-
lap) or a “dog-leg” that is near zero for low values but then
switches to a tight linear relation with unit slope at the point
where spectral overlap begins to exceed autofluorescence.

For good resolution on low values, spectral overlap should be
less than 10%.

If spectral overlap is more than 10%, the level of effective overlap
can be reduced by adjusting the choice of fluorescent reporter
and/or channel voltage.

Expression of the single-color control is too weak if it could not
be used to identify at least a 1% spectral overlap. Typically this
means that there should be significant numbers of events
through at least the 10* to 10° arbitrary unit range. Weak
expression can be caused by a number of issues:

— The selected channel may not be a close enough match for
the excitation and emission properties of the fluorescent
reporter, such that only a small fraction of the potential
fluorescent energy is being measured, in which case either
the channel or the reporter should be changed.

— The fluorescent reporter may have poor brightness or there
may be stronger than usual autofluorescence in the selected
channel, in which case the reporter should be changed.

— The fluorescent reporter may be a poor choice for the proto-
col (e.g., mismatched chemical properties), in which case the
reporter should be changed.

— If none of these is the case, then it is an indicator that there
are problems with the reporter construct (e.g., poor
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promoter strength and interference between promoter and
reporter) and/or the experimental protocol.

If compensation verification shows a failure, i.e., the center of
the distribution does not stay roughly centered on zero, this is
typically caused by problems with one or more of the single-
color controls or their analysis.

— Weak expression can cause compensation failures and should
be addressed as discussed above.

— If the control has a “messy” distribution instead of the
expected pattern of autofluorescence followed by a tight
linear unit slope, then it typically indicates problems in either
the reporter construct, experimental protocol, or cell gating.

— Instrument problems can also cause compensation failures,
but it is highly unlikely for this to be the case without the
problem already being identified during peak identification
for the color beads.

If there are no significant bins or there is a poor fit (more than
10% error), first check the single-color controls to see if their
expression is weak or “messy,” per Subheading 4.11.

If all of the single-color controls are strong and have clean
distributions, then it is likely that there is a problem with the
co-transfection protocol or the specifics of the multi-color
control.

If there are only two channels, compute a parametric analysis of
the second channel against the MEFL channel.

If there is no MEFL channel, another ERF-calibrated channel
can be substituted, but this is not desirable because it will make it
more difficult to compare data with data produced by experi-
ments using MEFL.

If there are no significant bins or the mean fit error is more than
10%, this indicates a problem with the multi-color control. See
Subheading 4.12 for likely issues.

Some of the cellular process controls are likely to also be used as
experimental controls.

There are typically two major components in a transient trans-
fection distribution: strongly transfected cells and transfection
failures. A strong lipofection should typically have more than
50% of the cells in the strongly transfected component.

If less than 30% of cell events are in the strongly transfected
component, this usually indicates a failure of the transfection
protocol.
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4.15 Transfection
Problems

* Biologically, it is not clear whether transfection failure means no
transfection or just few copies. The transfection failure compo-
nent should typically be excluded from experimental analysis in
any case, as the behavior of cells in the transfection failure
component is generally qualitatively different from those in the
strongly transfected component.

* Insome cases, the fit for a transfection level distribution is better
when a third component is included in the middle, though it is
unclear whether this represents a true third population or if the
better fit is due to a distribution asymmetry, e.g., due to cellular
resource limitations.

» A significant drop in the strongly transfected component of a
transfection distribution from run to run or from sample to
sample is often an indication of problems in the protocol execu-
tion that will render the data from the less-well-transfected
samples unreliable.

» With transient transfection, parametric analysis generally pro-
vides more insight than bulk statistical analysis because of the
high variability in transfection level.

Figure 13 shows examples of experimental samples failing quality
control due to differences between expected and observed trans-
fection distributions. In Fig. 13a, the lowest three samples have
significantly lower strongly transfected components than the rest,
which are tightly bunched. Those three samples were thus consid-
ered to be likely protocol failures and excluded, even though they
have more than 50% of their events in the strongly transfected
component. In Fig. 13b, the entire collection of samples is showing
a strongly transfected component containing less than 30% of the
cell events, and thus the entire experimental run was considered
likely to have been affected by a protocol failure and was rerun.

Sampler bin counts, colored by inducer level

Fine bin counts, colored by inducer level

CFP MEFL CFP MEFL

(a) (b)

Fig. 13 Example of distribution expectations allowing identification of individual
bad samples (a) and a full batch of samples gone wrong from a badly executed
protocol (b). (a) Problematic Samples. (b) Problematic Experiment
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i Chapter 12

RNA Switches Using Cas Proteins

Moe Hirosawa and Hirohide Saito

Abstract

Expanding the number of available RNA-binding proteins (RBPs) is vital to establishing posttranscriptional
circuits in mammalian cells. We focused on CRISPR-Cas systems and exploited Cas proteins for their
versatility as RBPs. The translation of genes encoded in an mRNA becomes regulatable by a Cas protein by
inserting a crRNA /sgRNA sequence recognizable by the specific Cas protein into its 5’UTR. These Cas
protein-responsive switches vastly expand the available tools in synthetic biology because of the wide range
of Cas protein orthologs that can be used as trigger proteins.

Here, we describe the design principle of Cas protein-responsive switches, both plasmid and RNA
versions, using Streptococcus pyogenes Cas9 (SpCas9) as an example and show an example of its use in
mammalian cells, HEK293FT cells.

Keywords CRISPR—Cas system, RBP, Aptamer, Protein-responsive switch, Translational regulation

Abbreviations

crRNA CRISPR RNA

mRNA messenger RNA

RBPs RNA-binding proteins
sgRNA single guide RNA

SpCas9 Streptococcus pyogenes Cas9
tracrRNA  trans-activating crRNA
UTR untranslated region

1 Introduction

Protein-responsive mRNA switches, which contain a specific
protein-binding sequence (aptamer) in the 5'UTR, regulate the
translation of its encoded gene in response to a trigger protein
[1, 2]. In the absence of the trigger protein, the typical mRNA
switch is in the ON state by default and expresses the encoded gene.
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On the other hand, when the trigger protein is present, it binds to
the aptamer in the 5'UTR and inhibits translation, hence switching
to the OFF state. Such switches can potentially build complex
genetic circuits because RBPs can function as both input and
output [3, 4]. However, the limited number of RBPs available to
control translation has hindered the implementation of such post-
transcriptional circuits in mammalian cells.

We focused on Cas proteins as an ideal candidate for construct-
ing protein-responsive mRNA switches. Cas proteins interact with
their corresponding crRNA or sgRNA, a chimera of a crRNA and a
tracrRNA [5]. Hence, Cas proteins can be used as translational
regulators when their corresponding crRNA/sgRNA sequences
are inserted into the 5'UTR of mRNAs (Fig. 1a). Many Cas pro-
teins have been characterized to date [6], and indeed we demon-
strated their high orthogonality in regulating target mRNA
translation [7]. Thus, by employing Cas proteins, we have
expanded the diversity of RBPs capable of functioning as the trans-
lational regulator of protein-responsive mRNA switches for multi-
plex applications. In addition, such switches can be combined with
existing CRISPR-Cas technologies from the genome editing field
to facilitate the construction of an assortment of complex synthetic
biological circuits.

In this chapter, we detail the construction of Cas protein-
responsive switches (plasmid and mRNA versions) and illustrate
their application in mammalian cells.

2 Materials

2.1 Plasmid
Construction

1. pAptamerCassette-EGFP plasmid (available from Addgene,
#140288).

. Oligo DNA (se¢ Table 1).
. T4 polynucleotide kinase (TAKARA).
. 10x kinase buffer (TAKARA).

. 75 mM ATP (Ambion, supplied with MEGAscript T7 Tran-
scription Kit) or equivalent products.

. Annealing buffer (20 mM Tris—HCI, 5 mM NacCl).
. Ligation High ver.2 (TOYOBO).

. rAPid alkaline phosphatase (Roche).

. Agel and BamHI.

10. KOD -Plus- Neo (TOYOBO).

11. MinElute PCR Purification Kit (QIAGEN) or Monarch PCR
& DNA Cleanup Kit (NEB).

12. Midiprep kit (QIAGEN or Promega).

[S2NNT NS I \S ]

O 0 NN O
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A

Absence of Cas protein
— Output protein

) @ D

Cﬁ chNNgRNA GO —Poly

Presence of Cas protein

chNNg RNA GO — Poly(A)

B

pAptamerCassette-EGFP

dp G|GATC C TAATACGACTCACTATA A|CCGG T —{'EGFEL—
skl C CTAG|GATTATGCTGAGTGATAT T GGCCJA
Nhel BamHI Agel
C
Insert for switch
5'-GATCC AGATCTA- 3
3-g| ORNAIGRNA | e AGATGGCC -5
— | | |
BamHlI Bglll Agel
D
Trigger
Cas protein
— Promoter (e.g', Spcasg)
Reference

Fig. 1 Overview of the Cas protein-responsive switch. (A) Mechanism of the Cas protein-responsive switch.
This switch contains a crBNA/gRNA sequence for interaction with the corresponding Cas protein in its 5’UTR.
In the absence of Cas protein, output protein is expressed from the switch (top). On the other hand, in the
presence of Cas protein, output protein is not expressed from the switch (bottom). (B) Configuration around the
5'UTR of pAptamerCassette-EGFP. (C) Annealing the product derived from two synthetic oligo DNAs. BamHI
and Agel are used to insert crRNA/gRNA sequences into the pAptamerCassette-EGFP plasmid. (D) Configura-
tion of the trigger and reference plasmids
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Table 1

Oligo DNAs for switch plasmid

No. Oligo DNA name

Sequence (5’ -> 3')

1 BamH1-Gluc-Sp_

GATCCGAGATCAGGGCAAACAGAACTGTTTTAGAGCTAG

gRNA-Bgl2-Agel_code AAATAGCAagttaaaataaggctagtccgttatcaacttgaaaaagtggeaccgagt

2 BamH1-Gluc-Sp_

cggtegcAGATCTA
CCGGTAGAT CTgcaccgactcggtgccactttttcaagttgataacggactagectta

gRNA-Bgl2-Agel_temp ttttaact TGCTATTTCTAGCTCTAAAACAGTTCTGTTTGCC

CTGATCTCG

Underline: Sp_gRNA backbone

GAGATCAGGGCAAACAGAAC: spacer sequence for targeting an exogenous gene, Gaussia luciferase

2.2 RNA Template
and RNA Construction

2.3 Cell Culture,
Plasmid/RNA
Transfection, and
Assay

[\

.

10

© % N o !

. SpCas9 coding plasmid (e.g., Addgene, plasmid #60599).
. Primer and oligo DNA (see Table 2).
. KOD -Plus- Neo (TOYOBO).

. MinElute PCR Purification Kit (QIAGEN) or Monarch PCR
& DNA Cleanup Kit (NEB).

. Dpn I (TOYOBO).

. MEGAscript T7 Transcription Kit (Ambion).

. Pseudouridine-5’-triphosphate (TriLink BioTechnologies).

. 5-Methylcytidine-5’-triphosphate (TriLink BioTechnologies).
. ARCA (TriLink BioTechnologies).

. RNeasy MinElute Cleanup Kit (QIAGEN) or Monarch RNA
Cleanup Kit (NEB).

. Antarctic phosphatase (NEB).
. MultiNA (SHIMADZU).

. SpCas9 expression plasmid (e.g., pcDNA3.1-SpCas9 [7] and

Addgene, plasmid #60599, etc.).

. Reference plasmid (e.g., pPCMV-tdiRFP670 [8])
. pcDNA3.1-myc-HisA plasmid (Invitrogen).
. Cultured cell lines. In this chapter, we use HEK293FT cells

(Invitrogen, #R70007).

. DMEM high glucose supplemented with 10% FBS.
. L-Glutamine (Invitrogen).
. Nonessential amino acids (Invitrogen).

. Sodium pyruvate (Sigma).

PBS.
. 0.25% trypsin—EDTA (Thermo Fisher Scientific).
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Primer/0Oligo
No. DNA name Sequence (5’ -> 3') Note
1 TAP_T7_G3C CAGTGAATTGTAATACGACTCACTATAGGGC 5’-UTR PCR and
fwd primer Fusion
PCR (control)
2 IVT _5prime_ CAGTGAATTGTAATACGACTCACTATAGGGC 5’-UTR PCR
UTR primer GAATTAAGAGAGAAAAGAAGAGTAAGAAG
AAATATAAGACACCGGTCGCCACCATG
3 RevSUTR primer CATGGTGGCGACCGGTGTCTTATATTTCTT
CTTACTC
4 Fwd3UTR primer TCTAGACCTTCTGCGGGGC 3’-UTR PCR
5 IVT_3prime_ TCTAGACCTTCTGCGGGGCTTGCCTTCTG
UTR primer GCCATGCCCTTCTTCTCTCCCTTGCACC
TGTACCTCTTGGTCTTTGAATAAAGCCTG
AGTAGG
6 Rev3UTR2T20 TTTTTTTTTTTTTTTTTTTTCCTACTCAGGC
TTTATTCAAAGACCAAG
7 SphcCas9 ORF CACCGGTCGCCACCATGGATAAGAAATAC Cas9 ORF

10

11

12

fwd primer

SphcCas9 ORF
rev primer

YF771_T7_
S5UTR_fwd

KWC00425_T7-
5UTR for
cassettel

KWC00427_
EGFP ORF_Rv

3UTRI120A

AGCATTGGAC

GCCCCGCAGAAGGTCTAGACTATCACACC
TTCCTCTTCTTCTTGG

ATTGTAATACGACTCACTATAGGGCGAAT
TAAGAGAGAAAAGAAGAGTAAG

TAATACGACTCACTATAggTCAGATCCGCT
AGCGGATCC

GCCCCGCAGAAGGTCTAGACTACTTGTA
CAGCTCGTCCATGCCGAGAG

ITTTTTTTTTITTTTTTITTTTTTTTTTITTTTT
TTTTTTTTTTTTTTTTTTTTTTTTTTTT
ITTTTTTTTTTTTTTTTTTTTTTTTTTT
ITTTTTTTITTTTITTTTTTTTTTITTITTTTTT
TTTTTCCTACTCAGGCTTTATTCA

iRFP670 Template
and EGFP
Template

Gluc-Sp_gRNA-
EGFP ORF

Fusion PCR Rev
and iRFP670
Template and
EGFP Template

11.
12.
13.

14.
15. FlowJo (BD).

Scientific).
Scientific) for DNA transfection.

Fisher Scientific) for RNA transfection.
Flow cytometer (e.g., BD Accuri C6).

Opti-MEM 1 Reduced-Serum Medium (Thermo Fisher
Lipofectamine 2000 Transfection Reagent (Thermo Fisher

Lipofectamine MessengerMAX Transfection Reagent (Thermo
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3 Methods
3.1 Construction of 1. Design two oligo DNAs (Table 1 and see Note 3):
the Cas Protein- « BamHI1-Gluc-Sp_gRNA-Bgl2-Agel_code.

Responsive Switch * BamH1-Gluc-Sp_gRNA-Bgl2-Agel_temp.

(The Principle of the ) ) ) o
Switch Is Described in 2. Phos.phorylatej Fhe oligo DNAs using the following condition:
Note 1) reaction condlpon—.37 (.’C for 30 min and heat the sample at
95 °C for 5 min to inactivate the enzyme (Table 3).
3.1.1 ‘?p Casgl- 3. Anneal the oligo DNAs using the following condition
Responsive SWItCh.(G/UC- (Table 4), and add 102.8 pL MQ to adjust the concentration
Sp_gRNA-EGFF) (Fig. 1 and of oligos to 70 nM.
See Note 2)
Table 3
Phosphorylation
Phosphorylation
component vol. final conc
D2W 6.75 uL up to 10 ul
10 x T4 Polynucleotide Kinase Buffer 1 uL 1 x
75 mM ATP 0.25 puL 1.875 mM
100 uM  Oligo DNA 1 uL 10 uM
T4 Polynucleotide Kinese 1 pL 20 U
Total 10 pL
Reaction
37 °C 30 min
95 °C 5 min
Table 4
Annealing
Annealing
component vol.
10 uM  Oligo DNA fwd 1 uL
10 yM  Oligo DNA rev 1 L
Annealing Buffer 38 uL
Total 40 pL
Reaction
95 °C 4 min
80 °C 1 min
73 °C 5 min
25 °C 10 min
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Ligation

RNA Switches Using Cas Proteins

183

Ligation
component vol.
70 nM Annealed Oligo DNAs 1 uL
10 fmol/uL  Digested plasmid 1 uL
Ligation High ver.2 2 uL
Total 4 uL

Reaction

[ 16°C | 30min |

3.2 Construction of
the Cas Protein-
Responsive Switch
and Its Trigger mRNA

3.2.1 Construction of the
SpCas9 mRNA (Trigger),
SpCas9-Responsive mRNA
(Gluc-Sp_gRNA-EGFP
mRNA, Switch),
pAptamerCassette-EGFP
mRNA (Control Switch), and
iRFP670 mRNA (Reference)
Templates

3.2.2 Construction of
RNA by In Vitro
Transcription (IVT) (See
Note 4)

. Digest the pAptamerCassette-EGFP plasmid with Agel and

BamHI and purify the digested plasmid with MinElute PCR
Purification Kit or Monarch PCR & DNA Cleanup Kit.

. Ligate the annealed oligo DNAs and the digested plasmid

using the following condition (Table 5).

. Transform E. coli with the product.

. Check the sequence and purify the product with a Midiprep kit.

. Perform PCR for the control 5’-UTR fragment, 3’-UTR frag-

ment, SpCas9 ORF (for trigger), Gluc-Sp_gRNA-EGFP ORF
(for switch), EGFP mRNA template (for control switch), and
iRFP670 mRNA template (for reference) using the following
condition (Table 6).

. Confirm the PCR products by agarose gel electrophoresis.
. After the PCR reaction, add 1 pLL Dpnl at 37 °C for 30 min to

remove methylated plasmid DNA. This reaction is performed
for the ORF PCR products, EGFP mRNA template, and
iRFP670 mRNA template.

4. Purify the PCR product.
. To construct the full-length mRNA template, perform fusion

PCR using the following condition (Table 7).

. Confirm the PCR products by agarose gel electrophoresis.
. Purify the PCR product.

. Perform the IVT reaction (37 °C for 6 h) using the following

condition (Table 8).

. To remove the template DNA, add 1 pL. TURBO DNase and

incubate at 37 °C for 30 min.

. Purify the mRNA. (We elute 40 pL.)
. Add 4 pL 10x Antarctic phosphatase buffer and 1 pL. Antarctic

phosphatase and incubate at 37 °C for 30 min.
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Table 6
First PCR
5-UTR
component vol. final conc
D2w 28 uL up to 50 pL
10 % Kod-plus-Neo Buffer 5 puL 1 x
2 mM dNTPs 5 uL 200 mM
25 mM MgS0O4 aq 3 uL 1.5 mM
10 uM Fwd primer (No.1) 1.5 pL 0.3 uM
10 uM Rev primer (No.3) 1.5 pL 0.3 uM
100 nM UTR oligo (No.2) 5 uL 10 nM
1 U/uL Kod+ polymerase 1 uL 0.02 U/uL
Total 50 uL
5-UTR
94 °C 2 min
98 °C 10 sec 13 Cycle
68 °C 10 sec 30 s/Kb
15 °C ©
3-UTR
component vol. final conc
D2wW 28 pL up to 50 pL
10 x Kod-plus-Neo Buffer 5 uL 1 x
2 mM dNTPs 5 uL 200 mM
25 mM MgSO4 aq 3 uL 1.5 mM
10 uM Fwd primer (No.4) 1.5 pL 0.3 uM
10 uM Rev primer (No.6) 1.5 pL 0.3 uM
100 nM UTR oligo (No.5) 5 uL 10 nM
1 U/uL Kod+ polymerase 1L 0.02 U/uL
Total 50 pL
3-UTR
94 °C 2 min
98 °C 10 sec 13 Cycle
68 °C 10 sec 30 s/Kb
15 °C ©

(continued)
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(continued)
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SpCas9 ORF, iRFP670 mRNA Template or EGFP mRNA Template

component vol. final conc
D2w 28 L up to 50 pL
10 x Kod-plus-Neo Buffer 5 pL 1 x
2 mM dNTPs 5 pL 200 mM
25 mM MgS0O4 aq 3 pL 1.5 mM
10 uM Fwd primer (No.7 or 9) 1.5 L 0.3 pM
10 uM Rev primer (No.8 or 12) 1.5 pL 0.3 pM
10 ng/pL Plasmid 5 puL 1 ng/pL
1 U/uL Kod+ polymerase 1 L 0.02 U/uL
Total 50 pL

Plasmids used

- For SpCas9 ORF: pHL-EF 1a-SphcCas9-iP-A (Addgene, plasmid #60559)
- For iRFP670 mRNA Template: pUC19-iRFP670 wo T7fwd (7)

- For EGFP mRNA Template: pUC19-EGFPv2woT7r (7)

Primers used

- For SpCas9 ORF: primers 7 and 8
- For iRFP670 and EGFP mRNA Templates: primer 9 and 12
**iIRFP670 and EGFP mRNA Templates are completed in this PCR reaction.

30 s/Kb

30 s/Kb

30 s/Kb

SpCas9 ORF
94 °C 2 min
98 °C 10 sec 20 Cycle
68 °C 130 sec
15 °C o

iRFP670 mRNA Template
94 °C 2 min
98 °C 10 sec
60 °C 30 sec 25 Cycle
68 °C 52 sec
15 °C o

EGFP mRNA Template
94 °C 2 min
98 °C 10 sec

50-65 °C 30 sec 25 Cycle

68 °C 30 sec
15 °C o

(continued)
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Table 6
(continued)
Gluc-Sp_gRNA-EGFP ORF (switch)
component vol. final conc
D2wW 28 pL up to 50 pL
10 x Kod-plus-Neo Buffer 5 uL 1 x
2 mM dNTPs 5 uL 200 mM
25 mM MgSO4 aq 3 uL 1.5 mM
10 uM Fwd primer (No.10) 1.5 pL 0.3 uM
10 uM Rev primer (No.11) 1.5 pL 0.3 uM
10 ng/pL pGluc-Sp_gRNA-EGFP 5 uL 1 ng/uL
1 U/uL Kod+ polymerase 1 uL 0.02 U/pL
Total 50 pL

Gluc-Sp_gRNA-EGFP ORF

94 °C 2 min
98 °C 10 sec
50-65 °C 30 sec 25 Cycle
68 °C 30 sec 30 s/Kb
15 °C o

3.3 Validation

3.3.1 Preparation of

Samples

5. Purify the mRNA again.

6. Check the mRNA quality. We usually use a microchip electro-
phoresis system, MultiNA, but denaturing polyacrylamide gel
electrophoresis can be alternatively used to check the size of
mRNA:s.

1. Seed HEK293FT cells in a 24-well plate 24 h before the
transfection as follows:

(a)

Aspirate the medium from a dish containing HEK293FT
cells.

Wash the cells with 5 mL PBS and aspirate the PBS.

Add 1 mL 0.25% trypsin—EDTA and incubate at 37 °C for
5 min.

Add 9 mL DMEM medium and detach the cells by
pipetting.

Harvest the cells in a 15 mL conical tube.

Count the cell number using a cell counter.

Dilute the cells to a concentration of 2 x 10° cells/mL,

and seed 500 pL of the cell suspension per well of a
24-well plate.
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Table 7
Second PCR
Fusion PCR: SpCas9 mRNA Template
component vol. final conc
D2w 22 ub up to 50 pL
10 x Kod-plus-Neo Buffer 5 uL 1x
2 mM dNTPs 5 uL 200 mM
25 mM MgS04 aq 3 uL 1.5 mM
10 uM Fwd primer (No.1) 1.5 pL 0.3 uM
10 uM Rev primer (No.12) 1.5 ub 0.3 uM
10 ng/uL  Cas9 mRNA ORF 1 pL 0.2 ng/uL
100 nM 5-UTR 5 uL 10 nM
100 nM 3-UTR 5 pL 10 nM
1 U/uL Kod+ polymerase 1 uL 0.02 U/uL
Total 50 uL
SpCas9 mRNA Template
94 °C 2 min
98 °C 10 sec 20 Gycle
68 °C 140 sec 30 s/Kb
15 °C o

Fusion PCR: Gluc-Sp_gRNA-EGFP mRNA Template

component vol. final conc
D2w 27 uL up to 50 pL
10 % Kod-plus-Neo Buffer 5 uL 1 x
2 mM dNTPs 5 uL 200 mM
25 mM MgSO4 aq 3 uL 1.5 mM
10 uM Fwd primer (No.10) 1.5 ub 0.3 uM
10 uM Rev primer (No.12) 1.5 pL 0.3 uM
10 ng/uk  Gluc-Sp_gRNA-EGFP ORF 1 pL 0.2 ng/uL
100 nM 3-UTR 5 uL 10 nM
1 U/uL Kod+ polymerase 1 pL 0.02 U/uL
Total 50 pL
Gluc-Sp_gRNA-EGFP mRNA Template
94 °C 2 min
98 °C 10 sec
50-65 °C 30 sec 25 Cycle
68 °C 30 sec 30 s/Kb
15 °C S
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Table 8

IVT reaction for mRNAs

SpCas9 and iRFP670 mRNAs

component vol. final conc
D2W plL up to 10 pL
100-400 ng/pL Template DNA pL 10-40 ng/pL
x Buffer 1 pL 1 x
mM ARCA:GTP=4:1| 1L 6 mi
1.5 mM
mM  ATP 1 pL 7.5 mM
mM  5mC 1 uL 7.5 mM
mM ¥ 1 uL 7.5 mM
T7 enzyme 1 pL 1x
Total 10 pL

Template DNAs are full-length mRNA templates made in section 3.2.1.
All templates contain T7 promoter at 5' region.

Gluc-Sp_gRNA-EGFP (switch) and EGFP (control switch) mRNAs

component vol. final conc
D2wW uL up to 10 pL
100-400 ng/pL Template DNA pL 10-40 ng/pL
x Buffer 1 pL 1 x
mM ARCA:GTP=4:1| 1L 6 mi
1.5 mM
mM  ATP 1 uL 7.5 mM
mM CTP 1 uL 7.5 mM
mM  UTP 1 L 7.5 mM
T7 enzyme 1 pL 1 x
Total 10 pL

Template DNAs are full-length mRNA templates made in section 3.2.1.
All templates contain T7 promoter at 5' region.

3.3.2 Transfection of
Plasmid (See Note 5)

1. Mix 100 ng Cas protein-responsive mRNA switch plasmid,
400 ng trigger plasmid, and 100 ng reference plasmid in
Opti-MEM. We use pCMV-tdiRFP670 [8] as a reference
plasmid.

2. Add 2 pL Lipofectamine 2000 reagent to 48 pL. Opti-MEM.

3. Mix the two solutions above and incubate at room temperature
for 15-20 min.

4. Add 100 pL mixture per well of a 24-well plate and gently
shake the plate to mix.



3.3.3 Transfection of
mRNA (See Note 6)

3.3.4 Validation of the
Switch Performance
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. Incubate the cells until the analysis. (We incubate the cells for

24 h.)

. If needed (in case of cell toxicity is observed), change the

medium 4 h after transfection.

. Mix 100 ng spCas9 mRNA, 100 ng switch mRNA, and 100 ng

reference mRNA in Opti-MEM.

. Add 1 pL Lipofectamine MessengerMAX Reagent to 24 pL

Opti-MEM and incubate for 10 min.

. Mix the two solutions above and incubate at room temperature

for 5 min.

. Add 50 pL mixture per well of a 24-well plate and gently shake

the plate to mix.

. Incubate the cells until the analysis. (We incubate the cells for

24 h.)

. If needed (in case of cell toxicity is observed), change the

medium 4 h after transfection.

. Observe the cells with a fluorescence microscope. If needed,

capture the cell images.

. Aspirate the medium from the wells.
. Wash the cells with 500 pL. PBS and aspirate the PBS.
. Add 100 pL 0.25% trypsin—EDTA and incubate at 37 °C for

5 min.

. Add 200 pL. medium.
6. Suspend the cells by pipetting and filtering them through

a mesh.

7. Measure the fluorescence using a flow cytometer.

. Evaluate the switch performance (Fig. 2 and see Note 7).

4 Notes

. A Cas protein-responsive switch consists of a crRNA/gRNA

sequence, which binds to its corresponding Cas protein as an
input (trigger), and the open reading frame (ORF) of an out-
put protein (Fig. 1a). We can construct a variety of switches by
using different pairings of Cas protein and its corresponding
crRNA /gRNA. In addition, we can combine existing CRISPR-
based technologies such as the split-Cas system [7, 9, 10].

. The design principle of Cas protein-responsive switches is

almost the same as in the previous protocol [11]. The
pAptamerCassette-EGFP  plasmid contains three specific
restriction sites for Nhel, BamHI, and Agel in the 5’UTR.
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Fig. 2 Example result of SpCas9 protein-responsive switch in HEK293FT cells. (a) Plasmid transfection. (h)
RNA transfection. Top: representative dot plots of expression level from switch with (blue) and without (red)
SpCas9. Bottom: the relative reporter expression of a switch is shown. Data were normalized to the value of
the control switch without the gRNA sequence (no gRNA). Data represent the mean +SD (n = 3). Statistical
analyses were performed using an unpaired two-tailed Student’s t-test. The dot plots are a modified version of

Ref. [7]

Nhel and Agel are located just downstream of the CMV pro-
moter and upstream of the EGFP ORF, respectively. BamHI is
located between Nhel and Agel sites. Agel and BamHI are
used for inserting the crRNA/gRNA sequence (Fig. 1b).

. Because of the relatively short length of crRNA/gRNA

sequences, we use a short dsDNA derived from two synthetic
DNA oligos and insert the resulting ctrRNA /gRNA sequence
into the switch plasmid by ligation (Fig. 1c).

. To reduce the interferon response caused by long RNA

(mRNA), pseudouridine-5’-triphosphate and 5-methylcyti-
dine-5’-triphosphate are used instead of natural rUTP and
rCTD, respectively [12]. Alternatively, 1-methylpseudouri-
dine-5'-triphosphate can be used instead of natural rUTD.
Because Cas protein-responsive switches with modified bases
inhibit the interaction of Cas protein and its crRNA/gRNA,
natural rNTPs are used for switch /control mRNA of the Cas
protein-responsive switches.
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5. For plasmid transfection, we use pcDNA3.1-myc-HisA instead

of pcDNA3.1-SpCas9 as the “no-trigger control” and
pAptamerCassette- EGFP instead of the Cas-protein responsive
mRNA switch plasmid as the “no-crRNA /gRNA control.” To
validate the switch performance, we use fluorescent protein as
an output protein.

. For RNA transfection, we use EGFP mRNA instead of Gluc-

Sp_gRNA-EGFP switch mRNA as the “no-crRNA/gRNA
control.” For the “no-trigger control,” we do not transfect
SpCas9 mRNA. To validate the switch performance, we use
fluorescent protein as an output protein. Because switch/con-
trol mRNA consists of natural rNTPs, the interferon response
may become a problem in some cell lines (e.g., HeLa, A549
cells, etc.). In that case, co-transfection of vaccinia virus-
derived E3, K3, and B18R mRNAs evades this problem
[7,13].

. To calculate Relative reporter expression, we first normalized

the reporter expression level (EGFDP) by the expression level of
our reference protein (iRFP670) to minimize variations due to
transfection efficiency (Normalized Intensity (NI)). Then, we
divided the NI of the OFF state by that of the ON state to
calculate Relative Intensity (RI). Finally, we normalized the
effect of trigger protein induction itself by dividing the calcu-
lated RI for each experimental condition using that of the No
crRNA/gRNA condition. Thus, the formulas are described as
follows:

Normalized Intensity (NI) = 1000 x median of the ratio
(reporter intensity /reference intensity) of each cell.

Relative Intensity (RI) = (NI of trigger +) / (NI of
trigger —).

Relative reporter expression = (RI)/(RI of No crRNA/
gRNA sample).

. Information on the switch/trigger plasmids we constructed

can be obtained from [7].

. Some switches might show weak repression efficiency by insert-

ing crRNA/gRNA sequences into the 5'UTR only. In such
cases, the efficiency may be improved by optimizing the
crRNA /gRNA sequence [7, 8].
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Multiplexed Transactivation of Mammalian Gells Using
dFnCas12a-VPR

James W. Bryson and Susan J. Rosser

Abstract

CRISPR activation provides an invaluable tool for experimental biologists to convert correlations into
causation by directly observing phenotypic changes upon targeted changes in gene expression. With few
exceptions, most diseases are caused by complex polygenic interactions, with multiple genes contributing to
define the output of a gene network. As such researchers are increasingly interested in tools that can offer
not only control but also the capacity to simultaneously upregulate multiple genes. The adaptation of
CRISPR/Casl2a has provided a system especially suited to the tightly coordinated overexpression of
multiple targeted genes. Here we describe an approach to test for active targeting crRNAs for
dFnCas12a-VPR, before proceeding to generate and validate longer crRNA arrays for multiplexed target-
ing of genes of interest.

Key words CRISPRa, Casl2a, crRNA assembly, Multiplexed activation

1 Introduction

In recent years, CRISPR /Cas9 has proven to be a highly versatile
and potent tool not only to enable targeted mutagenesis [1] but
further to allow the manipulation of gene expression with relative
case through CRISPR activation (CRISPRa) or CRISPR inhibition
(CRISPRI) [2]. This is primarily due to the programmability of
their guide RNAs (gRNAs). Each gRNA is composed of a fused
crRNA (possessing the hybridizing spacer sequence) and
tractrRNA, which together ensure localization of the effector Cas
protein and any linked protein domains to targeted loci possessing
the flanking protospacer adjacent motif (PAM). CRISPRa has been
applied in a number of settings including cell reprogramming [3],
optimizing genetic circuits [4], and biosensor development [5].
While Streptococcus pyogenes Cas9 has become widely adopted,
newer variants of CRISPR have been discovered with diverse and
sometimes beneficial properties. Of note Casl2a, formally Cpfl
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[6], has been shown to be particularly amenable for multiplex
targeting when utilizing plasmids for delivery of targeting gRNAs
[7]. This is due to two key features of Casl2a. Firstly, targeting can
be achieved only guided by a crRNA (possessing the spacer
sequence responsible to loci recognition and the direct repeat
sequence which is recognized by the Casl2a protein). This con-
trasts with Cas9 which also requires a tracrRNA for successful
targeting. Secondly, Casl2a is able to process a single crRNA
array, containing multiple adjacent crRNA, through endogenous
RNase activity of the protein [6]. This effectively enables a single
short transcript to encode for the targeting of the Casl2a effector
protein to multiple unique loci. Furthermore, the short crRNA
sequences enable a cheap and simple oligo-based assembly reaction
to enable efficient assembly of crRNA arrays of user-defined lengths
and composition. The reduced cost and relative ease of scaling
crRNA numbers facilitates the expansion of experimental scope
for the user.

As with Cas9, multiple variants of Casl2a have been identified
with subtly different properties and diverse PAM sequences
[6]. Here we provide detail around the application of dFnCasl2a
for CRISPRa [8], with FnCasl2a being previously described to
possess a simpler PAM sequence than the more commonly used
As or Lb variants [9]. A simpler PAM sequence equates to higher
loci availability providing more targetable sites for a given region of
interest. We describe in detail the process for generating and testing
the activity of individual crRNAs before subsequently designing
and generating crRNA arrays for multiplexed targeting of multiple
genes to enable transactivation with dFnCasl12a-VPR.

The protocol here describes the design and generation of plas-
mids for the expression of single crRNAs. This involves key steps
including gene selection, crRNA spacer design, cloning of spacer
encoding oligos into an expression plasmid, and sequence verifica-
tion (Fig. 1). The protocol goes on to describe the process for
qRT-PCR analysis of relative gene expression after the cloned
crRNA expression plasmid is delivered alongside the plasmid
expressing dFnCas12a-VPR. Finally, the design and generation of
plasmids expressing crRNA arrays, encoding multiple unique
crRNA within a single transcript, is described alongside the
subsequent screening of activity for each of the targeted genes by
qRT-PCR (Fig. 2).

2 Materials

2.1 Equipment

1. Gel electrophoresis tank.
2. Thermocycler.
3. 37 °C incubator.
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A) Software-based selection of crRNAs

Choose target genes C RISPiCk
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Fig. 1 Design, assembly, and validation of single crRNA constructs. (a) Target genes are chosen before crRNA
spacers targeting their respective promoters are designed either using available software or manually. Oligos
are then designed and ordered based on the chosen spacer sequences. The hybridized oligos are cloned into a
digested crRNA expression plasmid before being Sanger sequence verified. Activity of the crRNA is subse-
quently assessed by transfecting into target cells and testing the relative expression of each targeted gene
using qRT-PCR. (b) After linearizing the crBNA expression plasmid using Esp3l, the gel-purified plasmid
backbone can be ligated with the hybridized oligo pairs

. Dry block incubator.

. Tissue culture flow hood.

. Tissue culture CO, incubator.
. Centrifuge.

. qRT-PCR machine.

o NN O Ul W

2.2 Consumables . Petri dishes.
. LB agar.

. Ampicillin.

. TAE buffer.

. Agarose.
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Fig. 2 Design, assembly, and validation of crRNA array constructs. (a) Validated crRNAs are chosen for genes
of interest. Oligos are then designed and ordered based on the sequence and order of chosen crRNAs.
Hybridized oligos are cloned into a digested expression plasmid before being sequence verified. Activity of the
array for multiple target genes can be assessed by qRT-PCR before proceeding to functional assays. (b) Oligos
for constructing crRNA arrays are designed as shown, where the first oligo pair will use an “AGAT” overhang
and a spacer 2-dependent overhang and the final oligo pair will use a spacer N-dependent overhang (where N
is the total number of spacers within the array) and an “AAAA” overhang. Intermediate oligo pairs will use an
overhang such that fragment number n will have one overhang within spacer n and one overhang within
spacer n+ 1

LB media.
50 mL falcon tubes.

24-well tissue culture plate.

© % N o

. Ordered oligos.
10. Target cell line (e.g., HEK293 cells).
11. Oligo d(T)20 primer.

2.3 Commercial 1. Commercial DNA /oligo synthesis (IDT) (see Subheadings 3.1
Reagents and 3.3 for design of oligos).
2. The crRNA expression plasmid pU6-Fn-crRNA (Addgene
plasmid #78958).



Multiplexed Transactivation of Mammalian Cells Using dFnCas12a-VPR 197

3.

4.

O 0 NN O U

13.
14.
15.
16.

17.

18.
19.

The dFnCasl2a-VPR expression plasmid (Addgene plasmid
#179520).

crRNA oligos (design and assembly described below, in figures
and tables).

. SYBR Safe (Thermo catalogue number—S33102).

. Esp3I (NEB catalogue number—R0734S).

. rCutSmart buffer (NEB catalogue number—B6004S).
. T4 PNK (NEB catalogue number—MO02018S).

. T4 DNA ligase (NEB catalogue number—M02025).
10.
. NEB bufter 3.1 (NEB catalogue number—B6003S).
12.

T4 DNA ligase buffer (NEB catalogue number—B0202S).

DH5a chemically competent E. coli (Thermo catalogue
number—18258012).

E.Z.N.A Plasmid DNA Mini kit (Omega Bio-Tek D6942-01).
Ndel (NEB catalogue number—RO01118S).
Xbal (NEB catalogue number—R0145S).

Power SYBR Green qPCR mix (Thermo catalogue number—
4368577).

E.ZN.A Total RNA kit 1 (Omega Bio-Tek -catalogue
number—R6834-01).

Superscript IV (Thermo catalogue number—18090010).

Lipofectamine 2000 (Thermo  catalogue number—
11668019).

3 Methods

3.1 Design and
Generation of Single
crRNA Plasmids

All the steps below should be prepared on ice unless otherwise
stated.

1.

2.

Choose the genes of interest to be targeted, and identify the
respective promoter regions.

Design crRNA spacers for targeting the promoter of each gene,
either using a dedicated software or by manually designing
crRNAs. For each promoter region, design three to six ctrRNAs
to maximize the chance of identifying an active crRNA (see
Note 1) (Fig. 1la). For most users, we recommend crRNA
design software such as CRISPick for selecting crRNA spacer
sequences (se¢ Note 2). If manually designing crRNAs, spacer
sequences must be chosen such that there is a “KYTV” PAM
sequence to 5’ of the displaced (unbound) DNA strand. The
crRNAs should be designed within —400 to -50 nt of the
annotated transcription start site [2] (see Notes 3—-6).
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Single fragment:

AGAT Spacer (nt 1-20)

Spacer (nt 1-20) AAAA

Fig. 3 Annealed oligos for the generation of single crRNA expression plasmids.
The schematic is shown for the annealed oligos for insertion into the Esp3l-
digested pU6-Fn-crBRNA plasmid

Table 1
Example oligos for generation of single crRNA plasmid

Oligo name Oligo sequence
ASCLI1 crRNA F agat CAAGGAGCGGGAGAAAGGAA
ASCLI1 crRNA R 222aTTCCTTTCTCCCGCTCCTTG

The table shows an example of two oligos for the generation of a crRNA plasmid for
expression of a single crRNA targeting the promoter of ASCL1. The spacer sequence is
shown in red and the overhangs for cloning are shown in black

3.

10.
11.

Commercially synthesize complementary oligo pairs encoding
crRNA spacers and overhangs compatible with Esp31 digested
crRNA plasmid (Fig. 3, Table 1).

. Anneal each oligo pair in PCR tubes as follows: 42 pL water,

1.5 pL top strand oligo (100 pM), 1.5 pLL bottom strand oligo
(100 pM), and 5 pL. NEB bufter 3.1.

. Transfer the oligos to a thermocycler for annealing by heating

to 98 °C for 10 min before lowering the temperature by 1 °C
per minute to 40 °C.

. Combine the following reagents for Esp3I digestion of the

pUG6-Fn-crRNA plasmid (crRNA expression plasmid): 2 pg
pUG6-Fn-crRNA plasmid, 2 pL Esp3I, 5 pL rCutSmart buffer,
up to 50 pL water (see Note 7).

. Incubate the digestion mixture overnight at 37 °C.

. Run the digested plasmid on an agarose gel and cut out the

linearized backbone (expecting a clear band at 2.4 Kb).

. Simultaneously phosphorylate and ligate the annealed oligos

and linearized crRNA plasmid backbone in PCR tubes as fol-
lows: 1 pLL of T4 PNK, 1 pL of T4 DNA ligase, 2 pL. of T4
DNA ligase buffer, 1 pL. of annealed oligos, 50 ng of Esp3l
linearized pU6-Fn-crRNA plasmid, and up to 20 pL with
water.

Heat the reaction to 37 °C for 30 min.

In sterile conditions, transform the mixture into chemically
competent E. colz by heat shock. Transfer 10 pL of the ligation
reaction to 100 pL of chemically competent cells. Incubate on
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Table 2
Sequencing primer

Oligo name Oligo sequence

hU6-F GAGGGCCTATTTCCCATGATT

12.

13.

14.

15.

16.

ice for 10 min, immediately transfer to a dry block incubator
set to 42 °C for 45 s, and then transfer back to ice for 5 min.
Add 400 of LB media to the transformation reaction and
incubate for 1 h at 37 °C.

Plate 100 pL of the transformation reaction on LB agar plates
containing ampicillin and grow overnight at 37 °C..

Pick individual colonies to grow in LB media with ampicillin
overnight.

Extract the plasmid from the resulting cultures using the E.Z.
N.A Plasmid DNA Mini kit, following the manufacturer’s
instructions.

Verify cloning by Sanger sequencing, using the hU6-F primer
(Table 2).

After sequence verification, the activity of crRNA plasmid can
be assessed by QRT-PCR (see Note 8).

. To assess the activity of single crRNA, HEK293 cells can be

seeded into a 24-well tissue culture plate, transferring 200,000
HEK293 cells into each well.

. The next day, carry out the transfection using Lipofectamine

2000, following the manufacturer’s protocol, delivering
250 ng of crRNA plasmid and 500 ng of dFnCasl2a-VPR
plasmid per well.

. Three days post transfection, perform RNA extraction. We

recommend a commercially available kit such as the E.Z.N.A
Total RNA kit 1, following the manufacturer’s instructions.
DNase treatment of the total RNA can either be performed
on the column or after RNA elution (see Note 9). RNA should
be stored long term at —80 °C.

. Carry out reverse transcription with Superscript IV or equiva-

lent commercially available reverse transcriptase, using luL of
oligo d(T)20 primer per cDNA reaction and otherwise follow-
ing the manufacturer’s instructions.

. Before proceeding to qRT-PCR, primers targeting the gene of

interest and at least one reference gene should be calibrated to
ensure appropriate amplification efficiency and product size
using standard and melt curves, respectively (see Note 10).
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3.3 Generation and
Testing of Multiplexed
Arrays

First AGAT Spacer 1 (nt 1-6)

fragment: Spacer 1(nt1-6) Spacer 1 (nt7-14)

Middle n'th Spacer n-1 (nt 7-14) Spacer n-1 (nt 15-2(

fragment:

Last Last spacer (nt 7-14)  Last spacer (nt 15-20)

fragment Last spacer (nt 15-20) [: AAAA

Fig. 4 Annealed oligos for the generation of crRNA arrays. The schematic shows
the conceptual strategy for assembling crRNA arrays for the expression of three
or more crBRNAs. The designed overhangs for the beginning of the first fragment
and the end of the last fragment are always consistent, matching the overhangs
of the digested crRNA expression plasmid. The remaining overhangs are defined
by the corresponding spacer sequences. Spacer n refers to the nth spacer within
a crRNA array where n corresponds to the fragment’s numeric position within the
array design

6. qRT-PCR analysis can be performed using Power SYBR Green

1.

qPCR mix or an equivalent commercially available qPCR mas-
ter mix, following the manufacturer’s instructions.

. Using a AAcq calculation, the relative expression of the gene of

interest and the reference gene can be first calculated for the
samples where crRNAs have been delivered and the samples
where crRNAs have not been delivered. After establishing the
normalized expression of the target gene, this can then be
compared between the two conditions to establish the relative
(over)expression of the target gene for the samples where
crRNAs were delivered (see Note 11).

Select the crRNA spacer sequences to be employed within the
multiplexed arrays, considering the ordering of crRNAs (see
Notes 12-14).

. Order complementary oligo pairs, where the overhangs

required will be dependent on their relative order within an
array as well as the adjacent spacer sequence. Briefly, except for
the first and last overhang within the array, the 5" overhangs are
the 8 nt within the center of the 20 nt spacer sequences (Fig. 4,
Table 3). For the crRNA arrays, a final direct repeat is
incorporated at the end of each array within the last fragment,
drawing from the designs employed by Tak and
colleagues [10].

. Anneal each oligo pair in PCR tubes as follows: 42 pL. water,

1.5 pL top strand oligo (100 pM), 1.5 pLL bottom strand oligo
(100 pM), and 5 pL. NEB buffer 3.1.

. Transfer the oligos to a thermocycler for annealing by heating

the mixtures to 98 °C for 10 min before lowering the tempera-
ture by 1 °C per minute to 40 °C.
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Example oligos for the generation of a 3-crRNA array plasmid

Oligo name

Oligo sequence

First oligo F
First oligo R

Second oligo
F

Second oligo
R

Final oligo F
Final oligo R

agat CAAGGAGCGGGAGAAAGGAATAATTTCTACTGTTGTAGATAAGTCC

TAGGAGTTGGACTTATCTACAACAGTAGAAATTATTCCTTTCTCCCGCTCC

TTG

AACTCCTAAGCCAGTAATTTCTACTGTTGTAGATCAGGAG

GAGTCACCCTCCTGATCTACAACAGTAGAAATTACTGGCT

GGTGACTCAGGCTATAATTTCTACTGTTGTAGAT
22aaATCTACAACAGTAGAAATTATAGCCT

The table shows the oligos for assembling a 3-crRNA array, including a crRNA targeting the ASCL1 promoter (under-
lined), a crRNA targeting the HBB promoter (bold), and a crRNA targeting the ILIRN promoter (italicized). The Fn
direct repeat sequence is shown in gray and the overhangs for cloning are shown in lower case

5.

10.

11.

12.

Ensure you have sufficient Esp3I-digested crRNA plasmid
(either from previous digestion or otherwise carry out steps 5
and 6 from “Generation and testing of individual crRNAs”).

Simultaneously phosphorylate and ligate the annealed oligos
and linearized crRNA plasmid backbone in PCR tubes as fol-
lows: 1 pL of T4 PNK, 1 pL of T4 DNA ligase, 2 pL of T4
DNA ligase buffer, 1 pL of each pair of annealed oligos, 50 ng
of Esp3I linearized pU6-Fn-crRNA plasmid, and up to 20 pL.
with water.

Heat the reaction to 37 °C for 30 min.

. In sterile conditions, transform the mixture into chemically

competent E. coli by heat shock (see Note 15). Transtfer
10 pL of the ligation reaction to 100 pL of chemically compe-
tent cells. Incubate on ice for 10 min, immediately transfer to a
water bath set to 42 °C for 45 s, and then transfer back to ice
for 5 min. Add 400 of LB media to the transformation reaction
and incubate for 1 h at 37 °C.

. Plate 100 pL of the transformation reaction on LB agar plates

containing ampicillin and grow overnight at 37 °C.
Pick individual colonies to grow in LB media with ampicillin
overnight.

Extract the plasmid from the resulting cultures using the E.Z.
N.A Plasmid DNA Mini kit, following the manufacturer’s
instructions.

Verify cloning by Sanger sequencing, using the hU6-F primer
(Table 2).
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13.

14.

Assembly is somewhat less efficient for longer array assembly
(see Note 15); as such an optional digestion (Ndel + Xbal) or
PCR verification step can be performed at this stage. The first
top strand oligo and the last bottom strand oligo can be used
for PCR verification for each construct if the two oligo melting
temperatures are within 5 °C of one another.

After sequence verification, the dFnCasl2a-VPR plasmid can
be delivered alongside each crRNA array before assessing activ-
ity using qRT-PCR for each of the target genes for a given
array. The same approach described in the subheading “Screen-
ing Activity of Single crRNAs” can be carried out for assessing
crRNA arrays.

4 Notes

. In our hands when testing the activity of manually designed

single crRNA, we found that only approximately 1 /3 crRNAs
show significant activity, so we recommend initially testing
three to six crRNAs per gene of interest.

. When designing crRNA sequences, for most applications, the

CRISPick tool selecting As/Lb Casl2a will be appropriate as
the Fn PAM sequence is included within the range selected for
As/Lb PAM availability [11].

. If manually designing crRNAs, the first step will be to identify

the predicted start site for the gene of interest. For the canoni-
cal transcript of a given gene, this can be acquired using either
BioMart within Ensembl [12] or through the UCSC genome
browser using the “EDPnew Promoters” track [13].

. In our hands, we found the highest activity when a C or G was

present at the 3" of the PAM sequence (e.g., NTTG or NTTC);
however, we recommend checking the PAM wheel visualiza-
tion of FnCasl2a PAM preference to best identify preferred
PAM sequences [14].

. We have not tested for differential isoform transactivation

based on crRNA localization; however, it has been previously
shown that one of the key sources of isoform diversity is
through differential transcription start sites [15].

. In cases where transcription start sites are sufficiently divergent,

it can be assumed that the position of crRNA will impact the
relative ratio of isoform expression.

. When digesting the crRNA expression plasmid (Addgene plas-

mid #78958) with Esp3I, we recommend using 5-10 ug of
input plasmid and digesting for >2 h to ensure a large stock of
linearized plasmid while minimizing any remaining undigested
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9.

10.

11.

12.

13.

14.

15.

plasmid. After observing high cloning efficiency when using
this stock, it can be used with confidence repeatedly afterward.

. It remains an open challenge to quantitatively estimate the

activity of crRNAs for CRISPRa before testing them; as such
any CRISPRa strategy relying on a specific expression range for
a target gene will necessitate testing, calibration, and in some
cases the utilization of inducible promoter systems. When test-
ing crRNA activity, it is recommended to test the crRNAs
within the context of the cell line they will be employed in.

While DNase treatment can be performed after RNA extrac-
tion, we found on column DNase treatment simplified the
process of acquiring DNA-free total RNA.

We strongly recommend calibrating primers from publications
for your own reagents and machines and otherwise recom-
mend ordering three pairs of primers to expedite identifications
of a suitable pair. We also recommend calibrating against a
template concentration range higher than normally observed
for the cell line of interest to ensure calibration is representative
of the greater abundance of transcript expected after successful
CRISPRa.

As a general trend, we observe that it is possible to induce a
much higher fold increase in gene expression for lowly
expressed genes compared to highly expressed genes.

We have previously shown that there is a modest reduction in
activity of crRNAs when positioned toward the 3’ of longer
crRNA arrays [8]. This should be considered for applications
when high overexpression of specific genes is desired.

The reader should note that this property of crRNA ordering
impacting relative expression of crRNAs within an array can be
exploited in cases such as pathway engineering, by using the
order of crRNAs as an approach to diversify relative expression
of genes within a target pathway.

Synergistic transactivation of a gene of interest can be achieved
when delivering multiple crRNA targeting the same promoter
within an individual crRNA array [8]. This can be especially
relevant in cases where high expression is desired or the target-
ing crRNAs are positioned toward the 3’ of a longer crRNA
array.

We saw minimal evidence of recombination (with even
9-crRNA constructs showing approximately 50% of clones
with perfect sequence) and as such do not see Thermo Stbl3
or similar E. cols strains optimized for repetitive sequences as
necessary for assembly transformation steps.
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Anti-CRISPR Proteins and Their Application to Gontrol
CRISPR Effectors in Mammalian Systems

Carolin Maja Gebhardt and Dominik Niopek

Abstract

CRISPR-Cas effectors are powerful tools for genome and transcriptome targeting and editing. Naturally,
these protein—RNA complexes are part of the microbial innate immune system, which emerged from the
evolutionary arms race between microbes and phages. This coevolution has also given rise to so-called anti-
CRISPR (Acr) proteins that counteract the CRISPR-Cas adaptive immunity. Acrs constitutively block
cognate CRISPR-Cas effectors, e.g., by interfering with guide RNA binding, target DNA /RNA recogni-
tion, or target cleavage. In addition to their important role in microbiology and evolution, Acrs have
recently gained particular attention for being useful tools and switches to regulate or fine-tune the activity
of CRISPR-Cas effectors. Due to their commonly small size, high inhibition potency, and structural and
mechanistic versatility, Acrs offer a wide range of potential applications for controlling CRISPR effectors in
heterologous systems, including mammalian cells.

Here, we review the diverse applications of Acrs in mammalian cells and organisms and discuss the
underlying engineering strategies. These applications include (i) persistent blockage of CRISPR-Cas
function to create write-protected cells, (ii) reduction of CRISPR-Cas off-target editing, (iii) focusing
CRISPR-Cas activity to specific cell types and tissues, (iv) spatiotemporal control of CRISPR effectors based
on engineered, opto-, or chemogenetic Acrs, and (v) the use of Acrs for selective binding and detection of
CRISPR-Cas effectors in complex samples. We will also highlight potential future applications of Acrs in a
biomedical context and point out present challenges that need to be overcome on the way.

Key words CRISPR-Cas, Anti-CRISPR, Genome editing, Mammalian cell, Optogenetics, Synthetic
biology

1 Introduction

CRISPR-Cas effectors are powerful tools for precise manipulation
and interrogation of the genome. In just a few years since Jennifer
Doudna’s and Emmanuelle Charpentier’s seminal paper demon-
strating sequence-specific DNA cleavage with CRISPR-Cas9 in
2012 [1], CRISPR genome editing has revolutionized the life
sciences, enabled new diagnostics, and is on the verge of dramati-
cally improving the clinical treatment of genetic disorders. CRISPR

Francesca Ceroni and Karen Polizzi (eds.), Mammalian Synthetic Systems, Methods in Molecular Biology, vol. 2774,
https://doi.org/10.1007/978-1-0716-3718-0_14,
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effectors are derived from an adaptive immune system in prokar-
yotes that is capable of both memorizing and destroying invading
nucleic acids by targeted generation of single- or double-strand
breaks (DSBs) [1—4]. The basic principle of these systems is as
follows: specialized Cas proteins recognize foreign nucleic acids
and insert corresponding, short sequences called spacers into
specialized loci within the microbial genome, called CRISPR arrays.
This creates heritable “memories” of invading nucleic acids. These
spacers are then transcribed from the CRISPR arrays to form
crRNAs. Together with cognate Cas effector proteins and some-
times additional RNAs (tracrRNA in the case of Cas9), active
CRISPR-Cas ribonucleoprotein (RNP) complexes are formed.
Upon encountering a “memorized” invader sequence, the
CRISPR-Cas RNDs can selectively target the invading nucleic acid
via base-pair directed interactions and subsequently destroy it via
Cas protein-mediated catalytic cleavage, thereby enabling microbial
cell survival (Fig. 1a).

In general, CRISPR-Cas systems are divided into two classes.
While class 1 CRISPR-Cas systems consist of multi-protein com-
plexes, class 2 CRISPR eftectors rely on single effector proteins. For
this reason, class 2 systems are predominantly adapted for CRISPR-
mediated applications, including genome editing, and will be
focused on in the following. Due to the versatility of Cas nucleases,
CRISPR-Cas systems are further divided into six types and several
subtypes depending on the target nucleic acids, underlying nuclease
domains and recognition sequences. The most widely used
CRISPR-Cas systems are classified as class 2 type II (Cas9). These
include Cas9 from Streptococcus pyogenes (Spy), which was the first
Cas ortholog to be adapted for genome editing in mammalian cells
a decade ago [5, 6]. Shortly thereafter, other type II effectors,
including Cas9 from Staphylococcus aunrens (Sawm) [7], Neisseria
meningitidis (Nme) [8], and several other species, were also suc-
cessfully used for genome editing.

Casl2 (also known as Cpfl) is a class 2 type V effector that
targets double-stranded DNA like Cas9. However, Cas12 is struc-
turally and mechanistically profoundly different from Cas9. As a
result, Cas12 DNA cleavage produces sticky overhangs, unlike
Cas9, which generates blunt ends. In addition, Casl2 induces
DSBs outside of the crRNA-targeted DNA sequence
[9, 10]. Finally, Casl2 is able to process crRNAs from longer
transcripts on its own, thus facilitating multiplexed genome
editing [11].

Cas9 or Casl2 can be used to generate genomic knock-outs or
knock-ins by targeted induction of DNA DSBs. In contrast,
dCas9/dCasl2 systems (deactivated Cas), in which the nuclease
function is inactivated by mutation, are widely employed as pro-
grammable DNA-binding proteins. These can be used either to
interfere with transcription (CRISPRi) or to recruit fused effector
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Fig. 1 Natural function and applications of CRISPR-Cas systems. (a) Schematic of the CRISPR type Il adaptive
immune system. Upon phage infection, new spacers that match the nucleic acid sequence of the invader are
inserted into so-called CRISPR arrays in the bacterial genome (Step I: Adaptation). If the bacterial cell survives
the infection, all daughter cells will have a genetic memory of the invader. The spacer sequence is then
transcribed together with an adjacent repeat sequence (white boxes), resulting in a so-called crRNA. Together
with a second RNA (tracrRNA) and Cas9, an RNP complex forms (Step II: Biogenesis). Upon encountering the
same phage a second time, this RNP selectively targets the invading nucleic acid via cRNA-mediated base-
pairing and then destroys it (Step 3: Interference), thus preventing secondary infections. Inhibition of CRISPR
effectors can occur at several stages during the CRISPR biogenesis and interference phases. (b) Typical
applications of CRISPR-Cas systems: Targeted induction of DNA DSBs with catalytically active Cas9/Cas12;
activation or repression of endogenous genes with deactivated Cas9/Cas12 (dCas9/dCas12) fused to a
transcriptional regulator or epigenetic modifier; base editing with a Cas9 nickase (nCas9) or dead Cas9
(dCas9) fused to a cytidine or adenine deaminase domain; RNA interference or RNA editing with Cas13

proteins of various types, such as transcriptional activators, repres-
sors, epigenetic modifiers, or base-editing enzymes, to selected
genomic loci. The recruitment process is accomplished by attaching
effector domains to the Cas protein through genetic fusion or
tethering (Fig. 1b). It is crucial to note that the activity of both
Cas9 and Casl2 relies on the presence of a protospacer adjacent
motif (PAM). The PAM is a clearly defined, short sequence that is
found next to the crRNA-targeted DNA sequence on the DNA
target. The requirement for a PAM restricts the range of sequences
that can be targeted by Cas9 or Casl2.

In contrast to DNA-targeting Cas effectors, Casl3 is an
RNA-directed, RNA-binding enzyme that has been used for both
RNA interference (cleavage) and RNA editing (Fig. 1b) [12, 13].

For further information on the various CRISPR-Cas effector
types, their manifold applications, and important structural and
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mechanistic considerations, we kindly redirect the readers to excel-
lent, recent reviews [14-16].

In 2013, shortly after the adaptation of CRISPR-Cas9 for
genome engineering, genetically encoded protein inhibitors of
CRISPR systems were discovered in phage-derived genetic ele-
ments by the Alain Davidson lab [17]. Soon after, it became clear
that these so-called anti-CRISPRs (or Acrs for short) are as com-
mon as are CRISPR-Cas systems themselves. To date, around
100 experimentally validated Acrs have been reported. These con-
sist of inhibitors of five CRISPR-Cas subtypes, namely, class 1 types
I and III and class 2 types 11, V, and VI.

Acrs are just as diverse as their cognate CRISPR systems are
[18-20]. In fact, different Acrs tend to share only limited similarity
with one another at the sequence level. Moreover, a number of Acr
protein structures have been solved by now, and they tend to adapt
unique folds that are unrelated to other Acrs or proteins in general.
The immense diversity of Acrs is further reflected in the multiple
inhibitory mechanisms they can employ. For example, class 2 inhib-
itory Acrs have been shown to interfere with either crRNA proces-
sing, RNP assembly, target DNA binding/recognition, or DNA
cleavage (Fig. 2a). This diversity at the sequence, structural, and
functional-mechanistic levels renders the computational identifica-
tion of new Acrs a particular challenge. Simple Acr sequence simi-
larity searches are, in fact, poorly suited to identify new Acr gene or
protein candidates. To circumvent this problem, Acr-associated
genes (Aca) are often employed as marker genes for Arc-encoding
gene clusters in “guilt-by-association” approaches [22]. Aca pro-
teins are helix-turn-helix proteins that can function as transcrip-
tional repressors by binding to the native Acr promoter. In nature,
these genes may be necessary for the survival of invading phages,
due to the putative toxicity of high levels of Acrs. This probably
explains the widespread presence of Acas in Acr operons, although
their biological role is still under investigation [23, 24 ]. In addition
to guilt-by-association approaches, various machine learning stra-
tegies have recently been developed and used to identify putative
Acrs [25-29]. Therefore, the main bottleneck today appears to be
the experimental validation of the many thousand candidate Acrs by
in vitro or in vivo functional assays rather than the identification of
new Acr candidates.

The nomenclature of Acr proteins follows the nomenclature of
their related CRISPR-Cas systems and the order in which the Acrs
were identified (Fig. 3). For example, AcrIIA4 was the fourth Acr
protein discovered to inhibit a type II-A CRISPR effector [32]. An
actively maintained online spreadsheet by the Bondy-Denomy lab
keeps track of experimentally verified Acrs: https://tinyurl.com/
anti-CRISPR (Fig. 3) [32]. Moreover, there are several compre-
hensive databases, such as anti-CRISPRdb http: //guolab.whu.edu.
cn/anti-CRISPRdb/ and AcrHub https: //pacrispr.erc.monash.
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Fig. 2 Mechanisms of CRISPR-Cas inhibition by type Il Acrs. (a) CRISPR-Cas inhibition by Acrs can occur in
several ways during the RNP biogenesis and CRISPR interference phases. For example, Acrs can prevent the
binding of the RNA guide to the CRISPR-Cas protein, interfere with the DNA binding of CRISPR-Cas RNPs, or
selectively prevent their catalytic activity and thus DNA cleavage. (b, ¢) Crystal structure of SpyCas9 in
complex with an sgRNA in ribbon (b) and surface (c) views (PDB: 5XBL). Cas9 is colored green, the sgRNA is
colored black, and AcrllA4 is colored yellow. The region selected for LOV2 insertion to generate the CASANOVA
construct [21] is shown in light blue

edu/AcrHub/, which contain both validated and putative (com-
putationally predicted) Acrs. They further integrate mechanistic
information, statistical tools to analyze Acr diversity, and Acr pre-
diction tools [27, 33]. Together, these databases facilitate the
selection of Acrs for use in a given context or application.

Despite a rather large collection of experimentally validated
Acrs that exists today, the applications of Acrs in mammalian cells
have thus far been driven mainly by a few well-studied members of
types II, V, and VI Acr clades. In the following, we will briefly
introduce a small collection of Acrs that underlie most of the
applications presented in Subheading 2. These Acrs are also a
good starting point for newcomers with interest in using Acrs for
CRISPR-Cas control in mammalian systems.

Probably the most prominent example of a type II Acr is
AcrlIA4 from Listeria monocytogenes, which was the first Acr iden-
tified as a potent inhibitor of the most widely used Cas9 from
S. pyogenes. AcrlIA4 employs a dual-inhibitory mechanism: first,
AcrIIA4 prevents Cas9 from target DNA binding by mimicking a
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Fig. 3 Overview of experimentally validated Acrs from different Acr families. The known universe of Acrs
consists of Acr types corresponding to five different CRISPR-Cas families, including class 1 types | and lll and
class 2 types II, V, and VI. The figure represents all known, experimentally validated Acrs according to the
following database from the Bondy-Denomy lab: https:/tinyurl.com/anti-CRISPR. *AcrVIA1-A7(Lwa):
Conflicting results on the functionality of these Acrs have been reported [30, 31]

PAM sequence and interacting with the respective Cas9 domains.
At the same time, AcrlIA4 also binds to and blocks the RuvC
domain, one of the two Cas9 catalytic domains (Fig. 2b, ¢)
[34, 35]. AcrIIA4 is highly potent and binds Cas9 with nanomolar
affinity [36].

AcrIICI and AcrlI-C3 are important members of the type II-C
Acr clade [19]. AcrIIC3 is an effective allosteric inhibitor specific
for Cas9s from Neisseria meningitides [37]. It works by tethering
two Cas9 complexes together, preventing them from binding to
target DNA [38]. AcrlICl, on the other hand, does not interfere
with Cas9 DNA binding, but selectively prevents target DNA
cleavage by trapping Cas9 in a DNA-bound, but catalytically inac-
tive, state [39]. Interestingly, AcrIICI is a broad-spectrum inhibi-
tor targeting a wide range of (mainly) type II-C CRISPR-Cas9
orthologs, including the N. meningitidis, G. stearothermophilus,
and C. jejuni Cas9.

Finally, AcrIIAS5 is a particularly peculiar member of the type 11
Acrs derived from Streptococcus thermophilus [40]. While the mech-
anism by which it blocks Cas9 is still not fully understood, AcrIIA5
is known inhibit an astonishingly broad spectrum of Cas9
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orthologs, including practically all of the widely used type 1I-A,
type 1I-B, and type II-C Cas9s (e.g., SpyCas9, SauCas9, NmeCas9)
[41,42].

In addition to type Il inhibitors that target CRISPR-Cas9, type
V Acrs have been identified, which effectively block Casl2a
[43, 44]. Very importantly, all of the above Acrs are functional
when heterologously expressed in mammalian cells.

We note that for Casl3a, protein inhibitors have been reported
as well and in two independent papers, one by Meeske et al. [45]
and the other by Lin et al. [30]. Meeske et al. did, however, not test
their newly discovered AcrVIAl in mammalian cells, and it thus
remains to be seen if it works in mammalian species. Lin et al., on
the other hand, claimed Casl3a inhibition in human cells for
several of their own AcrVI candidates. However, independent
reproduction of the data from Lin et al. by the Bondy-Denomy
lab [31] cast doubt on the findings of this study.

For further information on the background on Acr discovery,
as well as the structural diversity and inhibitory mechanisms of Acrs,
we kindly refer the readers to excellent reviews [46—48].

Taken together, the diversity of Acrs and their versatility in
inhibitory mechanisms suggest that the evolutionary arms race
between microbes and phages has resulted in a sophisticated
CRISPR counter-defense. From an application perspective, these
Acrs represent tools that we can use to control and keep in check
CRSISPR-Cas eftectors. Due to their compact size, high inhibitory
potency, and functionality across species boundaries, Acrs represent
interesting building blocks to create new CRISPR-Cas regulatory
tools via genetic and protein engineering for use in mammalian
systems.

In the following, we will review existing applications of Acr
proteins in mammalian cells and organisms and discuss the related
genetic engineering and protein engineering strategies. We will
divide the Acr application space into five categories, namely,
(i) permanent block of CRISPR-Cas effector activity,
(ii) reduction of off-target editing events by timely CRISPR-Cas
inhibition, (iii) use of regulated Acr transgenes to build genetic
circuits that limit CRISPR-Cas activity to specific cell types or
pathologic cell states, (iv) spatiotemporal control of CRISPR effec-
tors based on engineered, opto-, or chemogenetic Acrs, and (v) the
use of Acrs for selective binding and detection of CRISPR-Cas
effectors in complex samples (Fig. 4). Table 1 lists a selected panel
of Acrs, which underlie the applications introduced below, as well as
their mode of action (where known). Finally, we will discuss future
avenues to unlock the full potential of Acrs for use in research as
well as biomedicine.
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Fig. 4 Strategies for using Acrs for CRISPR-Cas control and corresponding applications in mammalian
systems. (a) Constitutive inhibition of CRISPR-Cas activity. (b) Reduction of off-target editing events by timely
inhibition of CRISPR-Cas. (c) Precise targeting of CRISPR-Cas activity to specific cell types or pathological cell
states through Acr transgene control at the transcriptional and posttranscriptional levels. (d) Spatial and/or
temporal control of CRISPR effectors using engineered, switchable Acrs that respond to light or chemical
ligands. (e) Detection of CRISPR RNPs from complex samples using Acrs as binders. See main text for details

2 Applications of Anti-CRISPR Proteins

2.1 Constitutive

Expression of Acrs to

Protect Cells from

CRISPR Gene Editing

Arguably the simplest application of Acrs in mammalian cells is to
constitutively overexpress them from Acr-encoding transgenes,
thereby rendering cells resistant to the activity of a cognate
CRISPR-Cas effector. Pawluk et al. [19] and Rauch et al. [20]
were the first to show that Acrs can be used to suppress CRISPR-
Cas9 function in human cells. The authors identified and character-
ized several Acrs that target SpyCas9 and NmeCas9. Importantly,
overexpression of these Acrs in HEK293T cells completely blocked
CRISPR-Cas9-mediated DNA cleavage, preventing editing of
endogenous loci or interference with reporter genes.

In subsequent work, the Lei Qi lab at Stanford University
employed lentiviral vectors for genomic integration of Acr trans-
genes, generating  “write-protected”  human cell lines
[49]. Subsequent delivery of either CRISPR-encoding plasmids
or RNPs did not induce DNA DSBs in these engineered cells as
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Selected set of Acrs used for applications in mammalian systems

Inh. Inhibited
Family type stage Mechanism PDB
AcrlIA4 II-A DNA binding Mimics a PAM sequence; also binds and impairs 5XBL
activity of the RuvC domain 5VZL
5XN4
AcrlIA2 II-A DNA binding Binds to the PAM-interacting, the WED, the HNH, 6MCBG6IFO
and the REC2 domains
AcrIIA5 II-A ** * 6LKF
AcrIIA25 II-A DNA : -
binding/
DNA
cleavage
AcrIIA32 II-A DNA : -
binding/
DNA
cleavage
AcrIIC1 II-C DNA cleavage Binds to the Cas9 HNH nuclease domain and 5VGB
prevents catalytic activity 7X31
AcrlIC2 II-C sgRNA Inhibits Cas9 through interactions with the 6J9M
binding positively charged bridge helix, thereby 6N05
preventing sgRNA binding 6J9K
6J9L
AcrIIC3 II-C DNA Interacts with the HNH domain of Cas9 and 6JE9
binding/ induces Cas9 dimerization 6JHV
DNA
cleavage
AcrVAL V-A DNA binding Triggers cleavage of the target-recognition sequence 6NMD
of the Cas12a-bound guide RNA, thereby
inactivating the Casl2a complex
? Blocking RNA targeting® 6VRB

AC[’VIAI(LSC) VI-
A

*Conlflicting results [41, 42]
Functionality in human cells remains to be investigated

evidenced by the absence of InDels at targeted genomic loci. This
indicates that constitutive overexpression of Acrs can protect cells
from the activity of selected CRISPR-Cas effectors and hence pre-

serve their genome integrity.

This feature may be particularly relevant for the future applica-
tion of gene drives. Gene drives are CRISPR-Cas-based genetic
elements that bypass Mendelian inheritance by “copy-pasting” a
heterozygous, CRISPR-induced mutation alongside a CRISPR-

Cas9 encoding cassette to the second allele. This

gene drive-
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mediated inheritance mechanism thus results in progeny that carry
a CRISPR cassette and a related, induced mutation in their homo-
zygous form at high frequency, which can then spread rapidly
through the gene pool. Write-protected organisms could help con-
trol the spread of gene drives, as was shown by Basgall et al. in
Saccharomyces cerevisine [50] and by Taxiarchi et al. in the malaria
vector Anopheles gambine [51]. Write protection could also be an
important concept for future in vivo gene therapy approaches,
where CRISPR genome editing should be focused on a specific
target tissue (e.g., liver, muscle, brain), but not occur throughout
the rest of the body. In this case, using vectors to deliver Acrs to
off-target tissues, i.¢., tissues where gene editing should not occur,
could help limit therapeutic genome editing to relevant tissues (see
also Subheading 2.3).

The ability to completely silence CRISPR-Cas activity is also
key to the production of self-inactivating (SIN) CRISPR-Cas vec-
tors, e.g., based on adeno-associated virus [52, 53]. A
SIN-CRISPR vector encodes a Cas9 and two sgRNAs, one of
which is directed against the vector itself. Such SIN-CRISPR sys-
tems are of interest, because they allow transient CRISPR-Cas
activity, which can reduce unintended oft-target activity and thus
potentially avoid side effects in a clinical setting. However, both
cloning and production of such SIN-CRISPR vectors are challeng-
ing because SIN vectors are literally programmed for rapid “self-
destruction” by CRISPR-mediated vector cleavage. Thus, even
mild expression or activity of the CRISPR components interferes
with both cloning and production of the vector itself. To circum-
vent this problem, the Sontheimer lab at the University of
Massachusetts, for instance, developed an Acr-based strategy to
facilitate the generation of all-in-one AAV SIN-CRISPR vectors
based on a compact Nme2Cas9, two sgRNAs (one for locus-
targeting, one for vector self-inactivation), and a homology-
directed repair (HDR) template [52]. To enable both vector clon-
ing in E. coli and packaging into AAV particles in HEK293T
production cells, the authors overexpressed AcrlIC4 from
H. parainfluenzae [54] in the respective hosts. Thereby, Cas9 was
selectively inactivated in these hosts, resulting in successful genera-
tion of AAV SIN-CRISPR that were subsequently validated
in mice.

As described above, Acrs have different mechanisms of action
and interfere with their cognate CRISPR effectors at different
stages of the CRISPR interference process. Depending on the Acr
used, it is therefore possible to selectively interfere with the assem-
bly, target binding, or catalytic activity of CRISPR-Cas effectors.
Pawluk et al. cleverly used CRISPR labeling to demonstrate effec-
tive blockade of NmeCas9 DNA binding by AcrIIC3 in human cells
[19]. They co-transfected U20S cells with constructs expressing a
fluorescently labeled d NmeCas9 as well as an sgRNA targeting
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Cas9 to telomere repeat sequences. While in the absence of
AcrlIC3, fluorescent dots in the nucleus indicated dCas9 binding
to telomere repeats, these dots were absent upon co-expression of
AcrIIC3.

In a complementary experiment, Nakamura et al. investigated
the potential to silence a CRISPR effector comprising a dSpyCas9
fusion to VPR, a potent transcriptional activator. Constitutive
expression of AcrlIA4 indeed blocked the expression of a GFP
reporter targeted with the Cas9-VPR construct, indicating that
AcrIIA4 prevents Cas9-VPR from binding and thus activating the
reporter constructs [49].

These examples indicate that Acr proteins that interfere with
CRISPR-Cas DNA binding cannot only be used to prevent
genome editing, but can also be employed to block the activity of
dCas-based effector proteins in mammalian cells (Fig. 4a).

The above examples showcase the particular value of Acrs and
Acr-encoding transgenes in completely preventing the activity of
CRISPR effectors in mammalian cells. In addition to constitutive
inhibition, timely blockade after a certain period of CRISPR-Cas
activity is a particularly interesting approach to enhance genome
editing precision. It is well-established that CRISPR effectors,
including Cas9 and Casl2, can exhibit off-target editing, i.e.,
they bind with a certain frequency to genomic loci that are similar
but not identical to the actual sgRNA-complementary target
sequence. While mining of natural CRISPR-Cas enzymes as well
as protein engineering of CRISPR-Cas effectors has led to a steady
improvement in targeting specificity [55-57], none of the available
CRISPR effectors are entirely perfect.

Off-target editing is a particular concern when working with
genetic  constructs that continuously express CRISPR-Cas
nucleases. This is because both on-target and off-target binding
and cleavage are functions of the time that active CRISPR-Cas
effectors are present in cells [58]. Although oft-target sites are less
efficiently targeted by CRISPR-Cas effectors, they will still be
bound and cleaved if given infinite time. Therefore, the longer
CRISPR-Cas is active, the greater is the risk of unintended
off-target mutations. Or vice versa: Limiting the time in which
Cas9 is active can selectively reduce oft-target editing and hence
improve editing specificity without necessarily perturbing on-target
editing.

This route of thinking motivated an interesting experiment
from the Doudna lab at Berkeley [59]. Shin et al. studied
off-target editing by SpyCas9 RNPs targeting either the HBB or
VEGF locus in HEK293T cells. The sgRNAs used were both
known to have prominent off-target sites. Indeed, when the
authors nucleofected the Cas9 RNPs and measured InDels 4 days
later, high levels of both on- and oft-target editing were observed.
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However, when the authors supplied AcrlIA4 either as protein or
plasmid 6 h after the initial nucleofection of the Cas9 RNP,
off-target editing could be selectively reduced. These findings indi-
cated that timely supply of Acrs can improve genome editing preci-
sion in mammalian cells.

Importantly, oft-target editing is an issue not only in the con-
text of DSB-dependent genome editing but also in the context of
base editing. Base editing is an approach to achieve targeted nucle-
otide substitutions without inducing DNA DSBs. This strategy is
particularly useful because most known human pathogenic muta-
tions are single point mutations, and efficient reversal of these
mutations hence provides a targeted, curative strategy [60]. Base
editors most commonly consist of a Cas9 nickase (nCas9) fused to a
DNA base-altering enzyme. There are two classes of base editors:
cytosine base editors (CBEs), which convert C to T, and adenine
base editors (ABEs), which convert A to G [61, 62]. Both ABEs
and CBEs can induce significant off-target editing of RNAs. More-
over, CBEs in particular have been shown to exhibit DNA
off-target editing activity, which raises safety concerns regarding
their clinical use [63, 64].

While oft-target base editing can be reduced by directly mod-
itying the Cas nuclease [65], Acrs can again provide an elegant
means to enhance base-editing specificity [66]. Mingming Liang
and co-authors studied AcrIIA5 and demonstrated that it can
impair the activity of CRISPR base editors (upon co-delivery with
BE3 and ABE7.10) [66]. Building on the strategy of Shin et al., the
co-authors then separated the delivery of plasmids encoding the
base editor components from the supply of plasmids encoding
AcrIIA5 by 3 or 6 h. In analogy to the findings of Shin et al., this
timed inhibition strategy resulted in a strong reduction of off-target
base editing [66].

Although sequential delivery of CRISPR-Cas effectors and
Acrs provides a generalizable strategy for oft-target reduction, it
can be challenging to implement two individual delivery steps, one
for Cas9 and one for an Acr, in numerous relevant application
settings. Our group therefore investigated alternative ways to use
Acrs for oft-target reduction by generally taming CRISPR-Cas9
enzymes, i.c., fine-tuning their activity to just to the level needed
to maintain on-target editing while selectively suppressing
off-target editing. Using a combination of mathematical modeling
and experiments, we studied fusion proteins between SpyCas9 and
“artificial inhibitory domains.” The latter consisted of AcrlIA4
attenuated by point mutation or insertional mutagenesis, i.e., an
artificially weakened Acr only partially inhibiting Cas9. Interest-
ingly, the resulting Cas-Acr fusions exhibited highly favorable on-
and off-target editing patterns for several sgRNAs tested and in
some cases outperformed previously engineered, high-fidelity var-
iants of Cas9. Mathematical modeling suggested that this gain in
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target specificity observed at the experimental endpoints was due to
what we termed “kinetic insulation” [67]. This term refers to the
observation on-target editing usually follows a considerably faster
kinetics than off-target editing. Thus, by fine-tuning the activity of
Cas9 to selected levels, it is possible to limit genome editing mainly
to on-target sites, given a selected experimental observation period.
However, this kinetic insulation is only effective if, indeed, the
editing kinetics between on-target and corresponding off-target
sites are very different, which is not always the case.

Apart from generally increasing chances for off-target editing,
the constitutive expression of CRISPR-Cas9 has also been asso-
ciated with p53-mediated cellular toxicity, particularly in human
pluripotent stem cells (hPSCs) [68, 69]. This is a major obstacle for
both CRISPR screens and therapeutic editing of stem cells. André
Lieber and co-authors sought to address this issue in the context of
stem cell engineering for f-thalassemia and sickle cell disease
[70]. The authors developed an adenovirus vector system to reacti-
vate the expression of fetal y-globin. While their CRISPR vector
was both well tolerated and effective in human CD34+ cells, and
did not affect their in vitro expansion or erythroid differentiation,
significant toxicity was observed in primitive hematopoietic stem
cells. This was due to prolonged expression and activity of
CRISPR-Cas9, which resulted in p53-mediated cellular toxicity.
To overcome this obstacle, the authors generated a second adeno-
viral vector expressing two anti-CRISPR peptides, AcrlIA4 and
AcrlIA2. Sequential infection with the CRISPR- and
Acr-encoding vectors eventually resulted in a marked improvement
in CD34+ cell engraftment in irradiated NOD /Shi-scid /interleu-
kin-2 receptor Y null mice.

Taken together, these data suggest that the timely delivery
and/or expression of Acrs can be used to prevent off-target editing
and even reduce the toxicity resulting from prolonged CRISPR-
Cas9 activity in hematopoietic stem cells (Fig. 4b).

So far, we have mostly considered use cases for constitutively over-
expressed Acrs. In the next two sections, we will now take a syn-
thetic biology perspective and explore how Acrs or Acr transgenes
can be engineered for conditional control of CRISPR-Cas effectors
using transcriptional and posttranscriptional (this section) as well as
posttranslational (Subheading 2.4) control mechanisms.

The development of conditional Acr transgenes and their com-
bination with conditional CRISPR-Cas-encoding transgenes pro-
vides an exciting avenue for the construction of synthetic gene
circuits and networks that sense one or more defined inputs, per-
form a logical operation, and have a defined CRISPR-Cas effector
activity as an output.

This concept was nicely exemplified in a recent study by Jian-
ghuai Liu et al. [71]. The researchers created multiple CRISPRa
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AND-NOT circuits that link the presence and absence of tumor-
promoting or tumor-suppressing transcription factors (TFs) to an
immunoregulatory output. The circuit is composed of two
modules.

The first module encodes a dSpyCas9 transcriptional activator
that targets the INFG gene encoding INFy, a cytokine involved in
tumor immune surveillance. Activation of the circuit would thus
generate an immunoregulatory output. The dCas9 effector hereby
is driven by a promoter dependent on a selected oncogenic TF and
thus only expressed when the TF is present at high abundance.

The second module takes advantage of the fact that loss or
impairment of the p53 tumor suppressor is a hallmark of many
cancers. The module encodes a NOT gate consisting of AcrlIA4
driven by a p53-dependent promoter. In tumor cells lacking active
p53, no AcrlIA4 is made. In healthy cells with normal levels of
functional p53, however, AcrlIA4 will be expressed and hence
impair SpyCas9 DNA binding.

The combination of both modules therefore results in a logic
circuit that selectively promotes an immune response only when
p53 is absent and a selected oncogenic TF is present in a given cell.
Tumor engraftment experiments in mice with p53-positive and
p53-negative cancer cells showed that the CRISPRa gene circuit
selectively limits the growth of p53-negative tumors, but not
p53-positive tumors. In addition, qPCR analysis of tumor samples
at the endpoint of the experiment showed that p53-negative
tumors expressed marker genes of the IFNy axis as well as markers
of cytotoxic T cell activity.

Kempton et al. also used Acrs as basic parts of NOT logic, but
in a completely different context [72]. They created a split Cas12a-
based multi-input, multi-output logic platform that was initially
limited to AND operations depending on up to four inputs. By
using the Casl2a targeting AcrVAI under the control of a single
input, the researchers were able to combine their multi-AND logic
with NOT logic.

The aforementioned study by Jianghuai Liu et al. rendered
CRISPR-Cas and Acr expression dependent on cell-type-specific
transcription factors to discriminate between healthy and cancer
cells. Our group has developed a complementary approach to
discriminate between cell types based not on transcriptional control
but on posttranscriptional control via mi(cro)RNAs. These are
small, regulatory, and noncoding RNAs that play an essential role
in the control of gene expression in eukaryotes. As part of the
RNA-induced silencing complex (RISC), miRNAs recognize com-
plementary sequence stretches on mRNAs, which are then (usually)
silenced either by RISC-mediated mRNA degradation or by tran-
scriptional repression mechanisms [73, 74]. A number of miRNAs
have been identified that are present exclusively in specific cell types,
most famously miR-122, which is expressed only in hepatocytes.



Applications of Anti-CRISPR Proteins in Mammalian Cells 219

To make the abundance of such cell-type-specific miRNAs
dependent on CRISPR-Cas activity, we generated Acr-encoding
transgenes bearing miRNA binding sites in the 3’ untranslated
region (UTR). Upon delivery into cells expressing the
corresponding miRNA, the Acr-encoding mRNA is knocked
down, allowing CRISPR-Cas activity. Conversely, in all cells that
do not contain the miRNA trigger, the Acr is expressed at high
levels and thus blocks CRISPR-Cas activity. In a study in 2019, we
presented this concept for the first time and demonstrated cell-
type-specific editing in hepatocyte- and cardiomyocyte-derived cell
lines using miR-122- and miR-1-dependent Acr transgenes,
respectively [75]. In the same study, we also showed that our
approach is compatible with plasmids and viral vectors as well as
with different CRISPR-Cas9 orthologs (SpyCas9 and NmeCas9)
and cognate Acrs (AcrlIA4, AcrlI-Cl1, and AcrlI-C3).

Shortly after our initial report, two additional studies appeared,
both proposing very similar concepts [76, 77]. Importantly, the
study by Lee et al. included an in vivo validation in mice and was the
first to deliver an Acr into a mammalian organism. In this particular
experiment, the authors used a dual AAV vector system encoding
(1) Nme2Cas9 and (ii) a miRNA-122-dependent AcrlIC3 trans-
gene as well as sgRNA targeting the Rosa26 locus. The AAV
serotype used was AAV9, which is known to target a broad spec-
trum of cell types and tissues throughout the mouse body. When
the AAVs were co-injected via the mouse tail vein, genome editing
occurred exclusively in the liver and not in the heart, the latter of
which served as a prominent off-target tissue.

As controls, the authors tested additional vector combinations
in which the miRNA-122-dependent AcrlIC3 encoded on the
second AAV vector was replaced by a miRNA-122-independent
AcrlIC3 cassette (lacking the miR-122 binding sites) or AcrllA4
(unable to inhibit Nme2Cas9 at all) [77]. As expected, these
resulted in complete suppression of genome editing (miR-122-
independent AcrIIC3 control) or strong editing (AcrIIA4 control)
in both the liver and heart, respectively. Together, these findings
indicate that the transcriptional and posttranscriptional control of
Acr transgenes can be employed to create logic gates or circuits that
permit the activity of CRISPR effectors only in selected cell types or
pathogenetic cell states.

In addition to the aforementioned examples exploring the use
of Acrs to create different types of CRISPR NOT gates, Acrs
transgenes can also be used to establish dynamic negative feedback.
In an interesting experiment, Nakamura et al. created a negative
feedback loop from the activity of a CRISPR effector to its own
expression by placing an AcrlIA4-encoding transgene under the
control of the Cas9-VPR transcriptional activator in HEK293T
cells [49]. Upon induction of Cas9-VPR expression, Cas9-VPR
activity was observed as evidenced by activation of a corresponding
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GFP reporter. However, as AcrlIA4 levels increased with reporter
levels, Cas9-VPR activity was increasingly inhibited, resulting in a
pulsatile dynamic of Cas9-VPR.

Collectively, these studies demonstrate the potential of both
transcriptional and posttranscriptional regulation of Acr transgenes
to target the activity of CRISPR-Cas effectors to specific cells and
pathological states, as well as to control the dynamic behavior of
CRISPR-Cas effectors (Fig. 4c).

Complementary to controlling Acrs at the DNA or RNA level,
there are several strategies to control Acr activity at the protein
level, which arguably is a more direct and hence immediate control
modality.

One approach to regulating Acrs is to fuse them to chemically
dependent destabilization domains (DDs). In the absence of a
specific small molecule, these domains are misfolded and rapidly
degraded by the proteasome. The addition of the corresponding
ligand, however, restores the proper protein fold, thereby avoiding
degradation and facilitating protein expression and accumulation.

In 2019, Nakamura et al. demonstrated the feasibility of
controlling CRISPR-based gene regulation using a DD based on
a mutant FKBP, which the authors fused to the N-terminus of
AcrIIA4. In the absence of the Shield-1 ligand, the DD-AcrlIA4
construct is degraded, whereas Shield-1 stabilized DD-AcrIIA4 in
mammalian cells, preventing Cas9 activity [49]. Using a dCas9-
VPR as an eftector to drive a GFP reporter, the authors demon-
strated titratable GFP expression dependent on the concentration
of Shield-1 delivered.

In 2021, Huimin Zhao’s group established an alternative to the
above system consisting of AcrIIA4 fused to a DHFR DD domain,
which is stabilized by the FDA-approved drug trimethoprim
(TMP) [78]. After optimizing the linkers between AcrlIA4 and
the DD, the authors generated a stable HEK293T cell line expres-
sing their construct (called “CRISPR controller”). The researchers
then performed editing experiments with different sgRNAs and
measured InDel frequencies at on- and off-target loci using
GUIDE-seq [79]. Interestingly, the CRISPR controller construct
reduced Cas9-mediated off-target editing when low doses of TMP
(1 pM) were added to samples.

Apart from the use of exogenous ligands, conditional destabili-
zation of Acr proteins is also an interesting approach to link
CRISPR-Cas inhibition to endogenous cell states. It is well
known that the efficiency of HDR compared to NHE] differs across
cell cycle stages. HDR is dominant in the S and G2 phases of the cell
cycle, whereas NHE] is more likely to occur in G1. To direct the
repair outcome of DNA DSB induction toward HDR, Matsumoto
et al. developed a strategy based on cell cycle-dependent expression
of an Acr [80]. Specifically, the authors fused AcrlIA4 to the
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N-terminal region of human chromatin licensing and DNA replica-
tion factor 1 (Cdtl), which is involved in the formation of the
pre-replication complex. The AcrlIA4-Cdtl fusion was then
co-expressed with SpyCas9 in mammalian cells from a single
episomal vector using a 2A peptide strategy [81]. Importantly,
Cdtl is expressed in G1, but selectively degraded in S and G2. As
a consequence, the Cdtl-AcrlIA4 fusion is active in G1, but selec-
tively inactivated in S /G2, thereby facilitating Cas9 activity and the
formation of targeted DSBs only in the latter cell cycle stages,
which are then frequently repaired via the HDR pathway. Experi-
mental validation in human cells showed that this strategy indeed
shifts the balance of repair outcomes after CRISPR-Cas DSB induc-
tion strongly toward HDR. In addition, editing at off-target sites
was likewise reduced.

An alternative to the use of destabilization domains is the
control of Acrs by chemical induction of protein spicing. The
group of Yong Tian presented a strategy to construct chemically
inducible variants via fusion to a 4-hydroxytamoxifen (4-HT)-
responsive intein (37R3-2) [82, 83]. In the presence of the 4-HT
ligand, the intein part of the fusion protein undergoes self-splicing,
thereby restoring a functional Acr protein capable of inhibiting
Cas9. The researchers demonstrated their strategy on AcrlIA25.1
and AcrlIA32.1, two Acrs they identified in this study [83].

While chemical triggers can be easily delivered to cells or organ-
isms, it is difficult to control their activity with high precision in
time and space. This is because chemical manipulation is often
irreversible and spatial precision is limited by both precision of
ligand supply and diffusion.

Light is a powerful alternative to chemical stimulation because
it can be applied noninvasively and with spatiotemporal precision.
Optogenetics aims to harness light-sensitive proteins and protein
domains from nature to control cellular processes. In 2018, our
group reported the design of an optogenetic AcrIIA4 whose inhib-
itory activity can be switched off by blue light. To this end, we
generated hybrids between AcrlIA4 and the light-oxygen-voltage
2 (LOV2) domain of Avena sativa phototropin-1 by inserting
LOV2 into an allosteric surface site of the Acr [21]. The resulting
Acr-LOV2 fusion protein, named CASANOVA (for CRISPR-Cas9
activity switching via a novel optogenetic variant of AcrllA4),
blocks SpyCas9 activity in the dark similarly to wild-type AcrlIA4.
However, in the presence of blue light, the LOV2 photosensory
domain gains flexibility by undocking and unfolding of its terminal
helices. This causes a structural change in the AcrIIA4 part of the
fusion protein, rendering the inhibitor inactive and hence releasing
Cas9 activity. Importantly, since CASANOVA was constructed
from an Acr that functions by blocking Cas9 DNA binding, the
CASANOVA tool can be used to control both genome editing by
catalytically active Cas9 and the activity of dCas9-based effectors.
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The latter was demonstrated in two experiments, one using an
epigenetic CRISPR construct (Cas9-p300) to induce gene expres-
sion from an endogenous locus and the other using light for timed
induction of CRISPR labeling of telomeres [21].

The CASANOVA approach can also be adapted to other Acrs
and Cas orthologs, as we recently demonstrated for AcrIIC3 and
NmeCas9 [84], demonstrating its generalizability as a strategy for
engineering light-switchable CRISPR inhibitors.

As sidenote, in collaboration with Bruno E. Correia’s lab at
EPFL, our group has also applied protein engineering strategies to
generally improve natural Acrs. Using the broad-spectrum inhibi-
tor AcrlIC1 as a scaffold, we employed protein domain insertion as
well as structure-based protein surface design approaches to
increase the inhibitory potency of AcrlICl for two of its Cas9
target orthologs, namely, NmeCas9 and SauCas9 [85]. Thus, in
addition to creating chemically or light-controlled switchable Acrs,
protein engineering can also be used to generally improve the
inhibition potency of Acrs if needed.

Together, the above examples illustrate the power of engineer-
ing and regulating Acrs at the protein level (Fig. 4d). Fusing Acrs to
receptors or inducible inteins responding to exogenous triggers
such as light or chemicals enables the temporal and/or spatial
control of CRISPR-Cas effector activity. In turn, pairing Acrs
with protein domains that are part of the endogenous cell regula-
tion can limit CRISPR-Cas activity to defined cellular conditions,
such as selected cell cycle stages.

In all of the above examples, Acrs were delivered to cells to either
constitutively or conditionally block CRISPR-Cas activity. How-
ever, the fact that many natural Acrs tightly bind their cognate Cas
effectors also makes Acrs interesting agents for affinity-based
CRISPR-Cas detection, similar to antibodies or nanobodies. Such
platforms to detect CRISPR-Cas effectors and determine their
concentrations even from complex samples such as body fluids are
of great clinical relevance, e.g., to study and optimize the pharma-
cokinetics and pharmacodynamics as well as the distribution of
CRISPR-Cas-based in vivo therapeutics.

Due to their commonly high binding affinity to their cognate
Cas orthologs, Acrs are ideal candidates for the detection of
CRISPR RNPs. Both broad-spectrum and single-ortholog-specific
Acrs are of interest in this context. Broad-spectrum Acrs can be
used to bind and detect a wide range of CRISPR-Cas orthologs in a
single assay reaction. In turn, highly specific Acrs that bind only a
single Cas ortholog can potentially be used to discriminate between
different Cas effectors present in the same sample.

In 2019, two studies reported the use of AcrlIA4 and AcrIIC1,
respectively, for the implementation of CRISPR-Cas9 detection
platforms [86, 87]. Acrs were therefore immobilized as bait
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proteins on surfaces. After incubation with CRISPR-RNA-contain-
ing samples, Cas9 was detected and quantified using electrochemi-
cal, fluorescence, or colorimetric methods. For AcrlIC1, the
authors demonstrated the detection of several type II-C Cas9
orthologs, including N. meningitidis, G. steavothermophilus, and
C. jejumi Cas9. In addition, the platform was compatible with
complex samples, including whole blood.

Similar detection platforms were also built on the basis of type
V Acrs to detect Cas12 RNDPs [88].

These studies highlight the potential of Acrs for the develop-
ment of biosensor platforms for the specific detection of Cas pro-
teins and RNPs in complex samples, including clinical samples
(Fig. 4e).

3 Conclusions and Future Perspectives

The discovery of Acrs has started a rapidly growing line of research
and provided a highly valuable addition to the growing CRISPR-
Cas toolbox. The versatility of Acr proteins is demonstrated by the
wide range of applications they already offer today, including
(i) sustained blockade of CRISPR-Cas function; (ii) reduction of
off-target editing events through timely Cas inhibition; (iii) target-
ing of CRISPR-Cas activity to specific cell types or pathologic cell
states via transcriptional and posttranscriptional Acr transgene con-
trol; (iv) spatiotemporal control of CRISPR effectors using engi-
neered, switchable Acrs; and (v) detection of CRISPR RNPs from
complex (human) samples. Since Acrs can be delivered in trans, the
above strategies are in principle compatible with many existing
CRISPR-Cas vectors and cellular and organismal systems.

It is important to note that Acr-based regulatory strategies are
not intended to (and probably cannot) replace alternative strategies
for controlling and/or safeguarding CRISPR technologies.
Instead, it is expected that Acr-mediated CRISPR-Cas control will
in the future be combined with complementary approaches, e.g.,
based on conditional CRISPR-Cas transgenes or engineered Cas
nucleases or sgRNAs [1, 57, 89, 90]. Such synergistic combination
could provide an unprecedented level of control over CRISPR
systems, enabling highly targeted and precise genome and tran-
scriptome perturbations in mammalian cells and organisms.

Recent advances in protein engineering, e.g., based on
Alphafold-2 [91-93], will likely have an impact on our ability to
tinker with Acrs and enable the creation of new types of switchable
or otherwise improved Acr variants, potentially even de novo inhi-
bitors of CRISPR-Cas systems. Thus far, switchable Acrs have been
engineered, with few exceptions, on the basis of AcrlIA4, and the
corresponding variants respond either to blue light or to a set of
chemical ligands of limited clinical utility. Also, considerable
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leakiness and a suboptimal dynamic range of control are factors thus
far limiting the broader applicability of Acr-based switches. In our
view, it would be of great value to equip Acrs targeting a wide range
of Cas9, Casl2, or Casl3 orthologs with tight control via a set of
clinically approved drugs [94, 95]. The resulting Acr switches could
help “dose” the activity of CRISPR effectors in in vivo application
settings to maintain efficiency and likewise avoid potential adverse
effects.

Moreover, the control of Acrs with optogenetic strategies is
also still at the beginning. In addition to the AsLOV2 domain,
there are many other LOV domains that have been found in plants,
fungi, and bacteria [96]. These could potentially be used to create
powerful optogenetic Acrs with improved dynamic range of light
control and functioning in different modes (light-on and light-oft).
Furthermore, since blue light cannot penetrate deeply into tissues,
it would be advantageous to develop optogenetic Acrs based on red
or even far-red light sensing photoreceptors, such as BphP1 from
Rbhodopsendomonas palustris, a well-studied bacterial phytochrome
[97,98].

On top of engineering new types of switchable Acrs, nature
itself has evolved Acrs that exhibit switchable behavior depending
on environmental conditions. For example, AcrIIA2 is a highly
potent SpyCas9 inhibitor at room temperature. At 37 °C, however,
AcrIIA2 barely functions and is therefore unable to efficiently block
genome editing in human cells (which are cultured at 37 °C), even
when supplied in high amounts [99]. In addition, NmeAcrIIC1
and several of its orthologs were recently found to undergo a redox
dependent monomer—dimer interconversion mediated by a pair of
cysteines [100]. Oxidizing conditions lead to the formation of
impaired AcrIIC1 dimers, while reducing conditions result in active
AcrlIC1 monomers. Considering that cancer cells typically show
high levels of reactive oxygen species (ROS) compared to healthy
cells, sensitive Acr redox switches may provide interesting vehicles
to target CRISPR-Cas activity to malignant tissue. The exploration
of such natural Acr switches for CRISPR-Cas control could there-
fore greatly complement the aforementioned Acr protein engineer-
ing efforts.

Regarding clinical applications, in the nearer future, Acrs could
become very useful in phage therapy protocols to treat infections
with multidrug-resistant (MDR) bacteria. Many human pathogens
have CRISPR-Cas systems that render them resistant to certain
types of phages. Therefore, phages used for phage therapy should
be equipped with a battery of broad-spectrum Acrs to broaden their
host range and prevent the bacterial CRISPR immune system from
adapting to the phage therapy. The research group led by Min Wu
recently demonstrated this concept. They engineered phages with
three different type I Acrs, enabling them to block CRISPR-Cas
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immunity and thus infect and replicate efficiently in MDR Psendo-
monas aeruginosa [101].

Further into the future, complex CRISPR-Cas gene circuits
employing Acrs as mediators hold great potential to limit
CRISPR-mediated genome or transcriptome perturbations to spe-
cific cell types or diseased tissues, thereby improving the specificity
and safety of CRISPR-based therapeutics. To achieve this goal,
however, it will be crucial to conduct in vivo studies of Acrs in
mammalian model organisms. The Sontheimer lab has already
taken an important first step in this direction, finding no evidence
of toxicity or adverse eftects following viral delivery of AcrIIC3 and
AcrIIA4 to mice [77]. Additional research dedicated at studying
Acrs in mammalian organisms, including their expression, activity,
immunogenicity, and potential toxicity, will undoubtedly be key for
the future development of CRISPR therapeutics that benefit from
Acr control.

Taken together, the discovery, study, and engineering of Acrs
has provided the CRISPR-Cas community with a powerful regu-
latory layer to keep CRISPR-Cas effectors in check. This regulatory
layer enhances the precision with which we can make CRISPR
genome and transcriptome perturbations in mammalian cells,
thereby paving the way for a broad range of applications in basic
research, synthetic biology, and biomedicine.
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Posttranslational Remote Control Mediated by Physical
Inducers for Rapid Protein Release in Engineered
Mammalian Cells

Maysam Mansouri and Martin Fussenegger

Abstract

Physical cues such as light, heat, or an electrical field can be utilized for traceless, on-demand activation of
the expression of a desired therapeutic gene in appropriately engineered cells with excellent spatiotemporal
resolution, good inducibility, and simple reversibility. A similar approach can be applied to build a
depolarization-based protein secretion system that enables rapid release of a therapeutic protein
pre-stored in intracellular vesicles in mammalian cells. Here, we present a protocol to create designer
B-cells that exhibit light-controllable rapid release (within 15 min) of a pre-synthesized proinsulin—nano-
luciferase construct from vesicular stores. The construct is cleaved extracellularly to afford secreted insulin
as a therapeutic protein and nanoluciferase as a reporter molecule. Such posttranslational remote control
offers a much faster response than expression-based systems.

Key words Synthetic biology, Mammalian cell engineering, Gene regulation, Physical inducers, Rapid
protein secretion

1 Introduction

Synthetic biology is a multidisciplinary field of science that involves
redesigning organisms to provide new capabilities by introducing
genetic circuits in the form of a “sensing—processing—production”
platform that can sense a user-defined input, process the biological
information, and generate a customized output in response
[1, 2]. Regulation of such genetic circuits can take place at various
levels, such as transcription (RNA synthesis), posttranscription
(RNA modification or editing), translation (protein synthesis),
and posttranslation (protein modification). Although the program-
ming of cell behavior in the earlier steps often leads to an efficient
and robust functional activity (gene expression), there is a signifi-
cant lag time in the production of the desired output [3]. In
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contrast, posttranslational control systems can provide a custo-
mized response in a short period of time [4].

The input (inducer) that triggers the genetic circuit may be
either chemical or physical [2, 5]. Chemical inducers, including
organic and inorganic compounds, stimulatory peptides, and odor-
ants, offer high induction potential and ease of use, but may suffer
from poor biodistribution, insufficient bioavailability, or inappro-
priate pharmacodynamics [1]. Conversely, physical stimuli provide
arobust, safe, and efficient way to control desired target tissues with
a high level of spatiotemporal resolution. Physical cues also reduce
the likelihood of cross-reactivity and off-target effects, as well as the
need for invasive access to the targeted tissue or organ [6, 7].

We have used three well-known physical stimuli, light, heat,
and an electrical field, to remotely program therapeutic cell beha-
viors. The therapeutic designer cell is an engineered pancreatic
fB-cell line, 1.1E7, expressing a synthetic proinsulin—nanoluciferase
(nLuc) construct that leads to the co-secretion of insulin and nLuc
in equimolar amounts [8-10]. Insulin and nLuc are produced as
interconnected prohormone that traverses the endoplasmic reticu-
lum and the Golgi apparatus before reaching the secretory vesicles
where the prohormone convertases 2 and 1,/3 process the prohor-
mone to native insulin and nLuc [11]. In the unstimulated condi-
tion, these designer P-cells produce and store proinsulin—nLuc
within granular vesicles. The vesicles release the stored protein
only upon user-defined physical stimulation, irrespective of the
glucose concentration in the vicinity. In order to create light-,
heat-, and electro-responsive designer p-cells, appropriate sensors
were engineered into the cells. When these sensors detect the
trigger signal, they activate an intracellular calcium pathway within
the cells, depolarizing the cell membrane and releasing the
pre-synthesized proinsulin—nLuc (Fig. la). To create light-
responsive P-cells, which release the stored protein in response to
blue light (=470 nm), we employed ectopically expressed melanop-
sin, a blue light-sensitive G-protein-coupled receptor, as a sensor
(Fig. 1b) [12]. To engineer heat-responsive cells, we constructed
B-cells with constitutive expression of the TRPVI ion channel,
which mediates Ca?* influx, leading to release of the stored protein,
in response to high temperature (42 °C) (Fig. 1¢) [13]. Finally, to
obtain electro-responsive B-cells, we utilized a voltage-gated chan-
nel circuit consisting of an L-type voltage-gated calcium channel
(Cayl.2) and an inwardly rectifying potassium channel (K;2.1)
(Fig. 1d) [8]. All three types of engineered p-cells showed peak
secretion of insulin and nLuc within 10-15 min after stimulation.

The following protocol describes in detail how to create a
depolarization-based fast-release protein secretion system in mam-
malian cells, focusing on light-controllable p-cells as an example. A
similar protocol would be applicable for different physical stimuli
and for other therapeutic proteins and/or reporter molecules.
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Fig. 1 Remote control of rapid therapeutic-reporter protein secretion by engineered p-cells. (a) 1. 1E7-derived
cell clone deficient in glucose-sensitive insulin secretion was engineered to co-express proinsulin—nLuc from
a synthetic expression unit. In the unstimulated condition, engineered p-cells produce and store proinsulin—
nLuc within granular vesicles. These granules release stored protein only in response to user-defined physical
stimulation. (b—d) Physical inducers. Light (b), heat (¢), and an electrical field (d) can be used to remotely
induce release of proinsulin—nLuc from granular vesicles from engineered cells equipped with the appropriate
genetically encoded biosensor to convert the physical trigger signal into a biological signal (calcium influx)

2 Materials

2.1 Construction of a 1. 1.1E7 P cells.
Stable p-Cell Line Co- 2. An 1.1E7-derived cell clone deficient in glucose-sensitive

expressing Insulin—
nlLuc

2.2 CGell Culture

insulin secretion was constructed as described in detail
elsewhere [8]).

3. A monoclonal stable cell (called INS,csc.-A12-A15) was selected
and maintained in culture medium containing 5 pg/mL
blasticidin for 14 days, and cloned by limiting dilution.

1. Roswell Park Memorial Institute 1640 medium supplemented
with 10% fetal bovine serum, 100 U/mL penicillin,
and 100 pg/mL streptomycin (penicillin—streptomycin
solution 100x).
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10.
11.
12.
13.
14.

15.
1e6.

Trypsin—EDTA solution (0.05% (v/v)).

. PBS.

. Black 96-well plates with transparent bottoms (e.g., Greiner

Bio-One).

. Transparent 96-well plates.

. CO,, tissue culture incubator.

Lipofectamine 3000.
1 mM stock of all-trans-retinal (ATR).
Plasmids (see Note 1):

(a) pHY42; Pcmv-OPN4-pA; Melanopsin  expression
vector [14].

(b) pDF145; PT7-SpAH-Env140ac; Filler DNA (plasmid
without mammalian promoter) [15].

(¢) pFOX12; Pcpmv-eGEP-pA; eGFP expression vector.
Cell counting device (e.g., the CASY® cell counter).
Multichannel pipette and tray (reservoir).

Cell culture plasticware (100 mm petri dishes).
Centrifuge.

Multi-well light induction platform with blue LEDs (475 nm,
20-30 cd, 50 mA, 5 mm) [16].

Arduino™ microcontroller and software and Arduino drivers.
Opti-MEM™,

2.3 nlLuc 1. Nano-Glo® Luciferase Assay System (Promega).
Measurement 2. Multichannel pipette and tray (reservoir).
3. Microplate, 384-well, PS, F-bottom, med. Binding, black,
10 pcs/bag (Greiner).
4. Plate reader.
2.4 Insulin 1. Rat/mouse insulin ELISA kit (Mercodia).
Measurement 2. Multichannel pipette and tray (reservoir).
3. ThermoMixer.
4. DPlate reader.
3 Methods
3.1 Plate the p-Cell 1. Cultivate 1.1E7 INScsc-A12-A15 cells in 12 mL of complete

Line

RPMI (supplemented with 10% FBS and 1% penicillin—strepto-
mycin) at 37 °C in an atmosphere of 5% CO,.



3.2 Transfection of
Light-Sensitive
Receptor into p-Cell
Line
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2.

After the cells reach 70-80% confluence, aspirate the medium
and wash the cells with PBS. Aspirate the PBS and expose the
cells to 1 mL of 0.05% (v/v) trypsin—EDTA solution for
5-10 min at 37 °C in the incubator.

. Remove the trypsinized cells from the incubator, and add 5 mL

of complete RPMI to the cells. Detach the cells from the plate
by gentle tapping.

. Harvest the cells from the plate, transfer them into a 15 mL

conical tube, and centrifuge for 5 min at 200x g.

. Discard the supernatant, and resuspend the cells in 10 mL of

complete RPMI.

. Count the cells using the cell counting device.

. Prepare 12 mL of seeding cell suspension in a 15 mL tube at a

concentration of 6.2 x 10* cells /well in a 24-well.

. Transfer 500 pL of the cells to each well of a 24-well plate.
. Incubate the plate with the seeded B-cells at 37 °C under 5%

CO, for 12-24 h prior to transfection.

. Prepare a master mix for 3 wells of a 24-well plate with pHY42

and pDF145 (200 ng: 200 ng for each well) and for 3 wells
of'a 24-well plate with pFOX12 and pDF145 (200 ng: 200 ng
for each well). Per well, add 20 pL of Opti-MEM™ and 1 pL.
of Lipofectamine 3000 in a tube (tube A) and 20 pL
of Opti-MEM™ solution with 1 pL of P3000 in a separate
tube (tube B) (see Notes 2 and 3).

. Mix the two tubes (A and B) thoroughly and incubate them at

room temperature for 5 min.

. Add 20 pL from Tube A to Tube B, pipette up and down, and

incubate the mixture for another 20 min at room temperature.

. Transfer 40 pL of Lipofectamine 3000/DNA/Opti-MEM™

mixture to the desired wells.

. Incubate the plate with the seeded p-cells at 37 °C under 5%

CO,, for 12-24 h prior to transfection (See Note 4).

. Centrifuge the plate for 1 min at 200x 4.
. Incubate transfected cells for 12 h at 37 °C under 5% CO, (see

Note 5).

. Dispose of the supernatant, and repeat steps described in

Subheading 3.1, steps 1-4.

. Resuspend the transfected cells in 2 mL of complete RPMI.
10.

Count the cells using the cell counting device and prepare
2 mL of seeding cell suspension at a concentration of
3.2 x 10* cells /96-well.
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11.

12.

3.3 Illlumination 1.
Experiment
2
3
4
5

Transfer 120 pL of the cells to each well of a 96-well plate
(two rows: one for melanopsin-expressing cells and the other
one for eGFP-expressing cells).

Incubate the plate with the seeded f-cells at 37 °C under
5% CO, for 12-24 h prior to transfection.

Program the LED platform using the Arduino™ microcontrol-
ler to 475 nm (10 s ON and 5 s OFF) at 300 pW cm 2.

. Take 12 mL of prewarmed colorless medium (+10% FBS), add

5 uM ATR, and transfer into a pipetting reservoir (see Note 6).

. Gently remove the medium from the transfected cell plate by

tapping it upside—down onto a stack of paper towels in
the dark.

. Gently add 120 pL of the medium supplemented with ATR to

each well of the 96-well plate using the multichannel pipette in
the dark.

. Repeat steps 3 and 4 four times more (all in the dark).

6. Add 120 pL of the fresh medium supplemented with ATR to

10.

11.

3.4 nLuc Secretion 1.
Measurement
2
3
4
5

each well of the 96-well plate in the dark. Incubate the plates at
37 °C under 5% CO, for 15 min.

. Gently remove the medium, store the samples at 4 °C, and label

them as “Dark.”

. Add 120 pL of the fresh medium supplemented with ATR to

each well of the 96-well plate. Put the LED array on top of the
96-well plate and connect it to the power supply. Incubate the
plates at 37 °C under 5% CO, for 15 min.

. Gently remove the medium and store the samples at 4 °C and

label them as “Light.”

Add 120 pL of the fresh medium supplemented with
40 mM KCl to each well of the 96-well plate. Incubate the
plates at 37 °C under 5% CO, for 15 min.

Gently remove the medium and store the samples at 4 °C and
label them as “KCL.”

Transter 7.5 pL of the nLuc-containing cell supernatant from
the Dark, Light, and KCI samples to a 384-well assay plate
using a multichannel pipette (See Note 7).

. Add 7.5 pL of the substrate /bufter (1:50) mixture to each well

using a multichannel pipette.

. Centrifuge the plate for 1 min at 200x 4.
. Incubate the plate for 3 min at room temperature.

. Measure the bioluminescence for 1 s with a plate reader.
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Fig. 2 Light-controlled rapid insulin—nLuc secretion. (a). Quantifications of nLuc (left) and insulin (right)
released from melanopsin-transfected p-cells in the presence and absence of light. KCI was used as a potent
membrane-depolarizing agent (positive control). (b) nLuc (left) and insulin (right) levels secreted from eGFP-
transfected p-cells in the presence and absence of trigger illumination. eGFP was used as a control to confirm
the illumination itself did not cause depolarization. KCl was used as a potent membrane-depolarizing agent

3.5 Insulin Secretion 1. Transfer 10 pL of the insulin-containing cell supernatant from
Measurement the Dark, Light, and KCI samples to a 96-well assay plate
provided with the ELISA kit using a multichannel pipette.

2. Follow the protocol of the commercial ELISA kit and measure
the absorbance at 450 nm with a plate reader (See Note 8).

Illumination with blue light activates the melanopsin receptor
on the cell surface and triggers calcium influx, leading to depolari-
zation of the membrane and the release of the stored nLuc and

insulin (Fig. 1). The levels of secreted nLuc and insulin are quanti-
fied in Fig. 2.

4 Notes

1. The gene encoding the reporter nLuc can in principle be
exchanged for any other desired gene, encoding either a thera-
peutic protein or other reporter (e.g., a fluorescent protein).

2. The amount of insulin-nLuc release can be modulated by
varying the transfection ratio of melanopsin DNA.

3. 1.1E7 cells show 10-20% transfection efficiency. Transduction
with viruses (e.g., lentiviruses) or electroporation can increase
the efficiency of gene delivery to these cells.

4. The generation of a monoclonal stable cell line expressing
melanopsin (called ip cell line) helps to increase fold induction
and reduce leakiness (See also [12]).

5. After transfection, cells should be handled in the dark. Alterna-
tively, a hood with a safe red light can be used.

6. ATR stock should be freshly prepared.
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7. Increasing the number of plated cells can increase the fold
induction. See also [12], Supplementary Fig. 6.

8. The level of nLuc—insulin release can be fine-tuned by applying
various intensities and cycles (ON/OFF) of light induction. See

also [12], Fig. 2.
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Detection of MicroRNAs Using Synthetic Toehold Switch
in Mammalian Cells

Yuwen Zhao, Pratima Poudel, and Shue Wang

Abstract

Engineering synthetic gene circuits to control cellular functions has a broad application in the field of
synthetic biology. Synthetic RNA-based switches that can operate at the transcriptional and posttranscrip-
tional level have also drawn significant interest for the application of next-generation therapeutics and
diagnostics. Thus, RNA-based switchable platforms are needed to report dynamic cellular mechanisms
which play an important role in cell development and diseases. Recently, several RNA-based switches have
been designed and utilized for biosensing and molecular diagnostics. However, miRNA-based switches
have not been well established or characterized, especially for eukaryotic translational control. Here, we
designed a novel synthetic tochold switch for detection of exogenously and endogenously expressed
miRNAs in CHO, HeLa, HEK 293, and MDA-MB-231 breast cancer cells. Multiplex detection of
miR-155 and miR-21 was tested using two toehold switches to evaluate the orthogonality and program-
mability of this synthetic platform.

Key words MicroRNA, Synthetic tochold switch, miRNA-based switch, Synthetic biology

1 Introduction

MicroRNAs (miRNAs) are short, long noncoding RNA molecules
that have been demonstrated to play critical roles in different
biological processes including cell proliferation, cell apoptosis,
and development. miRNAs regulate gene expression by mediating
translational repression through targeting message RNA (mRNA)
[1-6]. Increasing evidence has shown that miRNAs play an impor-
tant role in the development of human diseases, including angio-
genesis [7-9], cancer [10, 11], cardiovascular diseases [12], and
infectious diseases [13]. Recent studies have shown that several
miRNAs were directly functioning as oncogenes or tumor suppres-
sors in human cancers, including breast, lung, brain, liver, and
colon cancers and leukemia [14-16]. Aberrantly expressed miR-
NAs could modulate the epigenetic status of the genome, leading
to the changes in cancer-associated genes that consequently affect
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initiation, progression, and metastasis of human cancers [17]. For
example, miR-21 and miR-155 are two multifunctional miRNAs
that play critical roles in various cancers. Thus, miRNA detection
and visualization are critical for studying miRNAs’ regulated path-
ways to identify new biomarkers for anticancer therapy. Although
current techniques such as microarrays, Northern blot, and
RT-qPCR are capable of measuring aggregated miRNA expression
levels, the studies of miRNA expression dynamics at the single cell
level are limited. Molecular probes have been utilized to detect
mRNA, miRNA, and protein in mammalian cells [18-21]; how-
ever, the promise of mammalian synthetic biology is to couple an
RNA input to regulate gene expression. The current challenge in
the field of miRNA biology is to obtain spatiotemporal miRNA
expression information under pathophysiological conditions,
which are required to identity multimodal miRNAs, characterize
expression variability, and enable accurate investigation of cancer.

In the past decade, engineering synthetic gene circuits has
gained significant interest due to their capacity of regulating cell
behaviors for basic research and biomedical applications [22]. Engi-
neering transcriptional regulatory circuits depends on the availabil-
ity of programmable, sequence-specific, and powerful synthetic
transcription factors. Recently, synthetic RNA-based gene switches
have gained researchers’ interests due to the ability of engineering
cellular functions in mammalian cells [23-25]. For example, Saito
et al. constructed a set of RNA-based logic circuits using miRNA-
and protein-responsive mRNAs as decision-making controllers to
control cellular response [24]. They demonstrated that an
apoptosis—AND gate could selectively eliminate target cells by sens-
ing two different miRNAs. Li et al. developed a toehold-initiated
rolling circle amplification for visualizing individual miRNAs in
single cells [26]. Hu et al. designed an RNA-based synthetic switch
to minimize CRISPR off-target effects in mammalian cells
[27]. Thus, RNA-based switches have been constructed in diverse
contexts to regulate or control gene expressions. Recently, several
groups have developed synthetic gene circuits for miRNA sensing
in mammalian cells. Kei et al. developed multiple microRNA-
responsive synthetic mRNAs for high-resolution identification
and separation of living cells [28]. The same group designed several
synthetic miRNA-based switches to isolate and separate human
pluripotent stem cell (hPSC)-derived cardiomyocytes [29]. Saito
et al. developed a miRNA-responsive CRISPR-Cas9 switch using a
miRNA-complementary sequence in the 5’-UTR of mRNA encod-
ing Streptococcus pyogenes Cas9 [30]. They reported miR-21-Cap9
or miR-302-Cas9 switches respond to miRNAs and posttranscrip-
tionally attenuated the Cas9 activity.

Recently, Green et al. created de novo-designed riboregulators
called toehold switches to activate protein translation in response to
trigger RNAs [31]. Pardee et al. have developed different types of
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tochold switches for various applications including detection of
Zika virus and coronavirus and disease diagnosis [ 32—34 ]. Recently,
we reported a novel toehold switch for miRNA detection in mam-
malian cells [35]. Here, we discussed the basic principles and design
strategies of tochold switches, including working mechanisms and
optimization of the stem-loop structure. We next introduced the
characterization of the tochold switch by comparing it with a
non-toehold sensor. Taking miR-155 and miR-21 as examples,
multiplex detection of miRNAs in several mammalian cells lines
was tested by using two different miRNA switches. Lastly, we
discussed how to detect exogenously and endogenously expressed
miRNAs in CHO, Hel.a, HEK 293, and MDA-MB-231 breast
cancer cells. Together with advancements in design strategies and
performance, these miRNA-based toehold switches will provide
opportunities for the application of novel therapeutic strategies.

2 Materials

2.1 Plasmids

2.2 Materials

2.2.1

Cloning Materials

. pcDNA 3.0-GFP.

. pcDNA-str-miR155-GFP.

. pcDNA-tochold-miR155-GFP.
. pcDNA-tochold-control-GFP.

. pcDNA 3.0-mRFP.

. pcDNA-str-miR21-mRFP.

. pcDNA-toehold-miR21-mRFP.
. pcDNA-toehold-control-mRFP.
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. Agarose powder.

. 1x TAE bufter.

. DNA gel loading dye, red (6x%).

. 1 kb DNA ladder.

. LB Broth Miller powder.

. Q5 site-directed mutagenesis kit.

. NEB 5-alpha competent E. coli cells.

. Wizard SV Gel and PCR Clean-Up System.
. Wizard Plus SV Minipreps DNA purification system.
. T4 DNA ligase.

. pcDNA 3.0 mREPD.

. pcDNA 3.0 RFP,

. Q5 site-directed mutagenesis kit.

O 0 N O\ Ul B W N

— b
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2.2.2 Cell Culture
Material

2.2.3 Transfection

224 Reverse
Transcription and RT-PCR

— b
N = O

p—

i

V2N T

CHO cells (ATCC).

HEK 293 cells (ATCC).

Hela cells (ATCC).

MDA-MB-231 cells (ATCC).

DMEM, high glucose.

Fetal bovine serum (FBS).
Penicillin—streptomycin—glutamine (100X).
RPMI 1640 medium.

. Gentamycin solution.
. Trypsin—EDTA (0.25%), phenol red.
. Bovine serum albumin (BSA).

. Human transforming growth factor-beta (TGF-p).

. Lipofectamine™ 2000 transfection reagent (Invitrogen™, Cat

no. 11668019).

Opti-MEM I Reduced Serum Media (Gibco™, Cat
no. 31985062).

. Lipofectamine RNAiMax transfection reagent (Invitrogen™,

Cat no. 13778030).

. miRNA-155 mimics 5-UUAAU GCUAA UUGUG AUAG

GGGU-3’ (Assay ID. MC28440; Cat no. 4464066, Thermo
Fisher Scientific).

. miRNA-21 mimics: 5-UAGCU UAUC AGACU GAUG

UUGA-3’ (Assay ID. MC10206; Cat no. 4464066, Thermo
Fisher Scientific).

. Negative control mimics (mirVana™ miRNA Mimic, Negative

Control #1, Cat no. 4464058, Thermo Fisher Scientific).

. Negative control inhibitor (mirVana™ miRNA Inhibitor, Neg-

ative Control #1, Cat no. 4464079, Thermo Fisher Scientific).

. miRNA-155 inhibitor, mirVana® miRNA inhibitor (Assay

ID. MC28440; Cat no. 4464084, Thermo Fisher Scientific).

. miR-21 inhibitor, mirVana® miRNA inhibitor (Assay

ID. MC10206; Cat no. 4464084, Thermo Fisher Scientific).

. TagMan MicroRNA Cells-to-CT Kit (Applied Biosystems™).

TagMan MicroRNA Reverse Transcription Kit (Applied
Biosystems™).

TagMan MiRNA Assays (Applied Biosystems™).
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. Nanodrop (ND-2000).

. Guava EasyCyte Flow Cytometer (Merck Millipore).

. Real-time PCR instruments (Bio-Rad real-time PCR system).
. T100 thermal cycler (Bio-Rad).

. Electrophoresis tank and power (Bio-Rad).

[S2 NN NS I S R

3 Methods

3.1 Construction of
Toehold Structures

1. Identity the target miRNAs of interest and find the relative
sequences from miRBase (https://www.mirbase.org/). For
miR-155 and miR-21 detection in human mammalian cells,
we first find the miRNA sequences for Homo sapiens, hsa-miR-
155, and hsa-miR-21. Next, choose 5p-arm mature miRNA
strands, including has-miR-155-5p and has-miR-21-5p.

« hsa-miR-155-5p  (5-3'): UUAAUGCUAAUCGU
GAUAGGGGUU,

« has-miR-21-5p (5’-3'): UAGCUUAUCAGACUGAU
GUUGA,

2. Write down the relative DNA sequences for miR-155 and
miR-21
e hsa-miR-155-5p (5’-3’): TTAAT GCTAA TCGTG
ATAGG GGTT,
* has-miR-21-5p (57-3'): TAGCTTATCAGACT
GATGTTGA.

3. Design sensing region of toehold switch based on the miRNA
sequences. The detection regions are DNA sequences that are
complementary to miRNA sequences.

* Detection region of miR-155 (5’-3’): AACCC CTATC
ACGAT TAGCA TTAA.

* Detection region of miR-21 (5-3’): TCAAC ATCAG
TCTGA TAAGC TA.

4. Construct hairpin toehold structure

The hairpin toehold structure includes a sensing region, the
Kozak sequence (GCCACCQC), start codon (ATG), and a repressed
reporter gene. The target sensing region is employed at the hairpin
stem region (labeled in red color), and Kozak sequence and start
codon are located in the loop of the hairpin structure (Fig. 1). The
other parts of the toehold switch sequences are designed based on
the sensing region, Kozak sequence, and start codon. The hair stem
and loop length can be adjusted and optimized using RNAfold
WebServer. The designed toehold switch sequences should only
have one secondary structure. Otherwise, this toehold switch
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A

miRNA
taget site

fluorescent protein

. pcDNA miRNA Switch

JEREERREDER

TTITT ~

Target sequence

Fig. 1 lllustration of synthetic miRNA toehold switch

3.2 Plasmid
Construction (See Note
2)

3.2.1 Construct Toehold
Switch for miR-155
Detection

sequence will form a different secondary structure and will not be
able to detect miRNAs. For the unwound region, add several
randomly generated sequences in front of the sensing region. For
miRNA detection, this length could be 5-15 nts. A fluorescent
reporter gene is added at the end of the tochold structure. There
are 10-30 nts between the stem region and the repressed reporter
gene (see Note 1).

For the control switch, a tochold structure was constructed
with a random non-sensing region. The random sequences have the
same length as the miRNA target sequence. The sequence could be
generated using IDT or other web servers.

For miR-155, the tochold structure sequence is:

5’- AAAAC CCCTA TCACG ATTAG CATTA ATTTT CCATC
AAGAA CAGGC CACCA TGGAA AATTA ATGCT AAAAA
CCTG GCGGC AGCGC AAAAG -3'.

For miR-21, the toehold structure sequence is:

5'- AAATT TTCAA CATCA GTCTG ATAAG CTATT TTCCA
TCAAG AACAG GCCAC CATGG AAAAT AGCTT ATCAG
AAATA TATAA AAAA - 3.

For control switch, the tochold structure sequence is:

5'- GGGGT ATGTA ATTGA TTTGG CTTCT GTTAG TTTCA
TACAA GAACA AGCCA CCTAT GAAAT GAACA GAAGC
AACCT GGCGG CAGCG CAAAA G - 3.

The pcDNA-toehold-miR-155-switch plasmid was generated by
cloning a DNA fragment encoding miR-155 target sequence and
reporter gene green fluorescence protein (GFP) between Xhol and
BamHI restriction sites in pcDNA 3.0-GFPD.

1. Amplify the miR-155-switch coding region by PCR, using
Xhol forward primer and BamHI reverse primer (Table 1).
The template DNA fragment can be ordered as gene synthesis,
e.g., from a company such as IDT.
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Forward and reverse primers for cloning

DNA

plasmid

name Forward primer (5’-3) Reverse primer (5’-3')

pcDNA- TAAGC TCTCG AGAAA ACCCC TATCA CGTCA GGATCC TTAT TAAAC
toehold- CGATT TGATG CAGCG
miR-155-
switch

pcDNA-str- TCCAT CAAGA ACAGG CCACC AAATT AATGC TAATC GTGAT
miR-155- TCGCC ACCAT GTTAT TAATA AGGGG TTTTG GTCTA ATGCA
GFP GTAAT CAATT ACGGG G TGGCG GTAAT AC

pcDNA- AGGCC ACCAT GGAAA ATAGC TTATC TTCTT GATGG AAAAT AGCTT
toechold- AGAAA TATAT AAAAA AACAC ATCAG ACTGA TGTTG AAAAT
miR-21- TGGCG GCCGC TCGA TTGAT GGATA TCTGC AGAAT
mREFDP TCCAG CACAC TGG

pcDNA-str- TATTT TCCAT CAAGA ACAGG CCACC GCTTA TCAGA CTGAT GTTGA
miR-21- ACGGA TCGGG AGATC TCC AAATT TCGAC GTCAG GTGGC
mREDP ACTT

pcDNA- TAAGCT CTCGAG GGGTA TGTAA CGTCA GGATC CTTAT TAAAC
control TTGAT TTGGC TTCTGT TGATG CAGCG

Table 2

Assembly of digestion solution

Insert Backbone
DNA 3 g 1pg
CutSmart buffer 2 uL 2 L
BamHI 2 pL 2 pL
Xbal 2 uL 2 L
ddH20 Variable Variable
Total 20 pL 20 puL

2. Digest PCR product with Xhol and BamHI. Assemble the
solution based on Table 2.

First, add all components to small centrifuge tubes on ice
and mix carefully. Next, incubate at 37 °C in an incubator for
90 min. After incubation, prepare 1% agarose gel in a flask by
adding 0.3 g agarose powder to 30 mL 1xTAE buffer. Micro-
wave for 30 s, and stop. Repeat until agarose is fully dissolved.
Allow gel to solidify during restriction digestion. Add 3 pL
DNA gel loading dye to each sample and load 5 pL 1 kb
DNA ladder to the first well. Next, load complete sample to
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Table 3
Assembly of ligation solution

Concentration 1 Concentration 2
Insert 5uL 5pL
Backbone 5 pL 3pL
T4 ligase buffer (5x) 3uL 3pL
ddH,O 1 pL 3puL

Mix and wait 10 min. Keep sample on ice
T4 DNA ligase 1 pL 1 pL
Total 15 pL 15 pL

two different wells, respectively. After loading, run the gel at
100 V for 30 min. After 30 min, turn off the power, disconnect
the electrodes from the power source, and then carefully
remove the gel from the gel box.

3. Gel Extraction.

Cut out bands using a razor blaze under UV light and
weigh the bands on a sensitive scale and record my mass.
After weighing, melt the bands by heating the bands at 65 °C
for 10 min. Next, follow the Gel Extraction Kit protocol to
isolate DNA from each gel slice. For the final step of the
protocol, elute the final product in 30 pL double-distilled
water (ddH,0).

4. Ligation.

First, assemble the ligation solution based on Table 3.
Prepare two different concentrations for insert and backbone,
1:1 and 2:1 volume ratio, respectively. Next, mix all compo-
nents on ice and incubate the reaction at room temperature for
1.5-2 h. Once finished, stop the reaction by incubating samples
at 65 °C for 5 min.

5. Transformation.

Thaw DH5a-competent cell tubes on ice. At the same
time, set heat block at 42 °C. Once the stopping reaction has
cooled, add each sample to their respective DH5a cells and mix
gently. After mixing, incubate on ice for 10 min and afterward,
heat shock the cells for 90 s at 42 °C. After heat shocking, put
back the tube on ice for 4 min and add 150 pL
non-contaminated LB medium without antibiotics to each
tube of cells. Incubate and shake at 37 °C for 1 h. Next, plate
each reaction (200 pL) on AMP plate, upside down, and incu-
bate at 37 °C overnight.



3.2.2 Construct Toehold

Switch for miR-21
Detection

3.2.3 Construct Control
Toehold Switch

3.3 Cell Culture and
Transfection

6.
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Sequence the constructed plasmids using appropriate primers
by Sanger sequencing for verification.

The pcDNA-str-miR-155-GFP plasmid can be constructed

using Q5 site-directed mutagenesis kit.

The pcDNA-toehold-miR-21-mRFP switch could be constructed
using site-directed mutagenesis method.

1.

Design miR-21 toehold switch sequence which includes stem
region and loop region.

. Encode the miR-21 detection sequence in the stem region.

Insert the custom-designed miR-21 toehold switch sequence
into pcDNA 3.0-mRFP using Q5 site-directed mutagenesis kit
with a pair of back-to-back orientated primers (see Note 3).

. Amplify backbone plasmid (pcDNA 3.0-mREFP) using a pair of

standard primers and a master mix formulation of A5 Hot Start
High-Fidelity DNA Polymerase.

. Analyze the PCR product using agarose gel electrophoresis

before enzyme reaction.

. Incubate the PCR product with a unique enzyme mix (KLD

enzyme mix) which allows for rapid circulation of the PCR
product and removes the template DNA. The enzyme mix
contains a kinase, a ligase, and Dpnl.

. Transform into E. coli as described in Subheading 3.2.1.
. Construct pcDNA-str-miR-21-mRFP plasmid using Q5 site-

directed mutagenesis kit following the same procedures.

. Construct control switch plasmid by cloning the DNA frag-

ment encoding control switch sequence and GFP protein
between Xhol and BamHI restriction sites in pcDNA 3.0.

. Amplity the coding region of control switch through PCR

using Xhol forward primer and BamHI reverse primer
(Table 1).

. Digest, amplify, and clone the DNA fragment into the vector

downstream of the CMV promoter between the Xhol and
BamHI cloning sites to result in pcDNA-control plasmid.

. Culture the cells in tissue culture dish at 37 °C in a humidified

incubator with 5% CO,. Culture Chinese hamster ovary
(CHO), human embryonic kidney (HEK) 293, and Hela
cells in DMEM, high glucose, supplemented with 10% FBS
and 1% penicillin/streptomycin solution. Culture MDA-MB-
231 breast cancer cells in RPMI-1640 media with 25 mM
HEPES and L-glutamine, supplemented with 10% FBS, 1%
penicillin/streptomycin  solution, and 5 pg/mL Gibco
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3.4 Reverse
Transcription and RT-
PCR

3.4.1 Cell Lysis

3.4.2 Reverse
Transcription

gentamycin. Change media every 2—-3 days and trypsinize cells
using 0.25% trypsin—EDTA when needed.

. For DNA plasmids, transfect the cells using Lipofectamine™

2000 transfection reagent in 6-well plates. Seed cells at the
concentration of 3 x 10° cells per well with 1.5 mL culture
medium. Transfect once the cells reach 70-80% confluency.

. For each well, follow the procedures below. For multiple wells

of cells, multiply the amount of solution by the number of
wells.

. For miRNA mimics or inhibitors, transfect using Lipofecta-

mine™ RNAiMax transfection reagent according to manufac-
turer’s protocol. For the control group, transfect cells with
equal amount of negative control mimics or inhibitors for
comparison. The concentrations of miRNA mimics, inhibitors,
and negative control are set to 25 nM.

. For co-transfection of DNA plasmids and miRNA mimics/

inhibitors, use Lipofectamine™ 2000 transfection reagent.
Briefly, dilute DNA (500 ng/mL) and miRNA mimics/inhibi-
tors (25 nM) in Opti-MEM and mix with Lipofectamine 2000
to form DNA-miRNA mimics/inhibitors—Lipofectamine™
2000 complex. The complexes can be added to the cells after
20 min of incubation at room temperature.

For miRNA quantification, use TagMan™ MicroRNA RT Kit and
TagMan™ MiRNA Assays to generate cDNA and to quantitatively
detect mature miRNAs, respectively. In addition, to quantify the
levels of mature miRNAs in cells, TagMan™ MicroRNA Cells-to-
CT Kit can be used.

1.

Rinse the cells three times with cold 1x phosphate-buffered
saline (PBS) and aspirate.

. Add 50 pL of lysis solution to each sample and mix the lysis

reaction by pipetting up and down five times.

. Incubate for 8 min at room temperature (19-25 °C). During

this incubation, cells were lysed, and RNA was released into a
lysis solution containing reagents to inactivate endogenous
RNases.

. Add 5 pL stop solution and mix five times. In this step, a stop

solution is used to inactivate the lysis reagents to avoid inhibi-
tion of reverse transcription.

. Incubate for 2 min at room temperature.

. Program thermal cycle for reverse transcription.

2. Assemble RT master mix and distribute to reaction (Table 4).

. Mix master mix solution gently or centrifuge briefly.
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Assembly of RT master mix solution

10X RT bufter
dNTP mix

RNase inhibitor
MultiScribe TM RT
Water

Total (master mix solution)

1.5 pL
0.15 pL
0.19 pL
1 pL
4.16 pL
7 uL

3.4.3 Real-Time PCR

3.4.4 Data Analysis

3.5 Flow Cytometry
and Toehold Switch
Characterization

N O\ o

—

. Distribute RT master mix to PCR tubes.
. Add 3 pL 5x RT primers.

. Add 5 pL cell lysate solution.

. Run the RT thermal cycle program.

. Program the real-time PCR.
. Assemble PCR cocktail and aliquot into reaction. PCR cocktail

setup: 10 pL of TagMan Master Mix (2x), 1 pL of TagMan
MicroRNA Assay (20x), and 7.67 pL of water. Total 18.67 pL.
Distribute PCR cocktail into PCR tubes.

. Add RT product. The reverse transcription product (1.33 pL)

was added to the PCR cocktail mix.

. Run the PCRs in real-time PCR instruments. In this step, the

RT product was amplified by real-time PCR using TagMan™
Universal PCR Master Mix and TagMan™ MicroRNA Assay.
The data was collected and analyzed after the quantitative PCR
was done.

. Obtain Cr values for all samples in order to compare relative

concentration.

. ACr is a relative gene expression level which was calculated by

subtracting the Cr value of miR-155 from the Cy value of the
same sample.

. For comparing fold change, convert this number using log(2"

(ACT))

. For each experiment, add a control group by using non-treated

cells to adjust the setting to minimize autofluorescence signal.

. Culture cells at a density of 3 x 10 cells per well in 6-well

plates. Once cells reach 70-80% confluency, transfect cells fol-
lowing the procedures in Subheading 3.4.

. After 48 h of transfection, harvest cells using 0.25% EDTA-

trypsin and resuspend in 500 pL of cold 1% BSA /PBS solution.
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Fig. 2 Representative results of three different plasmids for comparison

3.6 Detection of
Exogenously
Expressed miRNAs

3.7 Detection of
Simulated Endogenous
miRNAs

4. Transfer the cells into a centrifuge tube and keep on ice.

5. Analyze the cells using a Guava EasyCyte Flow Cytometer. A

total number of 10,000 cells is recommended for each sample.
A 488 nm excitation laser and a Green-B 525/30 nm filter to
detect GFP. A 587 nm excitation laser and a Red-B 695 /50 nm
filter to detect mRFP. Adjust the threshold gate to avoid the
background signal.

. Collect the data and analyze the data using the Incyte software.

Calculate the mean fluorescent intensities for comparison of
samples.

. Characterize the performance of tochold switch comparing it

with a non-toehold miRNA sensor and a positive control plas-
mid (Fig. 2; see Note 4).

The miRNA toehold switch is capable of detecting exogenously
expressed miRNA in mammalian cells (Fig. 3).

1. Use RT-PCRin the presence of miRNA mimics or inhibitors to

confirm that the mimics or inhibitors can change the expression
of miRNAs.

. Once confirmed, co-transect the cell line of interest with toe-

hold switch plasmid and miRNA mimics or inhibitors. Use a
negative control and a toehold control plasmid for comparison
(see Note 5).

. After transfection, perform flow cytometry to acquire the fluo-

rescent intensity of GFP (Fig. 3a). Acquire the mean intensity
of each sample for comparison (Fig. 3b).

The miRNA toehold switch can be utilized to detect simulated
endogenously expressed miRNA in mammalian cells.

1. First, stimulate the endogenous miR-155 expression in Hela

and MDA-MB-231 cells using transforming growth factor-
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Fig. 3 Representative results of detecting miRNAs in CHO and MDA-MB-231 cells
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beta (TGF-p) (see Note 6) [36-39]. First, treat the cells with
different concentrations of TGF-p (0-2 ng/mL) to simulate
miR-155 expression.

2. After 48 h of incubation, quantify the miR-155 expression
levels using RT-PCR (see Note 7).

3. Transfect the cells with pcDNA-tochold-miR-155 switch and
treat with TGF-p at three different concentrations, 0.5, 1, and
2 ng/mL. Measure the GFP expression by flow cytometry.

3.8 Multiplex The toehold switch can be designed for multiplex detection of
Detection of miRNAs miRNAs in mammalian cells (se¢ Note 8).

1. Design a miR-21 toehold switch according to the same princi-
ple as miR-155 toehold switch. Optimize the toehold structure
to make sure the Kozak sequence and start codon are located in
the loop and stem region, respectively. Use an mRFP as a
repressed protein (see Note 9).

2. Test and characterize the miR-21 toehold switch by measuring
exogenously expressed miR-21 in HEK 293 cells. This step is
similar to procedure 3.5. Briefly, miR-21 expression levels can
be modulated using miR-21 mimics or inhibitors. Use a con-
trol construct without a sensing region. Measure and analyze
the mRFP expression using flow cytometry. For the miR-21
toehold switch, the mRFP expression in HEK 293 cells can be
increased in the presence of miR-21 mimics, while it can be
decreased in the presence of miR-21 inhibitors. For the control
switch, the mRFP expression levels should not have a signifi-
cant difference in the presence of miR-21 mimics or inhibitors.

3. After optimization, both miR-155 tochold switch and miR-21
toehold switch can be utilized for multiplex detection of
miR-155 and miR-21 in mammalian cells. The GFP expression
in mammalian cells indicates miR-155 level, while the mRFP
expression indicates miR-21 level.
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4 Notes

1. The design of miRNA tocehold switch has two important para-

meters, the tochold length and stem unwound length. Since
miRNAs are shorter at 22 nt, the ratio of tochold length and
stem unwound length should be in the range of 0.8—1.2. This
ratio could also be adjusted based on the switch ON/OFF
ratio. This step is important since it will affect the performance
of the toehold switch, including sensitivity and specificity.

2. All the toehold switch and control plasmids were constructed

using standard cloning techniques unless specified. Competent
E. cols strain DH5a was grown in Luria broth (LB) Miller
medium with appropriate antibiotics (ampicillin, 100 pg/mL;
kanamycin, 50 pg/mL) and used for cloning purposes. All the
DNA fragments and primer sequences were synthesized by
IDT. Digestion products and PCR products were purified
using Wizard SV Gel and PCR Clean-Up System. All ligations
were performed using T4 DNA ligase with adjusted incubation
time and temperature. The ligation products were then trans-
formed into chemically competent E. cols DH5a and plated on
LB agar plates with appropriate antibiotics. All the plasmid
DNA was prepared from E. coli using Wizard Plus SV Mini-
preps DNA purification system. After plasmid purification, the
DNA amounts were quantified using Nanodrop.

. Site-directed mutagenesis can only be utilized if the inserted

DNA sequences are less than 100 bp. Larger DNA fragment
inserts should be done using traditional cloning methods or
Golden Gate DNA assembly approach.

. Figure 2 is an example of the characterization process for

miR-155 toehold switch. Three plasmids were used for tochold
switch, non-toehold sensor, and positive control, respectively.
These are pcDNA-Toehold-miR-155-GFP, pcDNA-miR-155-
GFP, and pcDNA-GFP. For each plasmid, cells were
co-transfected  with  plasmid and miRNA  mimics
(or inhibitors, negative control). After transfection, flow cyto-
metry was performed to acquire the fluorescence intensity of
GFP. The mean intensity of each sample was acquired and
compared. In this step, a cell line with high transfection effi-
ciency should be chosen, i.e., HEK 293 or HeLa. For positive
control plasmid (pcDNA-GEFP), the GFP intensity should not
have a significant difference in the presence of miRNA mimics
or inhibitors. For non-toehold miRNA sensors, GFP intensity
should decrease in the presence of miRNA mimics and increase
in the presence of miRNA inhibitors. For the tochold switch
sensor, GFP intensity should increase in the presence of
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miRNA mimics and decrease in the presence of miRNA
inhibitors.

. For the toehold control plasmid, there is a toehold structure

without a sensing region. Thus, the GFD intensity should be
minimum for the groups of control plasmid.

. TGF-Bis a cytokine that is known to have important effects on

processes such as angiogenesis, fibrosis, and cancer metastasis
[37, 40]. Previous studies have shown that TGF-f could
induce miR-155 expression in breast cancer cells and promote
collective cell migration and invasion [36—39]. It is noted that
different types of cells line may have different results due to
their transtection efficiency and ability to respond to TGE-p.

. It is noted that TGF-p can only induce the expression of

miR-155 in specific cell lines, including MDA-MB-231. For
Hela cells, the miR-155 expression level has no difference with
or without TGF-f treatment.

. It is noted that the performance of toehold switches for multi-

plex detection of miRNA is dependent on the transfection
efficiency of mammalian cells, types of cells, and the amount
of endogenously expressed miRNA levels.

. For multiplex detection, different reporter genes (i.e., RFP,

YFP, mCherry) should be chosen.
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Imaging S-Adenosyl Methionine Dynamics in Living Cells
Using an RNA-Based Fluorescent Sensor

Jared D. Moon, Kevin Yusko, Lindsey Nassimos, and Jiahui Wu

Abstract

S-Adenosyl methionine (SAM) is a critical metabolite involved in numerous cellular processes, including
DNA methylation and gene expression regulation. Understanding the spatiotemporal dynamics of SAM
within living cells is essential for deciphering its roles in maintaining cell homeostasis and in disease
development. Here, we describe a protocol based on a recently reported SAM sensor exploiting a fluoro-
genic RNA and an RNA three-way junction for visualizing SAM dynamics in cultured mammalian cells.

Key words RNA-based fluorescent sensor, Fluorescence imaging, Fluorogenic aptamer, Live cell
imaging, RNA aptamer

1 Introduction

Metabolites are small molecules that play important roles in cellular
processes such as biosynthesis, signaling, and gene expression.
Proper regulation of metabolites is crucial for maintaining cell
homeostasis. One important metabolite is S-adenosyl methionine
(SAM), which is involved in DNA methylation and gene expression
regulation [1]. During DNA methylation, SAM serves as a methyl
donor to a cytosine base in DNA, resulting in 5-methylcytosine,
which is associated with silencing gene expression by altering the
accessibility of DNA to the transcription machinery [2]. Impor-
tantly, dysregulation of SAM levels is highly associated with cancer
development [3-5]. Therefore, visualizing the spatiotemporal
dynamics of SAM in living cells could provide valuable insights
into how cells regulate SAM levels to maintain homeostasis and
how dysregulation of SAM levels contributes to cancer progression.

Traditional methods to image metabolites in living cells rely on
protein-based fluorescent sensors [6, 7]. Fluorescent sensors are a
class of fluorescent molecules whose fluorescence intensity is pro-
portional to the levels of a ligand of interest. A fluorescent sensor
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comprises two domains: (1) a fluorescence output domain and (2) a
ligand-binding domain. These two domains are connected so that
ligand binding at the ligand-binding domain will proportionally
change the fluorescence intensity from the fluorescence output
domain [8]. This change of fluorescence intensity reflecting the
change of ligand concentration can be captured using fluorescence
microscopy.

Despite tremendous development, using protein-based fluores-
cent sensors to image SAM is challenging. This is because there is a
lack of SAM-binding protein domains that undergo conforma-
tional changes upon binding SAM for constructing protein-based
fluorescent sensors. To address this, researchers have developed a
series of SAM sensors based on RNA aptamers [9-11]. RNA apta-
mers are single-stranded RNA sequences that can fold into struc-
tures to specifically bind to target molecules. RNA-based sensors
utilize nongenetically encoded fluorophores for their fluorescence
output. These fluorophores, such as DFHBI (3,5-difluoro-4-
hydroxybenzylidene-imidazolinone), have minimal fluorescence
by themselves. However, when bound to the RNA-based fluores-
cence output domain, such as Broccoli [12] and Squash [10], these
fluorophores become highly fluorescent.

Here, we demonstrate the application of a recently reported
RNA-based fluorescent sensor for SAM in living cells. This SAM
sensor is based on an RNA three-way junction, F30 [13]. In this
SAM sensor, a SAM-binding RNA aptamer is connected to a critical
stem of Broccoli through an RNA three-way junction [9]. In the
absence of SAM, the SAM-binding aptamer is unfolded, which
disrupts the folding of Broccoli, resulting in minimal fluorescence
output. However, binding to SAM induces the folding of Broccoli,
resulting in an increase of Broccoli fluorescence (Fig. 1). This SAM
sensor can reliably detect SAM level changes in living cells.

Fig. 1 Design strategy of SAM biosensor using the F30 RNA three-way junction. In this SAM sensor, a
SAM-binding RNA aptamer is connected to a critical stem of Broccoli through an RNA three-way junction, F30.
In the absence of SAM, the SAM-binding aptamer is unfolded, which disrupts the folding of Broccoli, resulting
in minimal fluorescence output. However, binding to SAM induces the folding of Broccoli, resulting in an
increase of Broccoli fluorescence
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2 Materials

2.1 Cell Culture
Reagents

2.2 Transfection
Reagents

2.3 Imaging
Reagents

NeRC RN RO N

. HEK293T cells.
. Cell culture medium: Dulbecco’s Modified Eagle Medium

(DMEM) supplemented with 10% fetal bovine serum (FBS),
100 U mL ™! penicillin, and 100 pg mL ™" of streptomycin.
Store at 4 °C.

. T75 cell culture flask.
. 1x phosphate-buffered saline (PBS), premade by manufacturer.

Store at room temperature.

. 1xTrypLE Express (no phenol red), premade by manufacturer.

Store at room tempecerature.

. 15 mL tubes.

. 50 mL tubes.

. Serological pipettes and pipette controller.
. Water bath set to 37 °C.

10.
. Trypan blue solution, 0.4%, premade by manufacturer.
12.
13.
14.
15.

Centrifuge with rotors for 15 mL and 50 mL tubes.

Hemocytometer.
24-well plates with glass bottom (se¢ Note 1).
Poly-D-lysine solution. Store at 4 °C.

Mouse laminin I. Store at —20 °C.

. Opti-MEM, premade by manufacturer (see Note 2). Store

at 4 °C.

. DNA plasmid: pAV-U6 + 27-Tornado-F30-SAM sensor

(see Notes 3 and 4).

. FuGENE® HD transfection reagent or other equivalent trans-

fection reagents, premade by manufacturer. Store at 4 °C.

. 1.7 mL microcentrifuge tubes.

. 100x GlutaMAX™ premade by manufacturer.
. 100 mM sodium pyruvate, premade by manufacturer.

. Imaging medium: FluoroBrite DMEM supplemented with

10% FBS, 1x GlutaMAX-I, and 1 mM sodium pyruvate.

4. Hoechst 33342 dye solution, premade by manufacturer.

. BI ((Z)-3-((1H-benzo[d Jimadazol-4-yl)methyl)-5-(3,5-

difluoro-4-hydroxybenzylidene)-2-methyl-3,5-dihydro-4H-
imidazol-4-one), prepared by dissolving BI powder in DMSO
to a final concentration of 10 mM.
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6.

Cycloleucine 500 mM solution, prepared by dissolving cyclo-
leucine powder in imaging medium before use.

. An inverted fluorescence microscope equipped with a white

light source, a DAPI filter cube, a FITC filter cube, a 40x% air
objective, a camera, and an imaging stage with an adaptor for
24-well plate.

3 Methods

3.1 CGulturing and
Seeding Cells

10.

. Maintain HEK293T cells with cell culture medium in a T75 cell

culture flask at 37 °C with 5% CO, until cell confluency
reaches ~80%.

. Prewarm cell culture medium, 1x PBS, 1x TrypLE Express in a

37 °C water bath.

. Carefully aspirate cell culture medium from the T75 cell culture

flask without detaching HEK293T cells in the flask, then rinse
the HEK293T cells with ~10 mL prewarmed 1x PBS once, and
aspirate the 1x PBS.

. After aspirating the 1x PBS, add 2 mL 1x TrypLE Express to

the same T75 cell culture flask with HEK293T cells, and then
place the flask back to the cell incubator at 37 °C with 5% CO,
for up to 5 min to let cells detach from the flask.

. After incubation, take the T75 cell culture flask out of the

incubator, and add ~8 mL of prewarmed cell culture medium
to the flask. Gently pipette the 1x TrypLE Express and cell
culture medium mixture using a serological pipette to detach
cells from the flask.

. Then transfer the detached cells into a 15 mL tube and centri-

fuge this 15 mL tube at 3004 for 3 min.

. After centrifugation, cells should be pelleted at the bottom of

the 15 mL tube. Aspirate supernatant carefully without dis-
rupting the cell pellet.

. Resuspend cells using ~10 mL prewarmed cell culture medium.

Pipette gently to ensure cells are fully resuspended.

. Pipette 10 pL of the resuspended cells and mix them with

10 pL of trypan blue solution. Then pipette 10 pL of this
mixture into a hemocytometer and count the number of cells.

Based on the cell density calculated from step 9, dilute
HEK293T cells to a density of 2 x 10° per 5 mL using cell
culture medium. Then, seed 0.4 x 10° HEK293T cells in 1 mL
of cell culture medium to each well of a 24-well plate, shake
gently to ensure cells are evenly distributed in the well, and put
the 24-well plate back to an incubator at 37 °C with 5% CO,
and culture overnight (se¢ Note 5).
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3.3 Imaging
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. Transfect HEK293T cells for 18-24 h after seeding them on a

24-well plate. To transfect HEK293T cells in one well of a
24-well plate, mix the following reagents in a 1.7 mL tube:
25 pL of Opti-MEM, 0.5 pg of pAV-U6+27-Tornado-F30-
SAM Sensor DNA plasmid, and 2 pL. of FuGENE® HD
reagent.

. Thoroughly mix the above mixture by gently pipetting, and

then incubate at room temperature for 15 min.

. Pipette dropwise the above transfection mixture to HEK293T

cells in a well of a 24-well plate. Gently shake the 24-well plate
to ensure transfection mixture is well-mixed with the cell cul-
ture medium. Then move the 24-well plate back to the incuba-
tor at 37 °C with 5% CO, to culture for 3648 h.

. 6 h prior to imaging, prewarm 1x PBS and imaging medium in

water bath to 37 °C.

. Aspirate cell culture medium from a 24-well plate. Gently rinse

the transfected HEK293T cells with 0.5 mL prewarmed 1x
PBS. Aspirate 1x PBS, and then add 0.5 mL fresh prewarmed
imaging medium supplemented with 10 pM BI to each well of
HEK293T cells. Incubate cells at 37 °C with 5% CO,.

. 30—60 min prior to imaging, add Hoechst 33342 to the cells to

a final concentration of 2 pg/mL. Incubate cells at 37 °C with
5% CO,.

. Prior to imaging, transfer the 24-well plate with transfected

HEK293T cells to prewarmed microscope imaging stage at
37 °C with 5% CO,. Adjust the X,Y position of the microscope
imaging stage such that the objective is under the well with
transfected cells. Then, turn on bright-field illumination and
adjust the height of the objective (the Z position) to focus on
adhered HEK293T cells (see Note 6).

. Turn oft bright-field illumination. Switch to the DAPI channel

(equipped with a filter cube containing an excitation filter of
350 + 25 nm, a dichroic mirror of 400 nm with long pass, and
an emission filter of 460 + 25nm) and turn on fluorescence
acquisition. In the DAPI channel, adjust the height of the
objective to fine-tune the focus of HEK293T cells.

. After adjusting the focus, switch to the FITC channel

(equipped with a filter cube containing an excitation filter
470 + 20nm, a dichroic mirror of 495 nm with long pass,
and an emission filter of 525 + 25 nm) to image SAM sensor.
Adjust exposure time in the microscope software to acquire
sufficient fluorescence signals from HEK293T cells expressing
SAM sensor (see Note 7).
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7. Set time-lapse imaging protocol in the microscope software for
image acquisition every 5 min for a total imaging time of 6 h
(see Note 8).

8. Start time-lapse imaging protocol and acquire images for
5 min. Pipette 55.55 pL of cycloleucine solution (500 mM)
dropwise onto each well of the 24-well plate, taking care to not
disrupt the cells and the position of the plate on the stage.
Continue imaging for 2 h.

9. Pause image acquisition on the microscope software, and then
carefully aspirate imaging medium containing cycloleucine
without disrupting the cells or moving the 24-well plate.

10. Add 0.5 mL imaging medium supplemented with 10 pM BI to
HEK293T cells and resume image acquisition for another 3 to

4 h (Fig. 2).
Cycloleucine Washout of
added cyloleucine

Time (h): l, 0.5

F30-SAM
Sensor

Time (h):

F30-SAM
Sensor

Control

Fig. 2 Representative images of HEK293T cells expressing circular SAM sensor and circular Broccoli (control),
respectively. Upon inhibition of SAM synthesis by cycloleucine, the fluorescence of the SAM sensor decreased,
reflecting the depletion of SAM. When cycloleucine is removed, SAM sensor fluorescence was restored. In
cells expressing Broccoli as a control, Broccoli fluorescence remains at approximately the same level
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Once imaging is finished, discard 24-well plate containing
HEK293T cells, and turn off the microscope software and
then all the components of the microscope.

. After data acquisition, export time-lapse images to a series of

files with TIF format. Open this image series by an image
processing software, such as Image] or Fiji, via “File — Import
— Image Sequence.”

. In Image], open “ROI Manager” (Analyze — Tools — ROI

Manager), and then use the “Freehand selections” tool to
define and add ROIs (regions of interest) in different cells for
measuring fluorescence intensity changes over time. Be sure to
use the “Freehand selections” tool to draw a few ROIs reflect-
ing background fluorescence intensity for background
subtraction.

. After finish drawing ROlIs, check the box in “Analyze — Set

measurements — Mean gray value.” Then, measure the fluo-
rescence intensity of the ROIs in the time-lapse image series
(In the ROI Manager tab, More — Multi Measure).
Export data.

. Open data with a data visualization and analysis software, such

as Microsoft Excel. Subtract each ROI to the averaged of ROIs
reflecting background fluorescence. After this, plot the fluores-
cence intensity of each ROI against time.

4 Notes

. For cell types that are prone to detach from glass surface, such

as HEK293T cells used in this protocol, we recommend coat-
ing the 24-well imaging plate with poly-D-lysine and mouse
laminin I. For cell types that are easy to adhere to glass surface,
such as HeLa cells and U20S cells, no extra coating is needed.

. For transfection using FuGENE® HD, Opti-MEM can be

replaced by double-distilled water.

. pAV-UG6 + 27-Tornado-F30-SAM Sensor can be obtained by

digesting pAV-U6 + 27-Tornado-F30-Pepper(TAR Variant-2)
[14] (Plasmid #129405) by Sall and SaclI and then ligating to
the sensor insert sequence (listed in Table 1) digested by the
same restriction enzymes.

. DNA plasmids can be purified using silica membrane-based

miniprep columns. However, if high cytotoxicity is observed
after transfection, consider using anion exchange-based max-
iprep columns to minimize the levels of endotoxin from bacte-
ria used for propagating the DNA plasmids.
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Table 1

Insert sequence for constructing a DNA plasmid expressing a circular SAM sensor based on the F30

RNA three-way junction

Name Sequence
Sensor insert ATACTAGTCGACGGGCCGCACTCGCCGGTCCCAAGCCCGGATAAAA
sequence TGGGAGGGGGCGGGAAACCGCCTAACCATGCCGAG

TGCGGCCGCAGGTTGCCATGTGTTCTGTCGAGTAGAGTGTGGGCTC
TTCGGAGACGGTCGGGTCCAGAACTCTGATCCGAAAGGA
TGGCGGAAACGCCAGATGCCTTGTAACCGAAAGGGGATTCA
TGGCAACCGCGGTCGGCG

5.

We typically seed 0.4 x 10> HEK293T cells in each well of a
24-well plate. However, the number of cells seeded in each well
should be adjusted according to cell type and optimized
accordingly to each experimental need.

. The Broccoli-based F30 SAM sensor is prone to rapid, revers-

ible photobleaching. We recommend using transmitted light
microscopy to search for areas of interest for imaging. Using
the FITC channel to search for cells may cause photobleaching
of the SAM sensor. Should this happen, close the excitation
shutter, and leave the cells in the dark for a few minutes to let BI
bind to the SAM sensor again.

. To acquire sufficient fluorescence signals, decreasing excitation

light intensity and increasing exposure time are typically
recommended.

. It is important to set the microscope to close the shutter while

not imaging to minimize photobleaching.
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High-Throughput Spectroscopic Analysis of mRNA Capping
Level

Chileab Redwood-Sawyerr, Rochelle Aw, Roberto Di Blasi,
Ignacio Moya-Ramirez, Cleo Kontoravdi, Francesca Geroni,
and Karen Polizzi

Abstract

Eukaryotic mRNAs are characterized by terminal 5’ cap structures and 3’ polyadenylation sites, which are
essential for posttranscriptional processing, translation initiation, and stability. Here, we describe a novel
biosensor method designed to detect the presence of both cap structures and polyadenylation sites on
mRNA molecules. This novel biosensor is sensitive to mRNA degradation and can quantitatively determine
capping levels of mRNA molecules within a mixture of capped and uncapped mRNA molecules. The
biosensor displays a constant dynamic range between 254 nt and 6507 nt with reproducible sensitivity to
increases in capping level of at least 20% and a limit of detection of 2.4 pmol of mRNA. Overall, the
biosensor can provide key information about mRNA quality before mammalian cell transfection.

Key words Biosensing techniques, RNA cap, RNA stability, RNA isolation and purification,
Transcription

1 Introduction

The choice of quality control method for RNA analysis is depen-
dent on the sample type and the characteristics of interest. RNA
studies typically require sample and /or signal amplification to over-
come low mRNA abundance, RNA instability at room tempera-
ture, and RNase activity [1]. Sample amplification using
polymerase-based methods improves the sensitivity of RNA detec-
tion methods; however, sample amplification introduces sequence
biases potentially increasing the occurrence of false-positive
results [2].

Alternatives to sample amplification strategies include sample
enrichment processes employing complementary base pairing to
capture poly(A) motifs on mRNA molecules [3]. Additionally,
mRNA molecules can be detected and captured using labels such
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as 3DNA dendrimers or labeled via splinted ligation and quantified
by qPCR methods probing the presence and abundance of specific
regions of RNA [4, 5]. Unfortunately, these techniques are subject
to enzymatic stalling and incomplete detection of mRNA degrada-
tion products.

High-resolution LC-MS methods to estimate mRNA integrity
independent from rRNA abundance, such as the Agilent 6545XT
AdvanceBio LC/Q-TOF and Acquity Ultra-Performance Liquid
Chromatography instruments, offer methods that are sequence
independent and have high precision [6-8]. These capillary elec-
trophoresis instruments rapidly analyze mRNA up to 3800 nt long
for 5’ capping and polyadenylation using ARCA cap 0 and ARCA
cap 1 analogues and poly(A) standards [9, 10]. However, these
LC-MS methods are optimized for shorter sequences; hence, e.g.,
capping level analysis of long mRNAs typically requires
pre-treatment with site-directed cleavage by RNAse H.

The protocol described here offers a method of analyzing
mRNA capping level and integrity in a single step decoupled from
rRNA abundance. It includes the in vitro transcription of mRNA,
analysis of the integrity using a high-throughput biosensor assay,
and transient transfection into mammalian cells (Fig. 1). The bio-
sensor provides a one-step measurement of the amount of func-
tional (translatable) mRNA in a sample. The unique advantage of
the biosensor is the ability to analyze RNA directly from in vitro
transcription (IVT) and RNA extraction processes and with low
cost. Additionally, this biosensor has been validated for mRNA
products of lengths up to 6507 nt as well as for heterogenous
total cell mRNA [11].

Finally, while state-of-the-art LC-MS systems are well-suited
for detailing the characteristics of mRNA capping structures and
poly(A) tail motifs, as well as for identifying degraded product, this
biosensor is adept for rapid, high-throughput determination of
capping and integrity of full-length mRNA transcripts and can be
operated without specialist training.

2 Materials and Reagents

Prepare all solutions using UltraPure DNase /RNase-Free Distilled
Water and analytical-grade reagents. Prepare all reagents at room
temperature and store prepared reagents at 4 °C. Store RNA sam-
ples at —80 °C, keeping them on ice when in use and ensure that
pipettes used for RNA are regularly cleaned with 70% ethanol and
specialist chemicals to prevent RNAse contamination such as RNase
Away ™ (Thermo). Take care to achieve accurate pH readings for
prepared reagents to ensure proper functioning of all proteins.
Adhere to waste disposal regulations when disposing of waste
materials, particularly where contaminated waste is generated.
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(1. In vitro transcription, capping 3 2. Assessment of capping levels 3. In vivo RNA delivery
and poly-adenylation

3 UTR & AAAAA
WO .
S T | T > | G —> iy
| S — CAP analogue

\ CAP analogue

Fig. 1 Diagrammatic workflow of the protocol. mRNAs of interest are first transcribed, capped, and
polyadenylated in vitro. mRNA quality and integrity are assessed using the biosensor assay. Once capping
levels are verified, the mRNAs are purified and transfected in mammalian cells to quantify expression

2.1 In Vitro mRNA 1. HiScribe® T7 ARCA mRNA Kit (NEB) or equivalent (see

Synthesis, Capping, Note 1).

and Polyadenylation 2. RNA Clean & Concentrator-25 (Zymo Research) or
equivalent.

2.2 mRNA For the quantification of the percentage of capped, full-length

Substrates and mRNA molecules in a sample, a standard curve is used. This

Reporter Enzymes requires mRNA molecules of a similar length to the target in

capped and uncapped (or truncated) forms. Accordingly, the syn-
thesis of mRNA molecules using an appropriately linearized tem-
plate DNA by in vitro transcription (IVT) is required as described in
Subheading 3.1.

Standard mRNA solutions with varied mRNA capping levels
should then be prepared using mixtures of capped and uncapped
mRNA at the required percentages maintaining the required total
mRNA concentration.

A reporter p-lactamase elF4E (B4E) protein catalyzes the
chemical reaction in the final step of the assay described here. The
pET28a-B4E plasmid encoding the B4E protein can be obtained as
an E. coli DH5a cell bacterial stab from Addgene (plasmid
#162067). Once obtained, single colonies can be prepared by
streaking LB agar plates from these bacterial stabs using 50 pg/
mL kanamycin as a working concentration. Typical DNA extraction
protocols can be performed using overnight growths from these
single colonies with 50 pg,/mL kanamycin. Extracted plasmid DNA
can be used to transform bacterial cells expressing T7 polymerase
(e.g., Invitrogen One Shot BL21 DE3™) for ITPG-inducible
expression of B4E and His-tag purification.

221 Materials 1. Streptavidin-conjugated magnetic beads (e.g., Dynabeads
T1™_ Thermo).

Magnetic separation rack for 200 pL tubes.
Thin-wall 0.2 mL PCR tubes.
Microplate reader.

Thermocycler.

o Yl

Flow cytometer.
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2.2.2 Reagents

2.3 Gell Culture
2.3.1 Materials

2.3.2 Reagents

2.4 Transfection of
mRNAs into HEK293T
Mammalian GCells

2.4.1 Reagents

2.5 Assessment of
Expression by Flow
Cytometry

2.5.1 Materials

1.

50 mM MgCl,.

2. 2x Buffer A: 100 mM HEPES, 100 mM KCl, pH 9.

N O O b N~

—

. Buffer B: 33 mM HEPES, 50 mM KCl, 1% (w/v) BSA, 0.1%

(v/v) Tween 20, 10 mM DTT, pH 7.56.

. Oxo0id™ nitrocefin (Thermo Fisher Scientific) rehydrated

provided with phosphate buffer to 0.5 mg/mL (1 mM) (see
Note 2).

. Biotinylated poly-deoxythymidine oligonucleotide (pdTss).

. Mammalian cell culture facility.

. Stripettes.

. Sterile T75 flasks.

. 15 mL and 50 mL Falcon tubes.
. 1.5 mL microcentrifuge tubes.

. Sterile tips.

. Automated cell counter.

. HEK293T cell line (ATCC; see Note 3).
. Culture media (DMEM high glucose, GlutaMAX™_ pyruvate

supplement) (Thermo Fisher).

. FBS.
. Trypsin.

Once the quality of the mRNA is established, the mRNA can be
transfected to assess functionality and protein expression in mam-
malian cells.

TransIT®-mRNA Transfection Kit (Mirus).
Opti-MEM™ serum-free medium (Thermo Fisher).

Flow cytometer.

5 mL tubes with cell strainer cap.

2.5.2 Reagents 1. DPBS.
3 Methods
3.1 In Vitro mRNA 1. To transcribe your template DNA into mRNA and to perform

Transcription

capping and poly-adenylation, use the HiScribe® T7 ARCA
mRNA Kit as per manufacturer’s instructions.



3.2 mRNA
Purification

3.3 Rehydrating
Biotinylated Poly-
deoxythymidine
(pdT25)

3.4 Equilibration of
Streptavidin-Coated
Magnetic Beads and
Immobilization with
pdT 35

3.5 mRNA Capture by
pdT3s
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. To isolate your mRNA of interest, use a spin column purifica-

tion kit such as the RNA Clean & Concentrator-25 as per
manufacturer’s instructions. Store samples at —80 °C until use.

. Centrifuge the tube containing lyophilized biotinylated deox-

ythymidine oligonucleotide pdT,s and make up to 100 pM
using water.

. Dilute 5 pL of 100 pM biotinylated poly(pdT,5) stock to a final

concentration of 1 pM in an Eppendorf tube to a final volume
of 500 pL using 495 pL water.

. Pipette 10 pL of resuspended streptavidin-coated magnetic

beads into a thin-walled 200 pL PCR tube. Use one tube per
reaction condition.

. Pellet the magnetic beads by transferring the PCR tubes to a

magnetic separation rack for 200 pL tubes and allow the beads
to collect the base of the tube for 1 min.

. Mix the magnetic beads with 10 pLL 2x Buffer A and 10 pL

water before collecting beads using the magnetic rack and
discarding the supernatant (see Note 4). Repeat this wash
twice more, discarding the supernatant each time.

4. Resuspend the beads with 20 pL of 2x Buffer A.
. Mix the beads with 20 pL of 1 pM biotinylated pdT,s and

incubate at room temperature for 10 min on a rotatory plat-
form at 60 rpm.

. Collect beads using the magnetic separator rack and discard the

supernatant. Repeat the 20 pL wash from step 3, discarding the
supernatant.

. Refold mRNA samples by first defrosting the mRNA on ice.

Prepare mRNA solutions by appropriately diluting mRNA as
follows. Calculate the necessary volume of mRNA stock solu-
tions required to prepare 0.6 pM mRNA solutions in 19.6 pL.
Additionally, determine the volume of water to prepare these
solutions.

. Use a thermocycler for the following incubation steps. Incu-

bate the mixture at 80 °C for 2 min, followed by 60 °C for

2 min.

. Pipette 0.4 pL of concentrated 50 mM stock MgCl, solution to

the mixture to a final volume of 20 pL and final concentration
of 1 mM. Finally, incubate the mixture at 37 °C for 30 min.

. Mix 20 pL of the diluted, refolded mRNA with the collected

beads and incubate for 20 min.
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Gapped mRNA

3.7 Nitrocefin

Colorimetric Assay

3.8

Cell Culture

5.

P

Mix 100 pL of Buffer B with the beads and incubate for 5 min
at room temperature. Collect the beads using a magnetic sepa-
ration rack and dispose of the supernatant.

. Dilute His-tag purified B4E to 0.2 pM with Buffer B.
. Mix the collected beads with 50 pL of the 0.2 pM B4E solution

and incubate for 1 h at room temperature on a rotatory plat-
form at 60 rpm.

. Post incubation, collect the beads using a magnetic separation

rack and discard the supernatant.

. Wash the beads by mixing them with 200 pL Buffer B and

collect using the magnetic rack. Discard the supernatant to
remove unbound B4E. Repeat this wash step twice more, dis-
carding the supernatant each time.

. Resuspend collected beads by mixing with 100 pL of 2x Buffer

A and 100 pL water.

. Set up a plate reader to record absorbance at 492 nm (A4g,) of

the biosensor over a 90-min reaction period, measuring absor-
bance every minute.

. Pipette 172 pL phosphate buffer and 20 pL. 1 mM nitrocefin

solution into the reaction wells of a 96-well plate (see Note 5).

. Pipette 8 pL of the resuspended beads (approximately 4 pg

beads) into reaction wells and mix well.

4. Begin A49, measurements (see Note 6).

. For each point on the standard curve, determine the linear

region of the Ay9, measurement. Extract the value at the end
of the linear region and average the measurements for each
technical replicate of the standard curve to generate the transfer
function graph. The A9, measurements of the biosensor of
test samples can be interpolated using the linear transfer func-
tion for mRNA standards of the same length (as shown in
Fig. 2) to determine the capping and integrity of the test
sample.

. Maintain HEK293T cells in culture (37 °C, 5% CO,) by seed-

ing them in T75 flasks at the cell data bank recommended
concentration (ATCC).

. When cells reach confluence, remove the spent culture

medium, wash in DPBS, and detach them by adding 3 mL of
trypsin. Incubate at 37 °C for 5-10 min.

. Add 5 mL of fresh culture medium to inactivate trypsin and

collect the cells in a 15 mL Falcon tube.
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Fig. 2 Representative results from the biosensor assay.
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the response of the sensor against different percentages of full-length, capped
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response curves (b, c),

where the absorbance value for nitrocefin hydrolysis was taken at the end of the
linear first-order (linear) reaction phase. Biosensor responses at different per-

centages of full-length, capped mRNAs for cRNA2 (h)

and cRNA3 (c) used in

[11]. The A? values for transfer functions should be above 0.9 in all the cases
ensuring high reproducibility of the assay and the linearity of the biosensor

response during the chosen time range. Error bars
deviation of three technical replicates

represent the standard
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3.9 mRNA
Transfection

4.

Count the cells using an automated cell counter as per manu-
facturer instructions.

. Transfer the required number of cells into a fresh 15 mL

Falcon tube.

. Centrifuge at 1000 rpm for 5 min.

. Remove the supernatant, resuspend the cells in fresh medium,

and add them to a new T75 flask.

. Repeat every 2-3 days.

. Seed 10° HEK293T per well in a 24-well plate.

. One day after seeding, prepare the transfection mix using

0.25 pg of in vitro transcribed mRNA, 1 pL of TransIT®--
mRNA transfection reagent, and 1 pL of TransIT®-mRNA
transfection boost in a final volume of 50 pL in Opti-MEM™
serum-free medium (volumes are per well, scale up accordingly
based on your needs) (see Notes 7 and 8).

. Incubate at room temperature for 5 min.

. Add the transfection mix dropwise to the cells, gently rock the

plate back and forth, and incubate at 37 °C, 5% CO,.

3.10 Assessment of 1. Two days after transfection, detach the cells, wash in DPBS,

Protein Expression by and resuspend in 500 pL. DPBS.

Flow Cytometry 2. Filter the cell suspension using 5 mL tubes with cell strainer
caps to disrupt any cell clumps.

3. Analyze the cell samples using a flow cytometer. Figure 3 shows
representative results from the transfection of a mRNA encod-
ing the green fluorescent protein.

4 Notes

. Production of capped mRNA can be achieved either

co-transcriptionally using a reaction mixture containing a cap
analogue or post-transcriptionally using enzymes. Either work
with the biosensor described here. We have obtained high
yields of mRNA with the HiScribe ® kit from NEB and ver-
sions of this containing enzymes for simultaneous polyadenyla-
tion are available. To use the kit for in vitro transcription, the
template DNA must be previously prepared to include the T7
promoter upstream of the coding region. Primer design is
advised in the HiScribe® T7 ARCA mRNA Kit as per manu-
facturer instructions.

. Aliquot prepared nitrocefin substrates into 1 mL aliquots, and

protect each aliquot from light degradation and oxygen expo-
sure by wrapping aliquots in aluminum foil at —20 °C. Avoid
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Fig. 3 Representative transfection results. (a) Flow cytometry histograms for HEK293T cells transfected with
an EGFP-encoding mRNA compared to the untransfected control. (b) Bars show the EGFP quantification from
flow cytometry in (a). EGFP mean and standard deviation of two independent biological replicates are shown

. Briefly vortex

multiple freeze—thaw cycles of prepared nitrocefin substrate
solutions for best assay performance.

. Any mammalian cell line of choice can be used to test the

mRNA functionality. Follow the transfection protocol opti-
mized for your specific cell type.

. Leaving approximately 20 pL of liquid in the PCR tube when

washing the magnetic beads helps to maximize retention. On
the final wash, the supernatant can be completely removed by
ensuring that the PCR tube is tilted, and the supernatant is
aspirated away from the magnetic beads.

. The number of wells needed will depend on the number of

samples being tested and the number of points on the standard
curve. Subheadings 3.3-3.6 provide sufficient material for mul-
tiple technical replicates of the assay from the same
reaction tube.

. If the B-lactamase reporter does not produce a signal within the

first 5 min of analysis, possible explanations include:

— The mRNA under investigation has insufficient capping or
polyadenylation.

— The yellow substrate is already hydrolyzed to a red—brown
color.

— The bufter
lacking DTT.

— Insufficient p-lactamase reporter may have been used.

the TransIT®-mRNA transfection and
TransIT®-mRNA transfection boost reagents before use, to
ensure homogeneous mixing.

is not sufficiently reducing, potentially
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8. The transfection protocol has been optimized for use in
HEK293T. When using other cell lines, additional experiments
might be needed to identify the conditions needed to obtain
high transfection efficiencies. Variables include cell seeding
density, the ratio of mRNA to transfection reagents (including
the boost reagent), incubation time for complex formation,
etc., similar to any standard DNA transfection.
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In Vitro Generation of Megakaryocytes from Engineered
Mouse Embryonic Stem Cells

Mitchell R. Lewis and Tara L. Deans

Abstract

The in vitro differentiation of pluripotent stem cells into desired lineages enables mechanistic studies of cell
transitions into more mature states that can provide insights into the design principles governing cell fate
control. We are interested in reprogramming pluripotent stem cells with synthetic gene circuits to drive
mouse embryonic stem cells (MESCs) down the hematopoictic lineage for the production of megakaryo-
cytes, the progenitor cells for platelets. Here, we describe the methodology for growing and differentiating
mESCs, in addition to inserting a transgene to observe its expression throughout differentiation. This
entails four key methods: (1) growing and preparing mouse embryonic fibroblasts for supporting mESC
growth and expansion, (2) growing and preparing OP9 feeder cells to support the differentiation of
mESCs, (3) the differentiation of mESCs into megakaryocytes, and (4) utilizing an integrase-mediated
docking site to insert transgenes for their stable integration and expression throughout differentiation.
Altogether, this approach demonstrates a streamline differentiation protocol that emphasizes the repro-
gramming potential of mESCs that can be used for future mechanistic and therapeutic studies of
controlling cell fate outcomes.

Key words Megakaryocytes, Differentiation, Pluripotent stem cells, Synthetic gene circuits, Synthetic
biology

1 Introduction

Pluripotent stem cells have the potential to produce the three
primary germ layers that make up the mammalian body. During
development, embryonic stem cells (ESCs) undergo specialized
decision-making to yield tissue-specific characteristics that allow
them to perform particular functions. Understanding how these
cells tightly control their spatial and temporal gene expression of
lineage-specific transcription factors will provide new insights into
the design principles governing how cells transition from one cell
state to another. Megakaryocytes (MKs) are a rare population of
cells that develop from hematopoicetic stem cells (HSCs) in the
bone marrow and function to produce platelets that circulate
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throughout the body [1]. The misguided differentiation cues and
incomplete maturation of MKs have been shown to cause a number
of blood disorders [2]. In a healthy individual, roughly 1 in 10,000
bone marrow cells are MKs, making their development and matu-
ration difficult to study. Another major challenge in studying MK
development has been the identification, classification, and enrich-
ment of MK progenitor cells that are produced during hematopoi-
esis, the process of making all cells of the blood system. We and
others have recently identified, isolated, and expanded an impor-
tant MK progenitor cell population that marks a critical transition
state for stem cells in their journey to become mature MKs for the
production of platelets [3-5]. In order to study the cell fate transi-
tions and establish the molecular rules governing hematopoietic
commitment, cell fate transitions, and the dynamic processes guid-
ing stem cell differentiation during the development and matura-
tion of MKs, it is critical to have a consistent and well-established
protocol for the differentiation of pluripotent stem cells into MKs.
Mouse embryonic stem cells (mESCs) are particularly interesting
because of the large number of mouse disease models that exist for
future studies of abnormal MK development and maturation, in
addition to testing the function of platelets made in vitro [6] for
mitigating diseases and better understanding their role during
infection in vivo.

Here, we describe a new approach for differentiating mESCs
in vitro for the production of MKs. Indeed, protocols exist in the
literature for differentiating mESCs into MKs in vitro; however,
many protocols contradict each other and give inconsistent results,
and their MK production is minimal. Taking what we learned from
attempting many protocols, we have established a new protocol for
the consistent and robust differentiation of mESCs into MKs
in vitro. Next, we show that mESCs can be engineered to express
exogenous transgenes throughout differentiation, demonstrating
the potential for reprogramming pluripotent stem cells with exog-
enous transgenes and synthetic gene circuits [7—13] to be used for
driving their cell fate. In this protocol, we describe differentiating
mESCs on a support layer of OP9 cells, a bone marrow-derived
stromal cell line, in the presence of thrombopoietin (TPO) that
leads to the in vitro differentiation of mESCs into MKs. We also
describe how to use phage integrases to enable site-specific genome
editing to insert desired DNA into the genome. Specifically, we use
¢C31 integrase, which catalyzes the irreversible recombination
between appropriate attB and a#tP sites to insert desired DNA
sequences [14, 15]. To accomplish this, we use mESCs from the
TARGATT mouse line that have an a#zP site integrated in the
Hippll chromosome [16]. We transfected mESCs with plasmids
containing the ¢C31 integrase and GFP with az£B sites flanking a
promoter and GFP to enable its integration into the Hippl1 chro-
mosome. After confirming integration, these mESCs were
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differentiated into MKs. Using the protocols outlined here will
enable the growth and expansion of mESCs, their differentiation
into MKs in vitro, and studies for inserting transgenes and synthetic
gene circuits into the Hippll chromosome of mESCs. These
methods will facilitate studying the molecular rules and dynamic
processes governing cell fate transitions into MKs, in addition to
the mechanisms of transgene silencing, the challenge of losing
expression of the inserted transgene(s) over time [17, 18].

2 Materials

2.1 Expanding and
Mitomycin C Treating
Mouse Embryonic
Fibroblasts (MEFs)

1.

2.

S AN S

Primary mouse embryonic fibroblasts, neomycin resistant, not
treated, P3 (MilliporeSigma, PMEF-NL).

MEF growth medium: 500 mL high glucose Dulbecco’s Mod-
ified Eagle’s Medium (DMEM, Thermo Fisher Scientific,
11965-092), 50 mL fetal bovine serum (FBS; 10% final con-
centration, Thermo Fisher Scientific, 10437028), 5 mL peni-
cillin/streptomycin (1% final concentration, Thermo Fisher
Scientific, 15140-122), 5 mL L-glutamine (2 mM final con-
centration, Thermo Fisher Scientific, 25030-081), 5 mL non-
essential amino acids (NEAA; 1% final concentration, Thermo
Fisher Scientific, 11140050).

Gelatin (Sigma, G1890).
Mitomycin C (MMC) (Fisher Scientific, BP2531-2).
DMSO (Fisher Scientific, MT-25950CQC).

0.25% trypsin~EDTA, phenol red (Thermo Fisher Scientific,
25200056).

7. PBS (Thermo Fisher Scientific, 10010-023).

co

14.
15.
16.
17.
18.
19.

. Milli-Q water.

. T75 flasks, vented cap.
10.
11.
12.
13.

T175 flasks, vented cap.
15 mL conical tubes.
50 mL conical tubes.

Sterile disposable filter unit, 250 mL (Fisher Scientific,
FB12566502).

70% ethanol in a spray bottle.
Centrifuge.

Hemocytometer.

Cryovials.

Magnetic stir bar.

Magnetic stirrer hot plate.
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20.

21.

2.2 Expanding 1.

Mouse Embryonic

Stem Cells (mESCs) 2.
. mESC growth medium: 500 mL high glucose knockout Dul-

10.

2.3 Expanding OP9 1.

Cells 2

o © N o !

Cell culture incubator capable of regulating temperature
(37 °C), humidity, and carbon dioxide (5%).

Biosafety hood suitable for growing cells aseptically.

Mouse embryonic stem cells (harvested from a TARGATT
mouse, Applied StemCell) (see Note 1).

Confluent T25 flask of mitomycin C treated MEFs.

becco’s Modified Eagle’s Medium (DMEM, Thermo Fisher
Scientific 10829-018), 75 mL fetal bovine serum (FBS),
embryonic stem cell certified (FBS, ES certified; 15% final
concentration, Thermo Fisher Scientific, 10439024), 5 mL
penicillin/streptomycin (1% final concentration, Thermo
Fisher Scientific, 15140-122), 5 mL L-glutamine (2 mM final
concentration, Thermo Fisher Scientific, 25030-081), 5 mL
nonessential amino acids (NEAA; 1x final concentration,
Thermo  Fisher  Scientific, 11140050), 500 pL
B-mercaptoethanol (21985-023), leukemia inhibitory factor
(LIF, Thermo Fisher Scientific, PMC9484; secc Note 2).

. 0.25% trypsin—EDTA, phenol red (Thermo Fisher Scientific,

25200056).

. T25 flasks, vented cap.
. 15 mL conical tubes.
. Centrifuge.

. Hemocytometer.

PBS.

Cell culture incubator capable of regulating temperature
(37 °C), humidity, and carbon dioxide (5%).

. Water bath at 37 °C.
12.

Biosafety hood suitable for growing cells aseptically.

OP9 cells (ATCC, CRL-2749).

. OP9 growth medium: 500 mL minimum essential medium o,

no nucleosides (Thermo Fisher Scientific, 12561-056),
100 mL fetal bovine serum (FBS; 20% final concentration,
Thermo Fisher Scientific, 10437028), 5 mL penicillin/strep-
tomycin (1% final concentration, Thermo Fisher Scientific,
15140-122).

. 0.25% trypsin—EDTA, phenol red (Thermo Fisher Scientific,

25200056).

4. T25 flasks, vented cap.

. 12-well plates.
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. Cell culture incubator capable of regulating temperature

(37 °C), humidity, and carbon dioxide (5%).

. Biosafety hood suitable for growing cells aseptically.

. 12-well plate with OP9 cells ~80% confluent in each well.
2. 5000-7500 mESC:s.
. 0.25% trypsin—EDTA, phenol red (Thermo Fisher Scientific,

25200056).

. Recombinant murine thrombopoicetin (TPO) (VWR, 10770-

952).

. PBS.
6. Bovine serum albumin (Fisher Scientific, BP1600-100).

. Cell culture incubator capable of regulating temperature

(37 °C), humidity, and carbon dioxide (5%).

. Biosafety hood suitable for growing cells aseptically.

. Eight to twelve wells in a 12-well plate with confluent mESCs

growing on mitomycin C-treated MEFs (this can be scaled up
or down, depending on the experimental design).

. Lipofectamine™ 2000 (Thermo Fisher Scientific, 11668-019).
. Opti-MEM™ (Thermo Fisher Scientific, 31985070).

4. Plasmid for inserting transgene into mouse genome:

pBT378_pattB-pCA-GFP-pA-attB plasmid (Addgene,
52554).

. Plasmid with ¢C31 integrase to enable recognition and

integration at the a#tP location in the Hippll chromosome
(Addgene, 13795).

. Microcentrifuge tubes.

. Biosafety hood suitable for growing cells aseptically.

. PBS.
. Bovine serum albumin (BSA) (Fisher Scientific, BP1600-100).
. Hoechst 33342 solution for identifying live cells (Fisher

Scientific, BDB561908).

. CD117 (c-Kit) clone 2B8 for identifying hematopoietic stem

cell progenitors, PerCP conjugated (VWR, 105821).

. CD45 for identifying nucleated hematopoietic cells, APC

conjugated (30-F11) (VWR, 103111).

. CD41 for identitying MKs and platelets, PE conjugated (Fisher

Scientific, BDB561850).

. Flow cytometry: Beckman Coulter Life Sciences CytoFLEX S

cytometer.
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2.7 Imaging for
Analysis of
Differentiation and
Loaded Transgene
Markers

10.

11.

12.

13.

14.

1. 12-well plates.
2. PBS.

3.
4

. Permeabilizing blocking solution: 5% normal donkey serum

4% tormaldehyde (Thermo Fisher Scientific, FB002).

(Jackson ImmunoResearch Laboratories, 017-000-121), 1%
bovine serum albumin, IgG-free, protease-free (Jackson
ImmunoResearch Laboratories, 001-000-162), 0.25% triton
(Fisher Scientific, BP151-500).

. Blocking solution: 5% normal donkey serum (Jackson Immu-

noResearch Laboratories, 017-000-121), 1% bovine serum
albumin, IgG-free, protease-free (Jackson ImmunoResearch
Laboratories, 001-000-162).

. Glycerol (Fisher Scientific, G31-1).
. DAPI to stain nuclei (Fisher Scientific, P162247).

. Phalloidin to stain actin filaments (Thermo Fisher Scientific,

A30106).

. Rat anti-CD41 primary antibody, unconjugated to stain MKs

and platelets (Thermo Fisher Scientific, MA516875).

Donkey anti-rat secondary antibody, Alexa Fluor® 647 Affini-
Pure Donkey Anti-Rat IgG (H + L) (Jackson Labs, 712-605-
150).

Mouse anti-GFP primary antibody, unconjugated to stain for
docked GFP (Thermo Fisher Scientific, MA5-15256).

Donkey anti-mouse secondary antibody, Alexa Fluor®
647 AffiniPure Donkey Anti-Mouse IgG (H + L) (Jackson
Labs, 715-605-150).

Zeiss Axio Observer 7 live cell imaging inverted fluorescence
microscope.

Nikon TS100 inverted microscope.

3 Methods

3.1 Expanding and
Mitomycin C Treating
MEFs

An overview of the entire differentiation process described in this
protocol is shown in Fig. 1.

1.

Make a 0.1% gelatin solution (0.1 g/100 mL Milli-Q water) by
weighing out 0.1 g of gelatin and adding it to a beaker of
100 mL Milli-Q water with a magnetic stirrer and placing it
on a magnetic stirrer hot plate (see Note 3). Once the gelatin is
completely dissolved, let it cool to room temperature, and then

filter-sterilize by running through a sterile disposable filter unit.
Coat a T75 flask with 5 mL of 0.1% gelatin. Rotate flask to
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a

Expand and MMC Plate ES cells @@ Expand ES cells in
treat MEFs ®@ the presence of LIF

b.
Expand OP9 cells Plate ES cells @® Differentiate ES cells

@@ in presence of TPO

mESCs o

C.
Docking transgenes
in ES cells attB

PC31 GFP

attB

Transfect cells

Hipp11 chromosome Hipp11 chromosome

Fig. 1 Schematic of the differentiation process. (a) Expansion and mitomycin C (MMC) treating mouse
embryonic fibroblasts (MEFs, gray cells) for supporting the growth and expansion of mouse embryonic stem
cells (mESCs, turquoise cells). (b) Expansion of OP9 cells (orange cells) for differentiating mESCs into
megakaryocytes (MKs, purple cells) in the presence of thrombopoietin (TPO). (¢) Docking transgenes in the
Hipp11 chromosome of mESCs using ¢$C31 integrase. The mESCs were harvested from a TARGATT mouse
line that has an aftP site located in the Hipp11 chromosome for $pC31 integrase to catalyze the recombination
and insertion of between aftB and aftP sites to insert a promoter and GFP into the Hipp11 chromosome

ensure the entire bottom of the flask is covered. Let it sit at
room temperature in the hood for 20-30 min.

2. Thaw a vial of the neomycin-resistant MEFs by moving a tube
around in a 37 °C water bath (se¢ Note 4).

3. Once thawed, wipe water from the tube and spray with 70%
ethanol before placing in hood. Transfer cells to 7 mL of
pre-warmed MEF growth media in a 15 mL conical tube (see
Note 5).

4. Centrifuge cells at 300 x g for 5 min.

5. Aspirate medium from the cell pellet, being careful not to
disturb the pellet.

6. Aspirate the gelatin from the T75 flask (no need to wash the
flask).
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Fig. 2 Bright-field images of MEFs grown on gelatin-coated plates. (a) and (b) are MEFs growing and are not
ready to be passed. (c) The cells have reached ~90% confluency and are ready to be passed

7.

10.

11.

12.

13.

14.

15.

16.
17.

Resuspend the cells in 10 mL MEF growth medium and trans-
fer to a T75 flask.

. The next day, change the medium to get rid of the cells that did

not survive the freeze—thaw by aspirating the medium from the
cells and adding 10 mL of fresh pre-warmed MEF growth
medium (see Note 5).

. Check on cells daily to ensure they are growing (Fig. 2a, b).

About 1-2 days after thawing, when cells are about 90% con-
fluent (Fig. 2¢), pass into 2x-T175 (or 5x-T75) gelatin-coated
flasks (see Note 6).

Once the cells are ready for passage (Fig. 2c¢), pass cells into
8x-T175 gelatin-coated flasks (see Note 6).

When cells are about 90% confluent (4-5 days), mitomycin C
(MMC) treat the cells. MMC comes in 2 mg of powder.
Resuspend MMC in 2 mL sterile PBS to make it 1 mg/mL
(see Note 7). Add 100 pL of 1 mg/mL to 10 mL MEF growth
medium, so the final concentration is 10 pg/mL of MMC on
the cells (see Note 8). Incubate the cells in the incubator for
2—4 h (see Note 9).

Wash the cells with PBS by aspirating the medium with MMC
off of the cells and adding 15 mL of PBS. Rotate the flask to
ensure PBS is washed over all of the cells.

Aspirate the PBS and add 7 mL trypsin to each flask. Return to
the incubator for about 5 min.

Check that the cells have detached in all flasks and once they
have, add 14 mL MEF growth medium and transfer all cells to
50 mL conical tubes.

Count the number of cells using a hemocytometer.
Centrifuge cells at 300 x g for 5 min.

Aspirate the medium from the cell pellet, being careful not to
disturb the pellet.



18.

19.

3.2 Expanding 1.
Mouse Embryonic
Stem Cells (mESCs)
2
3
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Resuspend cells in freeze medium (90% FBS, 10% DMSO) to
freeze cells at 750,000-900,000 cells per cryovial (see
Note 10).

Store at —80 °C overnight and transfer to liquid nitrogen the
next day.

The day before thawing mESCs, coat the bottom of'a T25 flask
with 2 mL of 0.1% gelatin. Rotate the flask to ensure the entire

bottom of the flask is covered. Let it sit at room temperature in
the hood for 20-30 min.

. Thaw one vial of MMC-treated MEFs by moving a tube

around in a 37 °C water bath.

. Once thawed, wipe water from the tube and spray with 70%

ethanol before placing in hood. Transfer cells to 9 mL of
pre-warmed MEF growth media in a 15 mL conical tube (see
Note 5).

4. Centrifuge cells at 300 x g for 5 min.

. Aspirate the medium from the cell pellet, being careful not to

disturb the pellet.

. Aspirate the gelatin from the T25 flask (no need to wash the

flask).

. Resuspend the MEFs in 5 mLL MEF growth medium and

transfer to the T25 flask.

. Place the flask in an incubator overnight.

9. The next day, thaw a vial of the TARGATT mESC line by

10.

11.

12.

3.3 Expanding OP9 1.
Cells and Plating for

mESC Differentiation 2.
Studies

moving the tube around in a 37 °C water bath.

Resuspend the mESCs in 5 mL mESC growth medium with
LIF and transfer to the T25 flask with the MMC-treated MEFs
that were thawed the previous day (see Note 11).

mESCs need fresh medium every day (see Note 12). To change
the medium, aspirate the medium out of the T25 flask and
replace with 5 mL pre-warmed ES medium containing LIF.

Carefully watch the growth of the mESCs daily (Fig. 3). The
mESC colonies will grow over days, and the day before they
become very confluent (Fig. 3b), prepare a T25 flask of
MMC-treated MEFs (step 1) (see Note 13). The next day,
the mESCs will be confluent (Fig. 3¢) and need to be passed.
Pass the cells 1:3 if you are actively running experiments or up
to 1:25 if you need more time between passages (se¢ Note 6).

Thaw a vial of OP9 cells by moving a tube around in a 37 °C
water bath.

Once thawed, wipe water from the tube and spray with 70%
ethanol before placing in hood. Transfer cells to 7 mL of
pre-warmed MEF growth medium in a 15 mL conical tube
(see Note 5).
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1. Aspirate medium
off of cells

2. Add 2 mL trypsin
3. Add 4 mL MEF medium

2 mL for passing

1 Cen.trrruge ) Count cells
2. Aspirate medium
off of cells 5 .. Plate 5x103-7.5x10° cells
3.Resuspendin5SmL [ .. per mL in each well
mESC medium ]
with LIF

@® |1ansfer o
..,l,au cells @ @ @ 0
_ 00O

Fig. 3 Growing mESCs on a layer of mitomycin C-treated MEFs and plating mESCs for differentiation studies.
(@) Representative bright-field image 2 days after plating mESCs on MEFs. (b) Representative bright-field
image 4 days after plating mESCs on MEFs. (c) Representative bright-field image 5 days after plating mESCs
on MEFs. (d) mESCs (blue cells) are grown in a T25 flask until they are ready to pass (Fig. 3c). Pass cells into a
T25 flask with MMC-treated MEFs (gray cells) for expansion (left) and plate mESCs into a 12-well plate
containing OP9 cells (orange cells) for differentiation studies (right)

3. Centrifuge cells at 300 x g4 for 5 min.

4. Aspirate the medium from the cell pellet, being careful not to
disturb the pellet.

5. Resuspend the OP9 cell in 5 mL OP9 growth medium and
transfer to the T25 flask.

6. Place the flask in an incubator overnight.

7. Pass the OP9 cells when they reach about 80% confluency
(Fig. 4b), at a ratio of 1:4 or 1:5. It is critical to watch the
growth of these cells because the cell density is important. If
the cells are too sparse (e.g., below 4 x 10° cells /cm?), they will
senesce and never reach confluency. It is also critical to not let
the OP9 cells become over 80% confluent because the cells will
start to differentiate into adipocytes and deposit lipid droplets
in their cytoplasm (Fig. 4c). When OP9 cells start to deposit
lipid droplets, they are no longer able to support the mainte-
nance or differentiation of hematopoietic cells. Do not use
them for differentiation studies (sec Note 14).
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1. Aspirate medium
off of cells
2. Add 2 mL trypsin

3. Add 4 mL MEF medium

1. Centrifuge
: 2. Aspirate medium

1. Centrifuge =
2. Aspirate medium =

off of cells | offofcells
3. Resuspend in 5 mL{~ ~| 3.Resuspendin12mL
OP9 medium

g OP9 medium

Transfer 1 mL to each well
all cells

L L
@000
68

Fig. 4 Expanding OP9 cells and preparing them for differentiation studies. (a) The day after passing OP9 cells.
(b) Cells at ~80% confluency and are either ready for mESCs to be seeded on them for differentiation studies,
or they need to be passed. (¢) When cells become too confluent, they start to differentiate into adipocytes and
deposit lipid droplets in their cytoplasm. At this stage, they will no longer support the maintenance and
differentiation of hematopoietic cells and they should no longer be used for differentiation studies. (d) OP9
cells (orange cells) are grown in a T25 flask until about 80% confluent (Fig. 4b). At this stage, the OP9 cells
need to be passed into a T25 flask for expansion (left) and/or into a 12-well plate for differentiation studies

(right)

3.4 Differentiating
mESCs

3.4.1 Preparing OP9
Cells (Fig. 4)

. You will need to prepare OP9 cells at least 1 day before the

differentiation study can begin. When OP9 cells are ready to
pass in a T25 flask (Fig. 4b), aspirate the medium out of the
flask and add 2 mL of trypsin. Incubate at 37 °C until the cells
have detached from the flask, about 5 min.

. Once the cells are detached, add 4 mL of complete MEF

medium to deactivate the trypsin (se¢ Note 15).

. Add 1 mL of the resuspended cells to a 15 mL conical tube for

passing (Fig. 4d, left) and 2 mL to a 15 mL conical tube for
plating in a 12-well plate for differentiation studies (Fig. 4d,
right). This can be scaled up or down depending on the scale of
your differentiation studies. Discard the remaining cells.

. Centrifuge cells at 300 x g4 for 5 min.
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5. Aspirate the medium from the cell pellet, being careful not to
disturb the pellet.

6. Resuspend the pellet for passing in 5 mL OP9 growth medium
and transfer to a T25 flask (Fig. 4d, left). Discard the remaining
resuspended cells.

7. Resuspend the pellet for the differentiation study in 12 mL
OP9 medium and plate 1 mL of the cells into each well of a
12-well plate (Fig. 4d, right).

8. Place the flask and plate in incubator.

3.4.2 Differentiating Day 0: Plate ES cells on prepared OP9 cells (Fig. 3d, right).
mESCs (Fig. 5)

Pool all suspension cells with previously
collected suspension cells

1. Add 300 uL trypsi
medium
Return to incubator
o Collect the suspension for ~20 minutes to
cellsina 50 mL tube let OP9 cells adhere
1. Centrifuge
2. Aspirate medium off of pellet
o 3. Resuspend in 12 mL OP9 growth
medium + 20 ng/mL of TPO
4. Transfer 1 mL per well of cells
to fresh plate of OP9 cells

Fig. 5 Morphological changes in mESCs during differentiation and passing differentiating mESCs. Represen-
tative bright-field images. (a) The day after plating mESCs on OP9 cells. (b) mESCs grown on OP9 cells for
5 days. TPO is added at this stage. (c) Three days after adding TPO to the cultures. (d) The last day of
differentiation. The cells are ready to be analyzed for differentiation markers. (e) Schematic for differentiating
mESCs. First, collect and pool the suspension cells from each well (left, labeled step 1). Second, add trypsin to
the adherent cells. Once the cells are detached and the trypsin is neutralized with the medium, return the plate
to the incubator to remove the majority of the OP9 cells (they will attach first) for about 20 min (top, labeled
step 2). After the majority of the OP9 cells have attached, take the cells in suspension and pool them with the
previously collected suspension cells (right, labeled step 3). Plate onto a fresh plate of OP9 cells growing in a
12-well plate (bottom, labeled step 4)
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1. Aspirate the medium from a flask of confluent mESCs. Add
2 mL of trypsin and incubate at 37 °C until the cells have
detached from the flask, about 5 min.

2. Once the cells are detached, add 4 mL of complete MEF
medium to deactivate the trypsin and transfer 1 mL of cells to
a 15 mL conical tube (Fig. 3, left) (see Note 16).

3. With the remaining mESCs, count the number of cells using a
hemocytometer.

4. Aspirate the OP9 medium from the cells in the 12-well plate
and add 1 mL of fresh OP9 medium to each well.

5. Plate between 5 x 10% and 7.5 x 10®> mESCs per well in a
12-well plate. Because the volume of mESCs is so low (usually
under 25 pL), you can add this small volume to each well
without centrifuging. Indeed, some MEFs will be a part of
this count; however, the number of mESCs is significantly
higher than the number of MEFs during this passage so the
MEFs are negligible. Going above the given range of mESCs
will likely result in a failed differentiation study (see Note 17).
Plating all 12 wells usually gives enough samples for assessing
differentiation at different stages during the process, in addi-
tion to samples for imaging. You can scale up or down depend-
ing on the needs of your experiment.

6. Gently mix the mESCs in the fresh OP9 medium by rotating
the plate front and back, and then side to side, avoiding a
circular pattern to prevent cells from pooling in the center of
the wells.

7. Return the plate and T25 flask to the incubator until the
next step.

Day 3: Half medium swap on differentiating cells.

1. Remove half of the medium from each well (500 pL) of the
12-well plate and add fresh OP9 growth medium (500 pL).

2. Return plates to the incubator until the next step.
Day 4: Pass OP9 cells (Fig. 4d).

1. Pass the OP9 cells according to your experimental setup and
how many plates you will need for your differentiation study
(see Subheading 3.4.1).
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Day 5: Pass differentiating mESCs (Fig. 5).

1.

9.

Transfer the medium growing on the cells to a 50 mL conical
tube. This contains many semi- and non-adherent hematopoie-
tic stem cells that you want to continue differentiating. It’s
okay to pool all the medium and cells from each well. Set
aside (Fig. 5e, step 1).

. To the remaining adherent cells in the 12-well plate, add

300 pL of trypsin to each well and return it to the incubator
until the cells have detached (~5 min).

. Once the cells have detached, add 600 pL. MEF medium to

each well to deactivate the trypsin. Gently pipette up and down
each sample to separate any cell clumps. Return the plate to the
incubator for ~20 min to allow the majority of the OP9 cells to
adhere to the plate (Fig. 5, step 2).

. Collect the remaining suspension cells and pool them with the

50 mL tube of the semi- and non-adherent hematopoietic stem
cells that you already collected in step 1 (Fig. 5, step 3).

. Centrifuge cells at 300 x 4 for 5 min.

. Aspirate the medium from the cell pellet, being careful not to

disturb the pellet.

. Resuspend the pellet with 12 mL OP9 growth medium and

add 20 ng/mL of TPO (sec Note 18).

. Take the plate of OP9 cells that was prepared the previous day

and aspirate the medium from the OP9 cells. Transfer 1 mL of
differentiating mESCs in OP9 growth medium containing
TPO onto the fresh plate of OP9s (Fig. 5, step 4).

Return the plate to the incubator until the next step.

Day 7. Pass OP9 cells.

1.

Pass your OP9 cells according to your experimental setup and
how many plates you will need for your differentiation study
(see Subheading 3.4.1) (Fig. 4d).

Day &: Pass differentiating mESCs (Fig. 3d).

1.

Repeat steps in day 5 for passing differentiating mESCs (see
Note 19).

Day 12: Assess suspension and adherent cells for differentiation

1.
2.

(Fig. 6).

Assess differentiation using flow cytometry (Subheading 3.6).

Assess  differentiation  using  fluorescent  microscopy
(Subheading 3.7).
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1. Resuspend cells in 100 uL of 3% BSA in PBS
2. Add antibodies to the labeled cells
3. Incubate at room temperature for 30 minutes

4. Add 900 uL of PBS to each sample
5. Run samples on flow cytometer

Fig. 6 Schematic of collecting cells for flow cytometry. Collect the suspension cells and split them into two
tubes (labeled as step 1). Next, collect the adherent cells (labeled as step 2). Lastly, resuspend cells in 3%
BSA and label the appropriate tubes with antibodies (labeled as step 3)

3.5 Docking
Transgenes into the
Genome of mESCs
Using ¢ €31 Integrase

. Two days before starting the differentiation of transfected

mESCs, prepare a 12-well plate of MMC-treated MEFs (see
Subheading 3.2) (see Note 20).

. The day before transfecting mESCs, when passing mESCs

(Fig. 3d), count the number of mESCs and transfer 1 x 10°
to 3 x 10° mESCs to a 15 mL conical tube.

. Centrifuge cells at 300 x g4 for 5 min.

. Aspirate the medium from the cell pellet, being careful not to

disturb the pellet.

. Resuspend the pellet with 12 mL mESC growth medium

with LIF.

. Aspirate the MEF medium from the 12-well plate.
. Distribute 1 mL of mESCs to each well of the 12-well plate

with MMC-treated MEFs.

. Return the plate to the incubator for a few hours to allow the

mESCs to settle on the MEFs (see Note 21).

. Later in the afternoon, after the mESCs have settled onto the

MMC-treated MEFs, gather all the reagents for a Lipofecta-
mine™ 2000 transfection. We are doing a co-transfection of
¢$C31 (the integrase) and attB-GFP (the transgene to be
inserted). Follow the manufacturer’s instructions for the
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10.

3.6 Flow Cytometry 1.

10.
11.

3.7 Imaging 1.

Lipofectamine 2000™ transfection. After transfecting the cells,
grow them in mESC medium containing LIF overnight.

The next day, pass the transfected mESCs onto a prepared plate
of OP9 «cells to begin the differentiation process
(Subheading 3.4.2).

We usually take one well of the 12-well plate for assessing
differentiation at different time points using flow cytometry.
Adjust as needed for your experiments.

. Collect the suspension cells by pipetting the medium from one

well of the 12-well plate into two microcentrifuge tubes
(Fig. 6). One tube will be used as a non-labeled control and
the other tube will be labeled with antibodies.

. Collect the adherent cells by adding 300 pL of trypsin to the

well that you already collected the suspension cells from. Once
the cells are detached, add 600 pL of MEF growth medium to
deactivate the trypsin. Add 450 pL of adherent cells to two
microcentrifuge tubes. One tube will be used as a non-labeled
control and the other tube will be labeled with antibodies.

. Add 5 pL of Hoechst per mL of growth medium to the micro-

centrifuge tubes that will be labeled with antibodies. Place the
tubes in the incubator for 30—-60 min, protected from light.

. Centrifuge the labeled and non-labeled cells at 300 x g for

5 min.

. Aspirate the medium from the cell pellet, being careful not to

disturb the pellet.

. Resuspend cells in 100 pL of 3% bovine serum albumin (BSA)

in PBS (sec Note 22).

. Add 2 ng/pL of CD41 antibody, 2 ng,/pL. CD45 antibody, and

50 ng/pL of c-Kit antibody to the tube with the cells already
labeled with Hoechst.

. Incubate at room temperature for 30 min, protected from

light.
Dilute samples with 900 pL of PBS.

Run samples on flow cytometer (Fig. 7).

Aspirate the medium from the cells you will be imaging and
wash with cells with 1 mL PBS and aspirate it from the cells (see
Note 23).

. Add 500 pL (enough to cover cells) of 4% formaldehyde.

Incubate at room temperature for 10 min. Aspirate formalde-
hyde from the cells.

. Wash cells with 1 mL PBS.
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Fig. 7 Flow cytometry to assess differentiation. Outcomes of (a) adherent cells and (b) suspension cells over a
12-day differentiation period. Pink peaks are undifferentiated TARGATT cells and blue peaks are differentiated

cells
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4.

After aspirating the PBS from the cells, add 500 pL of permea-
bilizing blocking solution. Incubate at room temperature for
10 min.

. Wash cells with 1 mL PBS.

6. After aspirating the PBS from the cells, add 500 pL of blocking

solution. Add GFP primary antibody between at 1:500 and 1:
2000 dilution (we typically use 1:1000) and the CD41 primary
antibody at 1:50 and 1:100 dilution (we typically use 1:100).
Incubate at room temperature for 30 min.

7. Gently wash cells with 1 mL PBS two times.

10.

. After aspirating the PBS from the cells, add 750 pL of blocking

solution and add 0.5 pL of secondary antibodies and 0.75 pL of
DAPI (see Note 24). Incubate at room temperature for 30 min.

. Wash cells with 1 mL PBS and after aspirating the PBS, add

another 1 mL of PBS to keep the cells from drying out.
Image cells (Fig. 8).

4 Notes

. We have used this protocol with multiple mESC lines with

similar results.

. LIF comes lyophilized at 10 pg. Resuspend in 100 pL sterile

PBS. After making the complete ES medium without LIF, take
a 50 mL aliquot and add 5 pL of the resuspended LIF. This can
be stored at 4 °C for up to a week. The LIF will degrade so only
add it to smaller aliquots of mESC medium that will be used
within a week.

. Gelatin goes into solution faster with constant stirring and

warming up the solution by using a magnetic stir bar with a
magnetic stirrer hot plate. Larger batches of gelatin can be
made and stored at 4 °C for months. Always check that the
gelatin is clear before using. If the solution looks cloudy, it is
likely contaminated. Throw away immediately and make fresh
gelatin.

. Neomycin-resistant MEFs can be used when selecting for sta-

ble mESC lines containing a neomycin-resistant cassette. We
use these MEFs for the growth and expansion of all mESC lines
that we grow, whether selecting for stable clones or not.

. Pre-warm media in a 37 °C water bath for about 10 min before

using on cells. Once the media is warm, wipe off the water and
spray the entire bottle with 70% ethanol before placing it in
the hood.
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a. Differentiated mESCs b. Docked and differentiated mESCs
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Fig. 8 Assessing docked mESCs after differentiation. (a) Non-docked mESCs differentiated into MKs. Blue is
DAPI, red is phalloidin, and green is CD41. Bottom right is the merged image. (b) Docked mESCs with GFP and
differentiated into MKs. Blue is DAPI, red is phalloidin, green is GFP, and the bottom right image is the merged
image. (c) Docked GFP expression of adherent cells during the differentiation process. (d) Docked GFP
expression of suspension cells during the differentiation process. In both (¢) and (d), the control is non-docked
TARGATT cells

6. Passing cells: Add pre-warmed trypsin to cells (0.3 mL to each
well of'a 12-well dish, 2 mL to a T25 flask, 5 mL to a T75 flask,
and 7 mL to a T175 flask). Always add double the amount of
medium containing FBS to deactivate the trypsin once the cells
have detached. Transfer cells to a 15 mL conical tube and
centrifuge at 300 X g4 for 5 min. Aspirate the medium, taking
care not to disturb the cell pellet. Resuspend the cells in fresh
pre-warmed medium and transfer the cells to the appropriate
growth vessel (5 mL for a T25 flask, 10 mL for a T75 mL flask,
and 18 mL for a T175 flask).



208

Mitchell R. Lewis and Tara L. Deans

7.
8.

10.

11.

12.

13.

14.

15.

Store any leftover MMC at —20 °C.

To conserve the medium and FBS, transfer the medium from
the growing cells (you will use about 13 mL per T175 flask) to
50 mL conical tubes (if you are growing 10x T175 flasks, you
will transfer 130 mL of medium to 3% 50 mL conical tubes).
Discard any remaining medium. Add 100 pL of 1 mg/mL of
MMC to 10 mL media (e.g., 500 pL. to 50 mL medium).
Transfer 13 mL of medium + MMC to each flask. Rotate flasks
to ensure all cells get covered with medium.

. To fully MMC treat cells, incubate for no less than 2 h and no

more than 6 h.

You can also freeze with 50% FBS, 40% MEF growth medium,
and 10% DMSO; however, the higher FBS yields, the better
survival after thawing.

ESCs grow better if they are plated on a layer of MMC-treated
MEFs that have settled in the flask. These cells are capable of
supporting mESC growth for up to 10 days. In unusual cir-
cumstances when you need to pass your mESCs and you do not
have a plate of MMC-treated MEFs ready, you can thaw both
the MEFs and the mESCs at the same time and plate them both
in a gelatin-coated T25 flask with mESC growth medium
containing LIF. If this method is used, it should be avoided
for the next passage of the mESCs.

It is important that the mESC medium is changed daily to
prevent mESCs from spontaneously differentiating. The only
exception to this is that the day you pass the mESCs, you can
double the medium (10 mL in a T25 flask) and not change the
medium the next day.

Usually when you check on the mESCs to change the medium,
the medium will start to turn orange in color when the cells are
close to needing to be passed. Often the medium will turn
yellow (and not cloudy) the next day when they need to be
passed. It is important to take care of the cells (i.e., pass them)
at this stage because the medium is more acidic and not ideal
for the mESCs. If the cells are in this acidic medium too long,
they will start to spontaneously differentiate.

As the OP9 cells undergo many passages, you will start to
notice one or two cells with lipid droplets. A few of these
cells present in your culture are usually okay to use in your
studies, but you should consider thawing a fresh vial soon.
Once you start to see the number of these cells with lipid
droplets increases, you should no longer use them for your
differentiation studies.

Trypsin can be deactivated with medium containing double the
volume of serum (e.g., the OP9 medium). However, for us, the
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base medium for making MEF growth medium is a lot less
expensive compared to the OP9 medium. Therefore, our pref-
erence is to use MEF growth medium to deactivate the trypsin
by adding medium double the volume of trypsin added (this
doubles the serum).

We use MEF growth medium to deactivate the trypsin with the
mESCs because the FBS used in MEF medium is a lot less
expensive than the FBS used to grow the mESCs.

The range of mESCs used in a differentiation study is critical
for the differentiation study to progress to completion. We
have found that adding more than 7.5x10% of mESCs per mL
of culture results in the OP9 cells becoming overwhelmed, and
they start peeling from the plate, resulting in a failed differen-
tiation attempt.

TPO comes in 10 pg lyophilized. Resuspend in 1 mL PBS to
give 10 pg/mL stock solution. For a concentration of 10 ng/
mL in the differentiation medium, add 1 p./mL of TPO to
OP9 growth medium. For a concentration of 20 ng/mL in the
differentiation medium, add 2 pL./mL of TPO to OP9 growth
medium.

We have decreased the TPO concentration from 20 ng/mL to
10 ng/mL on day 8 with the TARGATT and other mESC
lines, and our differentiation outcomes are similar to those
reported here.

The surface area of a 12-well plate is about double to that of a
T25 flask. If you plan on transfecting all 12 wells, you will need
two vials of the MMC-treated MEFs since they are frozen at a
density for a T25 flask. If you are only using six wells, you will
only need one vial. MMC-treated MEFs do not freeze—thaw
well, so once you thaw a vial of MMC-treated MEFs, you
should not freeze them again.

We usually pass the mESCs in the morning onto a plate of
MMUC-treated MEFs, and in the afternoon, do the transfec-
tion. You can let the mESCs grow overnight and do the trans-
tection the next day. In both cases, the mESCs have a high rate
of transfection efficiency.

To make 3% BSA in PBS, weigh out 3 g of BSA and dissolve
in 100 mL of PBS. Store at 4 °C for short-term storage and at
—20 °C for long-term storage.

We use a separate plate for imaging because the incubation
steps are outside of the incubator and imaging the cells can
take some time.
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24. DAPI comes in 10 mg; add 10 mL of Milli-Q water to make
1 mg/mL working stock. This is 1000%, so add 1 pL to 1 mL
of blocking solution. The secondary antibodies come lyophi-
lized. Resuspend these in a glycerol solution where you place a
50 mL conical tube on the scale and add 10 mL of Milli-Q
water. Tare the scale and drip 10 g of glycerol into the tube of
water. Use this to resuspend the lyophilized secondary antibo-
dies by adding 500 pL to each secondary antibody. Use this at
1:1500 to label cells.
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Preparation of Chromohodies for the Detection of Cell
Surface Epitopes

Ugne Baronaite and Elise Cachat

Abstract

Chromobodies are nanobodies genetically fused to fluorescent proteins, which were developed to visualize
endogenous intracellular antigens. These versatile bioimaging nanotools can also be used to detect cell
surface epitopes, and we describe here how we use them as an alternative to conjugated antibodies. This
way, we routinely test the binding efficiency of nanobodies for their cognate cell surface antigens, before
integrating them as sensing domains into complex synthetic receptor architectures.

Key words Chromobody, Nanobody, Surface antigen, Synthetic receptor, Flow cytometry,
Microscopy

1 Introduction

Protein binders are small protein-based affinity reagents that recog-
nize and selectively bind a target molecule [1]. In recent decades
antibodies and antibody-derived small binders, such as single-chain
variable fragments (scFvs) or nanobodies (Nbs), have become
indispensable research and therapeutic tools [2-9]. In research,
their uses include, but are not limited to, microscopic imaging,
protein—protein interaction analysis, protein function analysis, and
regulation of target protein in living cells or organisms [1, 10].

Methods to generate stable, high-affinity binders have evolved
over time—from animal immunization with target antigens [11] to
tully de novo synthesized DNA libraries that are expressed and
interrogated in vitro to select target-specific binders [12]. In silico
modeling tools [13—-16] can also be used to predict the sequence
and structure of possible binders, which can later be generated for
in vitro or in vivo screening against the selected target.

In a mammalian synthetic biology context, small binders are
frequently used as detection moieties in the extracellular domains of
synthetic receptors like synNotch, MESA, or GEMS receptors [17—
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21]: nanobody or scFv sequences are incorporated into receptor
sequences for the detection of customized extracellular ligands.
When constructing novel synthetic receptors for the detection of
specific cell surface antigens, we routinely assess the binding effi-
ciency of these binders before embarking on the lengthy receptor
assembly and testing phases. To do so, nanobodies or scFvs are
genetically fused to a fluorescent protein (FP), producing “chro-
mobodies” or scEFv-EPs, respectively, used to monitor binder/anti-
gen interactions.

In this protocol, we will explain how to produce chromobodies
(or scFv-FPs) in mammalian cell medium and use them (i) to test
the binding efficiency of potential synthetic receptor sensing
domains or (ii) for immunofluorescence detection of cell surface
epitopes as an alternative to conjugated antibodies.

2 Materials

2.1 Mammalian Cell 1. Mammalian cells used for chromobody extracellular produc-

Lines and Plasmids tion were HEK293FT (ThermoFisher, #R70007), a derivative
of HEK293. This cell line stably expresses SV40 large T anti-
gen, allowing high protein expression levels from vectors con-
taining the SV40 origin. Regular HEK293 or other protein
production cell lines can also be used.

2. pUBa5001 (Fig. 1) is a chromobody extracellular expression
plasmid. It contains a mammalian expression cassette with (i) a
CMV promoter (strong), (ii) Igk exportation signal derived
from mouse Igk, (iii) bacterial mRFP expression cassette as a
placeholder for the GoldenGate reaction, (iv) flexible linker—

SV40 ori SV40 ori

SV40 polyA

Polyhistidine tag
TCS

SV40 polyA ori

Polyhistidine ta,
Golden Gate TCs
AmpR ‘ AmpR

—>

pUBa5001

4,919 bp
CMVp CMvVp
ORF
mNeonGreen mNeonGreen
5 Igkappa exportation b kappa exportation
Flexible linker signal Flexible linker signal
mRFP place holder Nanobody CDS

Fig. 1 Map of the plasmid used to express chromobodies extracellularly. Plasmid map pUBa5001 for
extracellular nanobody-fluorescent protein fusion expression. mRFP placeholder is inserted for easier cloning
and screening. The mRFP cassette contains internal Bsal restriction enzyme recognition sites and is designed
to be replaced with the binder coding sequence (CDS) via the GoldenGate reaction. N-terminal Igx signal
sequence drives fusion protein exportation outside the cellular membrane. C-terminal TCS and 6xHis tags are
inserted to facilitate purification if needed. SV40 origin of replication (ori) allows maintenance of the plasmid in
mammalian cell lines that express SV40 large T antigen. pUBa5001 plasmid map
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2.2 Mammalian Gell
Media

2.3 Transfection
Reagents

2.4 Molecular
Cloning

derivative of (GGGS)s, (v) fluorescent protein—mNeonGreen
in this case, (vi) TEV protease cut site (TCS), (vii) polyhistidine
tag, and (viii) SV40 polyA. The plasmid also contains SV40
origin of replication (SV40 ori) for plasmid propagation in
mammalian cell strains containing T antigen in their genome.
TCS and polyhistidine tag are added for easier purification if
deemed required. By removing the Igk exportation signal to
produce intracellular chromobodies, the plasmid can also be
used for monitoring binder-intracellular antigen interactions.

Dulbecco’s modified Eagle’s medium (DMEM) (Thermo Fisher,
#41966) supplemented with 10% Fetal Bovine Serum (FBS).

1.
2.

DMEM supplemented with 10% FBS

DMEM supplemented with 10% FBS and GlutaMAX™
(Thermo Fisher, #35050061) (3 x standard concentration)
(see Notes 1 and 2)

. 1 mg/mL PEI in PBS (se¢ Note 3)

Opti-MEM™  (Thermo  Fisher, #31985062)—reduced
serum medium (se¢ Note 4)

. Polymerase Chain Reaction (PCR) for nanobody CDS

amplification:
(a) QS5 polymerase (New England Biolabs, #M04918S)
) Q5 reaction buffer (New England Biolabs, #89027S)
(¢) Deoxynucleoside triphosphate (ANTP) MasterMix
)

Primers for the nanobody CDS. For extension sequences
for forward and reverse primers, see Table 1.

. GoldenGate reaction for cloning nanobody CDS into expres-

sion plasmid:
(a) Bsal-HF v2 (New England Biolabs, #R3733S)

(b) Hi-T4™ DNA Ligase (New England Biolabs,
#M2622S)

(c) T4 DNA Ligase Reaction Buffer (New England Biolabs,
#B0202S)

Table 1
Primer extension sequences for amplifying nanobody CDS (see Note 5)

Primer Primer extension sequence (5’ to 3')

Forward nnnnGGTCTCnCAGC
Reverse nnnnGGTCTCnGCCTGA




306 Ugne Baronaite and Elise Cachat

3.

ReliaPrep™ DNA Clean-Up and Concentration System
(promega, #A2891)

4. Thermocycler

Gel electrophoresis dock

6. E.Z.N.A.® Plasmid DNA Mini Kit I (Omega, #D6942-00S)

2.5 Immuno- 1. Phosphate Buffered Saline (PBS)
fluorescence for
Analysis 2. Dulbecco’s Phosphate Buffered Saline (DPBS) (Thermo-
Fisher, #14190144)
3. Paraformaldehyde (PFA) in PBS, 4%
4. StemPro™ Accutase™ Cell Dissociation Reagent (Ther-
moFisher, #A1110501)
5. Sorting buffer: DPBS + 1% FBS or 0.1% Bovine Serum Albu-
min (BSA)
3 Methods

3.1 Cloning of
Nanobody CDS into
Expression Plasmid

In this section, protocols for producing small binders in mamma-
lian cells and detecting surface epitopes using fluorescence micros-
copy and flow cytometry are described. The cloning of a CDS
(coding sequence) for the desired binder into an expression vector,
transfection of 293FT cells using PEI, and collection and clearing
of the medium containing the small binder are also described.

pUBa5001 plasmid is designed for an easy single-step GoldenGate
assembly.

1.

Design primers to amplify nanobody CDS and add extensions
for GoldenGate assembly.

. PCR amplify nanobody CDS using Q5 polymerase. Set up Q5

polymerase reaction as described in Table 2, and use the cycling
condition described in Table 3.

. Separate PCR-amplified nanobody CDS from the template by

gel electrophoresis.

4. Purify the separated DNA fragment with a gel extraction kit.

. Set up GoldenGate reaction as described in Table 4, and incu-

bate in the following conditions: 37°C for 5 min and 60°C for
5 min.

Transform 2 pL of the GoldenGate reaction into desired com-
petent Escherichia coli cells.

Pick white colonies from the plate and set up overnight cultures
(see Note 7).



Preparation of Chromobodies for the Detection of Cell Surface Epitopes 307

Table 2
Q5 PCR reaction composition as described by the manufacturer

Components 25 pL reaction 50 pL reaction  Final concentrations
5X Q5 Reaction Buffer 5uL 10 pL 1X
10 mM dNTPs 0.5 pL 1pL 200 pM
10 uM Forward Primer 1.25 pL 2.5 uL 0.5 pM
10 pM Reverse Primer 1.25 uL 2.5 uL 0.5 pM
Template DNA Variable Variable Less than 1000 ng
Q5 High-Fidelity DNA Polymerase 0.25 pL 0.5 pL 0.02 U/pL
5X Q5 High GC Enhancer (optional) (5 pL) (10 pL) (1X)
Nuclease-Free Water to 25 pL. to 50 pL
Table 3

Q5 PCR reaction cycling conditions as described by the manufacturer

Step Temperature Time
Initial denaturation 98°C 30 seconds
98°C 5-10 seconds
25-35 cycles *50-72°C 10-30 seconds
72°C 20-30 seconds/kb
Final extension 72°C 2 minutes
Hold 4-10°C
Table 4

GoldenGate reaction composition (see Note 6)

Components Assembly reaction
Entry plasmid (pUBa5001 or pUBa5002) Variable (up to 75 ng)
PCR-amplified nanobody CDS Variable (up to 75 ng)
T4 DNA Ligase Buffer (10X) 2.5 pL

T4 DNA Ligase (2000 U/pL) 0.5 pL (1000 units)
Bsal-HFv2 (20 U/uL) 1.5 pL (30 units)

Nuclease-free H20 to 25 pL
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Fig. 2 Schematic of the workflow for chromobodies production in mammalian cells. Chromobodies
production takes 3 days. The seeded cells are transfected on Day 0. Cells are left to grow and produce
chromobodies for 3 days. The medium containing chromobodies is collected on Day 3 and cleared of cells and
cell debris through centrifugation. The supernatant can be used for downstream applications. Created with
BioRender.com

8. Extract the plasmid DNA from overnight bacterial cultures
using DNA extraction kit, and confirm the sequence is correct
via preferred method.

3.2 Transfection and
Chromobodies
Production

The general workflow of chromobodies production can be seen in
Fig. 2.

1. Prepare 1 mg/mL PEI in PBS:
(a) Dissolve 100 mgin 100 mL sterile ddH,O

Stir while slowly adding HCI to pH 7.0

(¢) Mix for 10 minutes and then recheck pH

Filter sterilize through 0.22 pm filter

(e) Aliquot 500 pL to 1000 pL and store in — 80°C
2. Seed FT293 cells at 70% confluence a day prior transfection.

3. Assemble the transfection mixture as described in Table 5.

4. Deliver transfection mixture to mammalian cells culture vessel

dropwise.
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Table 5
Transfection of 293FT scaling for different culture vessels used

Culture vessel Culture media (mL) Opti-MEM (uL) DNA (ng) PEI (ng)

48-well 0.25 25 0.25 0.75
12-well 1 100 1 3
6-well 2 250 2.5 7.5
T-75 15 1500 20 60

5. The day after transfection, change the cell medium.
6. Leave cells to produce chromobodies for 3 days.

7. Collect the cell medium, spin it down, and collect the superna-
tant in a separate tube (see Notes 8 and 9).

8. Store collected media at 4°C in the dark.

3.3 Detecting Conditioned media containing chromobodies can be used to detect
Surface Epitopes Using  cell surface epitopes via microscopy (Fig. 3).
Chromobodies via

. 1. Seed target-displaying adherent cells at 80% confluence into
Microscopy

the wells containing round coverslips. Wait until cells attach,
usually overnight.

2. Aspirate medium and wash cells with PBS (se¢ Note 10).
3. Fix cells with 4% PFA for 10 min (se¢ Note 11).

4. Aspirate 4% PFA and wash cells with PBS by incubating for
5 min. Repeat the step three times.

5. Add the conditioned medium containing anti-target chromo-
bodies to the fixed cells.

6. Incubate at 4°C overnight in the dark.

7. Aspirate the conditioned medium and wash cells with PBS by
incubating for 5 min. Repeat the step three times.

8. Caretully pick up a cover slip from its well and sandwich cells
between the cover slip and a microscopy slide. Seal the coverslip
to avoid evaporation.

9. Image cells immediately or store at 4°C in the dark for up to
a week.

3.4 Detecting The conditioned medium containing chromobodies can be used to
Surface Epitopes Using ~ detect cell surface epitopes via flow cytometry (Fig. 4).
Chromobodies via

1. Seed target-displaying adherent cells at 80% confluence. Wait
Flow Cytometry

until cells attach, usually overnight.

2. Aspirate medium and wash cells with DPBS.
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Composite Bright Field mCherry filter BFP filter GFP filter

target-specific
nanobody-mCherry

target-specific
nanobody-mNeo nGreeT

target-specific s
nanobody-mTagBFP2

target-specific
nanobody-sfGFP

non-target specific
nanobody-mCherry

-ve control

Fig. 3 Detection of a surface epitope using conditioned media containing chromobodies. The epitope-

displaying cells were fixed and incubated in media, which were conditioned for 3 days by 293FT cells
transfected with one of the four chromobody plasmids (see Note 13)

. Dissociate cells using Accutase (see Note 12).
. Collect cells and spin them down. Aspirate medium.

. Wash cells with DPBS. Aspirate supernatant.

N UL W

. Resuspend cells in the conditioned medium containing chro-
mobodies. Incubate at 4°C in the dark with gentle rotation for
30 min.

N

. Spin the cells down. Aspirate the medium.

8. Wash the cells with DPBS by incubating for 5 min. Repeat the
step three times.

9. Resuspend cells in sorting buffer.
10. Analyze using flow cytometry immediately.
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Fig. 4 Detecting surface epitopes via flow cytometry using the conditioned medium containing anti-
target chromobodies. 293FT cells expressing and exporting anti-target sfGFP chromobodies (nanobody/
super-folder GFP fusions) were grown for 3 days, their medium filtered and added onto cells displaying the
target epitope and expressing mCherry. (@) Representative flow cytometry data for cell surface epitope
detection, using for comparison conditioned medium containing (1) target-specific chromobodies (red
population), (2) non-target-specific chromobodies (blue population), or (3) no chromobodies (orange popula-
tion). Hits in the Q1 and Q2 quadrants are cells that display the target (mCherry+). Hits in the Q2 and Q4
quadrants are cells bound by chromobodies (sfGFP+). Hence, target-displaying cells bound by a detectable
amount of chromobodies locate in quadrant Q2. (b) Percentage of target-displaying cells bound by a
detectable amount of chromobodies: nQ2 x100 / (nQ1+nQ2), where nQ is the number of cells in a particular
quadrant for each condition tested (see Note 14)

4 Notes

1. While HEK293 are okay with regular DMEM supplemented
10% FBS, 293FT cells require richer medium, otherwise tend
to detach from the culture vessel surface. You may choose to
supplement media with non-essential amino acids too.

2. It is better to use a phenol-free medium for chromobodies
production as it does not change color and allows quantifica-
tion of chromobodies in the conditioned medium using spec-
trometry (see Note 8).
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3.

10.

11.

12.

13.

14.

Various transfection reagents can be used to transfect 293FT
cells, such as polyethylenimine (PEI) or Lipofectamine 3000
(Thermo Fisher, #1.3000001). 293FT cells are relatively easy to
transfect, and hence, PEI—a cheaper and easily accessible
reagent—was used.

. DMEM can be used instead of Opti-MEM™:; however, it may

reduce the transfection efficiency and transfection optimization
might be required.

. The underscored nucleotides are overhangs to be produced

following digestion with the Bsal restriction enzyme.
n should be replaced with any nucleotide, taking care to avoid
undesired secondary structures. The bolded nucleotides are
essential for cloning the nanobody CDS in frame with the
downstream fluorescent protein.

. Although it is unlikely for the vector to religate, to minimize

the risk, use 1:2 molar ratios of entry vector to nanobody CDS
insert.

. The red colonies contain the original entry plasmid. If there are

many more red colonies than white ones, there is a high chance
that the GoldenGate reaction was unsuccessful. Try extending
the 37°C incubation step.

. The amount of chromobodies in the medium can be quantified

using a plate reader and medium from a transfection negative
control used as a blank.

. If there are a lot of debris in the cell medium, the medium

containing chromobodies can be filtered through 0.45 pm or
0.22 pm filter.

DPBS can be used instead of PBS; however, cells tend to stay
attached better if PBS is used.

The fixation step can be extended for up to 20 min; however, it
is not recommended for fragile epitopes.

It is important to avoid using harsh dissociation reagents to lift
off the cells, such as trypsin, as it is likely to destroy the epitope.

Signal strength will vary depending on the nanobody binding
efficiency and/or the fluorescent protein used (mNeonGreen
giving the best signal in our experience).

In our case, we designed the plasmid in a way that the CDS for
the surface epitope is followed by an internal ribosome entry
site (IRES) and the mCherry CDS. This arrangement ensures
that the expression of the surface epitope is directly correlated
with the expression of mCherry, which acts as a reporter. In
other words, when the mCherry gene is expressed, we can also
detect the expression of the surface epitope using chromobo-
dies or scFv-FPs.



Preparation of Chromobodies for the Detection of Cell Surface Epitopes

313

Acknowledgements

This work was supported by the School of Biological Sciences at the
University of Edinburgh. Flow cytometry data were generated
within the Flow Cytometry and Cell Sorting Facility in King’s
Buildings at the University of Edinburgh, with the help of Dr
Martin Waterfall. Microscopy images were acquired on a micro-
scope funded by the School of Biological Sciences, the Institute of
Quantitative Biology, Biochemistry, and Biotechnology, and the
UK Centre for Mammalian Synthetic Biology.

References

1.

Harmansa S, Affolter M (2018) Protein bin-
ders and their applications in developmental
biology. Development 145(2):dev148874.
https://doi.org,/10.1242 /dev.148874.
https://journals.biologists.com/dev/arti
cle/145/2/dev148874 /48799 /Protein-
binders-and-their-applications-in

.SunY, Huang T, Hammarstréom L, et al (2020)

The immunoglobulins: new insights, implica-
tions, and applications. Annu Rev Anim Biosci
8(1):145-169. https://doi.org/10.1146/
annurev-animal-021419-083720. https://
www.annualreviews.org/doi/10.1146/
annurev-animal-021419-083720

. Jov¢evska I, Muyldermans S (2020) The thera-

peutic potential of nanobodies. BioDrugs
34(1):11-26. https://doi.org,/10.1007 /s402
59-019-00392-z. http://link.springer.
com/10.1007/s40259-019-00392-z

. Brunner JD, Schenck S (2020) Production and

application of nanobodies for membrane pro-
tein structural biology. In: Methods in molec-
ular biology, vol 2127. Humana Press Inc.,
Totowa, p 167-184. https://doi.org,/10.100
7/978-1-0716-0373-4_12. http://link.
springer.com/10.1007/978-1-0716-0373-
412

. Tsumoto K, Isozaki Y, Yagami H, et al (2019)

Future perspectives of therapeutic monoclonal
antibodies. Immunotherapy 11(2):119-127.
https://doi.org,/10.2217 /imt-2018-0130.
https://www.futuremedicine.com/
doi/10.2217 /imt-2018-0130

.Aoki W (2019) Engincering antibodies and

alternative binders for therapeutic uses. In:
Ueda M (ed) Yeast cell surface engineering.
Springer, Singapore, p 123-147. https://doi.
org/10.1007/978-981-13-5868-5_10.

http: //link.springer.com/10.1007 /978-981-
13-5868-5_10

. Nordeen SA, Andersen KR, Knockenhauer KE,

etal (2020) A nanobody suite for yeast scaffold

10.

11.

12.

nucleoporins provides details of the nuclear
pore complex structure. Nat Commun 11(1):
6179. https://doi.org/10.1038/s41467-
020-19884-6. https://www.nature.com/arti
cles/s41467-020-19884-6

. Wagner TR, Rothbauer U (2020) Nanobodies

right in the middle: intrabodies as toolbox to
visualize and modulate antigens in the living
cell. Biomolecules 10(12):1701. https://doi.
org/10.3390/biom10121701. https:/www.
mdpi.com/2218-273X/10,/12 /1701

. Kang W, Ding C, Zheng D, et al (2021) Nano-

body conjugates for targeted cancer therapy
and imaging. Technol Cancer Res Treat 20:
153303382110,101. https://doi.org,/10.11
77/15330338211010117. http://journals.
sagepub.com/doi/10.1177 /1533033
8211010117

Beghein E, Gettemans ] (2017) Nanobody
technology: a versatile toolkit for microscopic
imaging, protein—protein interaction analysis,
and protein function exploration. Front Immu-
nol 8(JUL):771. https://doi.org/10.3389/
fimmu.2017.00771. http://journal.
frontiersin.org/article /10.3389 /fimmu.201
7.00771 /tull

Hassanzadeh-Ghassabeh G, Saerens D, Muyl-
dermans S (2011) Generation of Anti-infec-
tome /Anti-proteome Nanobodies. In:
Methods in Molecular Biology, vol 790.
Humana Press, Totowa, p 239-259. https://
doi.org,/10.1007/978-1-61779-319-6_19.
https: //link.springer.com/10.1007 /978-1-
61779-319-6_19

Bai X, Shim H (2017) Construction of a scFv
library with synthetic, non-combinatorial CDR
diversity. In: Methods in Molecular Biology,
vol 1575. Humana Press Inc., Totowa,
p 15-29. https://doi.org/10.1007/978-1-4
939-6857-2_2. http://link.springer.
com/10.1007/978-1-4939-6857-2_2


https://doi.org/10.1242/dev.148874
https://journals.biologists.com/dev/article/145/2/dev148874/48799/Protein-binders-and-their-applications-in
https://journals.biologists.com/dev/article/145/2/dev148874/48799/Protein-binders-and-their-applications-in
https://journals.biologists.com/dev/article/145/2/dev148874/48799/Protein-binders-and-their-applications-in
https://doi.org/10.1146/annurev-animal-021419-083720
https://doi.org/10.1146/annurev-animal-021419-083720
https://www.annualreviews.org/doi/10.1146/annurev-animal-021419-083720
https://www.annualreviews.org/doi/10.1146/annurev-animal-021419-083720
https://www.annualreviews.org/doi/10.1146/annurev-animal-021419-083720
https://doi.org/10.1007/s40259-019-00392-z
https://doi.org/10.1007/s40259-019-00392-z
http://link.springer.com/10.1007/s40259-019-00392-z
http://link.springer.com/10.1007/s40259-019-00392-z
https://doi.org/10.1007/978-1-0716-0373-4_12
https://doi.org/10.1007/978-1-0716-0373-4_12
http://link.springer.com/10.1007/978-1-0716-0373-4_12
http://link.springer.com/10.1007/978-1-0716-0373-4_12
http://link.springer.com/10.1007/978-1-0716-0373-4_12
https://doi.org/10.2217/imt-2018-0130
https://www.futuremedicine.com/doi/10.2217/imt-2018-0130
https://www.futuremedicine.com/doi/10.2217/imt-2018-0130
https://doi.org/10.1007/978-981-13-5868-5_10
https://doi.org/10.1007/978-981-13-5868-5_10
http://link.springer.com/10.1007/978-981-13-5868-5_10
http://link.springer.com/10.1007/978-981-13-5868-5_10
https://doi.org/10.1038/s41467-020-19884-6
https://doi.org/10.1038/s41467-020-19884-6
https://www.nature.com/articles/s41467-020-19884-6
https://www.nature.com/articles/s41467-020-19884-6
https://doi.org/10.3390/biom10121701
https://doi.org/10.3390/biom10121701
https://www.mdpi.com/2218-273X/10/12/1701
https://www.mdpi.com/2218-273X/10/12/1701
https://doi.org/10.1177/15330338211010117
https://doi.org/10.1177/15330338211010117
http://journals.sagepub.com/doi/10.1177/15330338211010117
http://journals.sagepub.com/doi/10.1177/15330338211010117
http://journals.sagepub.com/doi/10.1177/15330338211010117
https://doi.org/10.3389/fimmu.2017.00771
https://doi.org/10.3389/fimmu.2017.00771
http://journal.frontiersin.org/article/10.3389/fimmu.2017.00771/full
http://journal.frontiersin.org/article/10.3389/fimmu.2017.00771/full
http://journal.frontiersin.org/article/10.3389/fimmu.2017.00771/full
https://doi.org/10.1007/978-1-61779-319-6_19
https://doi.org/10.1007/978-1-61779-319-6_19
https://link.springer.com/10.1007/978-1-61779-319-6_19
https://link.springer.com/10.1007/978-1-61779-319-6_19
https://doi.org/10.1007/978-1-4939-6857-2_2
https://doi.org/10.1007/978-1-4939-6857-2_2
http://link.springer.com/10.1007/978-1-4939-6857-2_2
http://link.springer.com/10.1007/978-1-4939-6857-2_2

314

13.

14.

15

16.

17.

Ugne Baronaite and Elise Cachat

Desautels T, Zemla A, Lau E, et al (2020)
Rapid in silico design of antibodies targeting
SARS-CoV-2 using machine learning and
supercomputing. bioRxiv
p 2020.04.03.024885. https://doi.
org,/10.1101,/2020.04.03.024885. https://
www.biorxiv.org/con
tent/10.1101,/2020.04.03.024885v1
Norman RA, Ambrosetti F, Bonvin AMJJ, et al
(2020) Computational approaches to thera-
peutic antibody design: established methods
and emerging trends. Brief Bioinform 21(5):
1549-1567. https://doi.org,/10.1093 /bib/
bbz095. https://academic.oup.com/bib/arti
cle/21/5/1549 /5581643

. Sormanni P, Aprile FA, Vendruscolo M (2018)

Third generation antibody discovery methods:
in silico rational design. Chem Soc Rev 47(24):
9137-9157. https://doi.org/10.1039/
C8CS00523K. http://xlink.rsc.org/:DOI=
C8CS00523K

Zhao J, Nussinov R, Wu W], et al (2018) In
Silico methods in antibody design. Antibodies
7(3):22. https://doi.org/10.3390/
antib7030022. https://www.ncbi.nlm.nih.
gov,/pmc/articles/PMC6640671/

Scheller L (2021) Synthetic receptors for sens-
ing soluble molecules with mammalian
cells. In: Methods in molecular biology (Clif-
ton, N.J.), vol 2312. Humana Press Inc.,

18.

19.

20.

21.

Totowa, p 15-33. https://doi.org,/10.1007 /
978-1-0716-1441-9_2. https: //link.springer.
com/10.1007,/978-1-0716-1441-9_2
Santorelli M, Lam C, Morsut L (2019) Syn-
thetic development: building mammalian mul-
ticellular structures with artificial genetic
programs. Curr Opin Biotechnol 59:130-
140. https://doi.org,/10.1016/j.copbio.201
9.03.016. https://linkinghub.elsevier.com/
retrieve /pii/S0958166918301617

Morsut L, Roybal K, Xiong X, et al (2016)
Engineering customized cell sensing and
response behaviors using synthetic notch
receptors. Cell 164(4):780-791. https://doi.
org/10.1016/j.cell.2016.01.012. https://
linkinghub.elsevier.com /retrieve /pii/S0092
867416000520

Daringer NM, Dudek RM, Schwarz KA, et al
(2014) Modular extracellular sensor architec-
ture for engineering mammalian cell-based
devices. ACS Synth Biol 3(12):892-902.
https://doi.org,/10.1021 /sb400128g.
https://pubs.acs.org,/doi/10.1021/sb40012
8g

Manhas J, Edelstein HI, Leonard JN, et al
(2022) The evolution of synthetic receptor sys-
tems. Nat Chem Biol 18(3):244-255. https://
doi.org,/10.1038 /541589-021-00926-z.
https: //www.nature.com/articles/s41589-
021-00926-z


https://doi.org/10.1101/2020.04.03.024885
https://doi.org/10.1101/2020.04.03.024885
https://www.biorxiv.org/content/10.1101/2020.04.03.024885v1
https://www.biorxiv.org/content/10.1101/2020.04.03.024885v1
https://www.biorxiv.org/content/10.1101/2020.04.03.024885v1
https://doi.org/10.1093/bib/bbz095
https://doi.org/10.1093/bib/bbz095
https://academic.oup.com/bib/article/21/5/1549/5581643
https://academic.oup.com/bib/article/21/5/1549/5581643
https://doi.org/10.1039/C8CS00523K
https://doi.org/10.1039/C8CS00523K
http://xlink.rsc.org/?DOI=C8CS00523K
http://xlink.rsc.org/?DOI=C8CS00523K
https://doi.org/10.3390/antib7030022
https://doi.org/10.3390/antib7030022
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6640671/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6640671/
https://doi.org/10.1007/978-1-0716-1441-9_2
https://doi.org/10.1007/978-1-0716-1441-9_2
https://link.springer.com/10.1007/978-1-0716-1441-9_2
https://link.springer.com/10.1007/978-1-0716-1441-9_2
https://doi.org/10.1016/j.copbio.2019.03.016
https://doi.org/10.1016/j.copbio.2019.03.016
https://linkinghub.elsevier.com/retrieve/pii/S0958166918301617
https://linkinghub.elsevier.com/retrieve/pii/S0958166918301617
https://doi.org/10.1016/j.cell.2016.01.012
https://doi.org/10.1016/j.cell.2016.01.012
https://linkinghub.elsevier.com/retrieve/pii/S0092867416000520
https://linkinghub.elsevier.com/retrieve/pii/S0092867416000520
https://linkinghub.elsevier.com/retrieve/pii/S0092867416000520
https://doi.org/10.1021/sb400128g
https://pubs.acs.org/doi/10.1021/sb400128g
https://pubs.acs.org/doi/10.1021/sb400128g
https://doi.org/10.1038/s41589-021-00926-z
https://doi.org/10.1038/s41589-021-00926-z
https://www.nature.com/articles/s41589-021-00926-z
https://www.nature.com/articles/s41589-021-00926-z

C

Cell culture
colony picking .......cceevivirieieeninnieeeenreceeenee 51
CULEUTC o 33, 34, 38-39, 63,

64,89,92, 94, 124,138, 180-181, 235-236,
246,251-252,261-263,272,274 276,282,283

freCZING ..o 39,287
lINES oo 180
MEIUM . 261-263
passaging. ...53,286
ThAWINEG c.eoveiicicccccc e 140, 286
transfection ........e.ceeeeervevevccnennnn 34, 38,92, 180-181,
246, 251-252
Cell-free eXpression .......c.ceeeveervererieerereeneeenerennens 46, 48
Cell therapies .......occeriviereeirnricccreeec e 115
CIS display....c.ccooueueieiiniicciiiccceeecceee v, 1-12
Cloning
Golden Gate ....oevveeveeeeeeeeeeeeeee 16-18, 20, 21
modular assembly .........c.ccoviiiiiinnii 17
Context-aware desigi .......ceceverveerreerenieenreenreereerenenns 75
D
Deep mutational scanning (DMS)........coeueenee. 136,137
Directed evolution ..........cccoeeiiiiiiiiiiiice 1-12
F
Fluorescence quantification
FACS ..o 63, 66,138,141
flow Cytometry ....occeeeveeeveciirieenee. vi, 153-174, 277
fluorescent repOrters ........coveveveeererereeeecenas 64, 65, 74,
154, 156, 158, 160, 161, 163, 164, 166, 167,
170,172
INICTOSCOPY .eevnvvenrereeeieeteeeeeeeereeeresaeeeneneas 140, 260
Functional genetic eXperiments ..........ccoceeeeninnicccnns vi
G
Gene NetWOork ......oevveeeieinieiniiieeieees 71-75,79,101
Gene regulation.......c.coveveceennncccinnnen 2,59,100, 220
Genetic control SYStems ..........ooovceueeirieuecurrenenenenes 99-116
Genome engineering
anti-CRISPR .......ccooiiccccceceee 205-225
Casl2a .o 193,194, 202, 211, 213, 218

CRISPRA.....c.coiiirciinee 193,194, 203,217, 218
CRISPR-Cas......oovverinnnes 114, 178,205-225, 244
crRNA assembly
Genome integration
Bxb1 integrase.....cccceeeeveivieneineiicniecieaens 136, 137
DNA recombinase.........cccveevevvieeieiereeieneennnns 136,137
landing pad ... 136-142, 144-148
H
High-throughput DNA sequencing................... 135-150
M

Mammalian cells
Aifferentiation .........ceveveieienieneeeeee e 217
HEK293T 34,38-40,47,52,
55,56,92,93,114, 137,138, 140, 141, 212,
214,215,219,220,261-266,272,274,277,278

MEGAKATYOCYLES .ot 279-300
pluripotent stem cells.......cccovveeirinniccnnn. 279,280
Mathematical modeling
flux balance analysis...........ccccoeveiiinnee vi, 119-132
genome scale modeling .........ccccevevneee. v, 76,79,119,
120, 125, 127
metabolic models ........ccoovvireeireiininne 76,124,125,
127,130, 131
stoichiometric modeling .........cccceveerevinerencnecnnne 120
whole-cell models.......c.oveicininniicinniccnn 76-79
Membrane-membrane interfaces..........cceeecennne 43-57
Membrane protein reconSttution...........cc.eeeeeeeeeienenens 44
Metabolism ......c.cocveiviecinnniccienee 119,120, 122, 127
Multiplex assays of variant effect .........cooecininncecns 136
Multiplexed activation ..........ccccceeiniviccciniennnne 193-203
o
OPtOgENELics ....coovviviiiiieiciccccces 79,221,224
P
Protein engineering ..........ccccceeveeeveuceninnne 4,60-62,114,
115, 211, 215, 222,223
Protein expression
chromobody ..., 303-312
coiled-coil peptides .......cccceevvvviviniiiinennee 32-38,40
NANObOAY ..o 304, 306, 311

Francesca Ceroni and Karen Polizzi (eds.), Mammalian Synthetic Systems, Methods in Molecular Biology, vol. 2774,

https://doi.org/10.1007/978-1-0716-3718-0,

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer

Nature 2024

315


https://doi.org/10.1007/978-1-0716-3718-0#DOI

MAMMALIAN SYNTHETIC SYSTEMS
Index

Protein expression (cont.)

316

orthogonal coiled-coils ... 32,40
PLOTEASES ...
SpyTag-SpyCatcher.
SUrface ANTIZEI .ovvveeiiieeeeicceeeeee e
SYNthetic FECEPLOr ......vvviiiiiiciciceecee
Western blot........coveiiiiiiiiiices
Protein—protein interactions (PPIs)............. 3,31, 33-38,
65, 303
S
Sense-and-reSponse .......ceeveeerverveverveeneneenenens 99-101, 115
Split-protein reconSttution ..........oeeeeeeerereeveveereenn 50,52
Synthetic biology .........ccovvueiininnnee v, vi, 31, 32, 43-57,

59,71-79, 113, 114, 125-128, 153, 154, 225,
233,244, 303
Synthetic constructs
APLAINICT .ottt ettt 178

physical inducers ........cccooveeennnecccinnns 233-240
protein-responsive switch ..........ccccoveeenne. 178,179
rapid protein Secretion ..........oeeeeririeeenencnn 233-240
RNA binding proteins (RBPs) .............. v, 59-68, 178
tobacco etch virus protease ................... 60-62, 64-67
toehold switch............. .. 243-257
translational regulation ... 62

T

Transcription factors (TF) ....c.ccccoevvincennes 1-12,72, 74,

88,91,97,98, 101, 103, 104, 106, 110, 112,
115, 126, 218, 244, 279



	Preface
	Contents
	Contributors
	Chapter 1: A Directed Evolution Protocol for Engineering Minimal Transcription Factors, Based on CIS Display
	1 Introduction
	2 Materials
	2.1 DNA Construction and Preparation of Biotinylated Target DNA
	2.2 Preparation of Streptavidin Magnetic Beads
	2.3 In Vitro Transcription and Translation
	2.4 Affinity Selection

	3 Methods
	3.1 Preparation of DNA Templates and Target DNA
	3.2 In Vitro Transcription and Translation
	3.3 Affinity Selection

	4 Notes
	References

	Chapter 2: Setup and Applications of Modular Protein Expression Toolboxes (MoPET) for Mammalian Systems
	1 Introduction
	2 Materials
	2.1 Cloning
	2.2 Screening for Correct Assembled Constructs

	3 Methods
	3.1 Conceptual Design and Consideration of MoPET
	3.2 Design, Generation, and Domestication of Level 0 Functional Parts
	3.3 Design, Generation, and Domestication of Level 1 Expression Plasmids
	3.4 Standard Golden Gate Assembly of Defined Expression Constructs
	3.5 Standard Golden Gate Assembly of Expression Libraries

	4 Notes
	References

	Chapter 3: Coiled-Coil Interaction Toolbox for Engineering Mammalian Cells
	1 Introduction
	2 Materials
	2.1 Plasmids
	2.1.1 Equipment
	2.1.2 Reagents

	2.2 Mammalian Cell Culture and Transfection
	2.2.1 Equipment
	2.2.2 Reagents

	2.3 Luciferase Reporter Assay

	3 Methods
	3.1 Selection and Preparation of CC Encoding Plasmids for Inducing PPIs
	3.2 Mammalian Cell Culture and Transfection
	3.3 Determination of Firefly Luciferase Activity

	4 Notes
	References

	Chapter 4: A Mammalian-Based Synthetic Biology Toolbox to Engineer Membrane-Membrane Interfaces
	1 Introduction
	2 Materials
	2.1 Cell-Free Reconstitution of sfCherry in Membrane-Membrane Interfaces
	2.1.1 Cell-Free Expression and Protein Dimerization Test
	2.1.2 SUV and SUPER Template Generation
	2.1.3 Bacterial Expression and Purification
	2.1.4 Size Exclusion Chromatography

	2.2 Intercellular sfCherry Reconstitution
	2.2.1 Cell Culturing and Stable Cell Line Generation


	3 Methods
	3.1 Cell-Free Reconstitution of sfCherry in Membrane-Membrane Interfaces
	3.1.1 Cell-Free Expression of sTag and sCatch and Protein Dimerization Test
	3.1.2 SUV and SUPER Template Preparation for Direct Membrane Protein Reconstitution
	3.1.3 Bacterial Expression and Purification of sCatch-GFP-6xHis and sTag-BFP-6xHis
	3.1.4 Size Exclusion Chromatography and Membrane-Membrane Interface Reconstitution

	3.2 Intercellular sfCherry Reconstitution
	3.2.1 Generation of Stable HEK293 Cell Lines Expressing InterCatch-3xL and InterTag-3xL
	3.2.2 Co-Culturing Cells Expressing InterTag-3xL and InterCatch-3xL Protein Systems


	4 Notes
	References

	Chapter 5: Engineered Protease-Responsive RNA-Binding Proteins (RBPs) to Expand the Toolbox of Synthetic Circuits in Mammalian...
	1 Introduction
	2 Materials
	2.1 In Silico Protein Engineering
	2.2 PCR and Cloning
	2.3 Cell Culture
	2.4 Transient Transfection, Cell Imaging, and Flow Cytometry

	3 Methods
	3.1 Cell Culture
	3.2 Protein Structure Analysis for Re-engineering of RBPs and Plasmid Cloning
	3.2.1 L7Ae
	3.2.2 MS2-cNOT7

	3.3 Test of the Engineered Proteins and Their Interaction with TEV Protease
	3.3.1 Preparation of Transfection Mixes
	3.3.2 Cell Seeding
	3.3.3 Flow Cytometry


	4 Results
	5 Notes
	References

	Chapter 6: Mechanistic Model-Driven Biodesign in Mammalian Synthetic Biology
	1 Introduction
	2 Models at the Molecular and Cellular Level
	2.1 Models at the System Level

	3 Next-Generation Models and Methods for Mammalian Cell Synthetic Biology
	4 Challenges and Opportunities
	References

	Chapter 7: Realizing Antithetic Integral Feedback Control in Mammalian Cells
	1 Introduction
	2 Materials
	2.1 Plasmid Construction
	2.2 Mammalian Cell Culture
	2.3 Transfection
	2.4 Measurement
	2.5 Data Analysis

	3 Methods
	3.1 Genetic Circuit Assembly
	3.2 Experimental Validation
	3.2.1 Preparation
	3.2.2 Transfections  Plan
	3.2.3 Transfections
	3.2.4 Measurement
	3.2.5 Analysis

	3.3 Characterization of the Steady-State Input/Output Response of the Controlled Network
	3.4 Validation of the Sequestration Reaction
	3.5 Validation of the Integral Feedback

	4 Notes
	References

	Chapter 8: A Computational Modeling Approach for the Design of Genetic Control Systems that Respond to Transcriptional Activity
	1 Introduction
	2 Computational Modeling Approach for the Design of Genetic Control Systems
	3 Methods
	3.1 Predictive Mathematical Model
	3.1.1 Modeling Results
	Box 1. Mathematical Model
	3.1.2 Sensitivity Analysis
	3.1.3 Sensitivity Analysis Results
	3.1.4 Parameter Scan
	3.1.5 Parameter Scan Results


	4 Notes
	References

	Chapter 9: Flux Balance Analysis of Mammalian Cell Systems
	1 Introduction
	2 Materials
	2.1 Stoichiometric Network Model
	2.2 Input Constraints
	2.3 Software Implementation

	3 Methodology
	3.1 Flux Balance Analysis
	3.2 FBA-Based Methodologies in Mammalian Synthetic Biology
	3.2.1 Strain Design
	3.2.2 Cell Line-Specific Models

	3.3 Flux Sampling

	References

	Chapter 10: Multiplex Functional Characterization of Protein Variant Libraries in Mammalian Cells with Single-Copy Genomic Int...
	1 Introduction
	2 Materials
	2.1 Equipment
	2.2 Plasmids and Cell Lines
	2.3 Reagents for Plasmid Generation
	2.4 Reagents for Landing Pad Generation and Plasmid Recombination
	2.5 Reagents for Genomic DNA Extraction and High-Throughput Sequencing Sample  Prep

	3 Methods
	3.1 Production of Lenti-Landing Pad Lentiviral Vector Particles
	3.2 Lentiviral Transduction to Generate Landing Pad Cells
	3.3 Validation of Landing Pad Clonal Lines
	3.4 Recombination Plasmid Generation
	3.5 Plasmid Recombination into Landing Pad Cells
	3.6 Illumina Sequencing of Genomically Integrated  DNA

	4 Notes
	References

	Chapter 11: Flow Cytometry Quantification of Transient Transfections in Mammalian Cells
	1 Introduction
	2 Materials
	3 Methods
	3.1 Data Collection
	3.2 Log-Scale Statistical Analyses
	3.3 Bead-Based Fluorescence Channel Calibration
	3.4 Bead-Based Particle Size Calibration
	3.5 Cell Gating
	3.6 Fluorescence Compensation
	3.7 Fluorescent Channel Conversion
	3.8 Experimental Sample Analysis

	4 Notes
	4.1 Notes on Reagents
	4.1.1 Calibrant Reagents
	4.1.2 Cellular Calibrants
	4.1.3 Experimental Samples

	4.2 Null Transfection Control
	4.3 Data Collection
	4.4 Small Fraction of Cell-Like Particles
	4.5 Alternative Statistics Analyses
	4.6 Bead-Based Fluorescence Channel Calibration
	4.7 Bead-Based Particle Size Calibration
	4.8 Bead Peak Problems
	4.9 Cell Gating
	4.10 Fluorescence Compensation
	4.11 Compensation Problems
	4.12 Channel Conversion Problems
	4.13 Fluorescent Channel Conversion
	4.14 Experimental Sample Analysis
	4.15 Transfection Problems

	References

	Chapter 12: RNA Switches Using Cas Proteins
	Abbreviations
	1 Introduction
	2 Materials
	2.1 Plasmid Construction
	2.2 RNA Template and RNA Construction
	2.3 Cell Culture, Plasmid/RNA Transfection, and Assay

	3 Methods
	3.1 Construction of the Cas Protein-Responsive Switch (The Principle of the Switch Is Described in Note 1)
	3.1.1 SpCas9-Responsive Switch (Gluc-Sp_gRNA-EGFP) (Fig. 1 and See Note 2)

	3.2 Construction of the Cas Protein-Responsive Switch and Its Trigger mRNA
	3.2.1 Construction of the SpCas9 mRNA (Trigger), SpCas9-Responsive mRNA (Gluc-Sp_gRNA-EGFP mRNA, Switch), pAptamerCassette-EGF...
	3.2.2 Construction of RNA by In Vitro Transcription (IVT) (See Note 4)

	3.3 Validation
	3.3.1 Preparation of Samples
	3.3.2 Transfection of Plasmid (See Note 5)
	3.3.3 Transfection of mRNA (See Note 6)
	3.3.4 Validation of the Switch Performance


	4 Notes
	References

	Chapter 13: Multiplexed Transactivation of Mammalian Cells Using dFnCas12a-VPR
	1 Introduction
	2 Materials
	2.1 Equipment
	2.2 Consumables
	2.3 Commercial Reagents

	3 Methods
	3.1 Design and Generation of Single crRNA Plasmids
	3.2 Screening Activity of Single crRNAs by qRT-PCR
	3.3 Generation and Testing of Multiplexed Arrays

	4 Notes
	References

	Chapter 14: Anti-CRISPR Proteins and Their Application to Control CRISPR Effectors in Mammalian Systems
	1 Introduction
	2 Applications of Anti-CRISPR Proteins
	2.1 Constitutive Expression of Acrs to Protect Cells from CRISPR Gene Editing
	2.2 Timely Delivery of Acrs to Reduce CRISPR Off-Target Editing Activity and Cellular Toxicity
	2.3 Transcriptional and Posttranscriptional Control of Acr Transgenes Facilitates Complex CRISPR Circuits As Well As Cell-Type...
	2.4 Engineered Acr-Based Switches for Light- or Ligand-Controlled CRISPR-Cas Inhibition
	2.5 Employing Acrs for CRISPR-Cas Detection

	3 Conclusions and Future Perspectives
	References

	Chapter 15: Posttranslational Remote Control Mediated by Physical Inducers for Rapid Protein Release in Engineered Mammalian C...
	1 Introduction
	2 Materials
	2.1 Construction of a Stable β-Cell Line Co-expressing Insulin-nLuc
	2.2 Cell Culture
	2.3 nLuc Measurement
	2.4 Insulin Measurement

	3 Methods
	3.1 Plate the β-Cell  Line
	3.2 Transfection of Light-Sensitive Receptor into β-Cell  Line
	3.3 Illumination Experiment
	3.4 nLuc Secretion Measurement
	3.5 Insulin Secretion Measurement

	4 Notes
	References

	Chapter 16: Detection of MicroRNAs Using Synthetic Toehold Switch in Mammalian Cells
	1 Introduction
	2 Materials
	2.1 Plasmids
	2.2 Materials
	2.2.1 Cloning Materials
	2.2.2 Cell Culture Material
	2.2.3 Transfection
	2.2.4 Reverse Transcription and RT-PCR

	2.3 Equipment

	3 Methods
	3.1 Construction of Toehold Structures
	3.2 Plasmid Construction (See Note 2)
	3.2.1 Construct Toehold Switch for miR-155 Detection
	3.2.2 Construct Toehold Switch for miR-21 Detection
	3.2.3 Construct Control Toehold Switch

	3.3 Cell Culture and Transfection
	3.4 Reverse Transcription and RT-PCR
	3.4.1 Cell Lysis
	3.4.2 Reverse Transcription
	3.4.3 Real-Time PCR
	3.4.4 Data Analysis

	3.5 Flow Cytometry and Toehold Switch Characterization
	3.6 Detection of Exogenously Expressed miRNAs
	3.7 Detection of Simulated Endogenous miRNAs
	3.8 Multiplex Detection of miRNAs

	4 Notes
	References

	Chapter 17: Imaging S-Adenosyl Methionine Dynamics in Living Cells Using an RNA-Based Fluorescent Sensor
	1 Introduction
	2 Materials
	2.1 Cell Culture Reagents
	2.2 Transfection Reagents
	2.3 Imaging Reagents

	3 Methods
	3.1 Culturing and Seeding Cells
	3.2 Transfection
	3.3 Imaging
	3.4 Data Analysis

	4 Notes
	References

	Chapter 18: High-Throughput Spectroscopic Analysis of mRNA Capping Level
	1 Introduction
	2 Materials and Reagents
	2.1 In Vitro mRNA Synthesis, Capping, and Polyadenylation
	2.2 mRNA Substrates and Reporter Enzymes
	2.2.1 Materials
	2.2.2 Reagents

	2.3 Cell Culture
	2.3.1 Materials
	2.3.2 Reagents

	2.4 Transfection of mRNAs into HEK293T Mammalian Cells
	2.4.1 Reagents

	2.5 Assessment of Expression by Flow Cytometry
	2.5.1 Materials
	2.5.2 Reagents


	3 Methods
	3.1 In Vitro mRNA Transcription
	3.2 mRNA Purification
	3.3 Rehydrating Biotinylated Poly-deoxythymidine (pdT25)
	3.4 Equilibration of Streptavidin-Coated Magnetic Beads and Immobilization with pdT25
	3.5 mRNA Capture by pdT25
	3.6 B4E Binding to Capped  mRNA
	3.7 Nitrocefin Colorimetric Assay
	3.8 Cell Culture
	3.9 mRNA Transfection
	3.10 Assessment of Protein Expression by Flow Cytometry

	4 Notes
	References

	Chapter 19: In Vitro Generation of Megakaryocytes from Engineered Mouse Embryonic Stem Cells
	1 Introduction
	2 Materials
	2.1 Expanding and Mitomycin C Treating Mouse Embryonic Fibroblasts (MEFs)
	2.2 Expanding Mouse Embryonic Stem Cells (mESCs)
	2.3 Expanding OP9 Cells
	2.4 Differentiating mESCs
	2.5 Docking Transgenes into the Genome of mESCs Using 훟C31 Integrase
	2.6 Flow Cytometry Analysis of Differentiation and Loaded Transgene Markers
	2.7 Imaging for Analysis of Differentiation and Loaded Transgene Markers

	3 Methods
	3.1 Expanding and Mitomycin C Treating  MEFs
	3.2 Expanding Mouse Embryonic Stem Cells (mESCs)
	3.3 Expanding OP9 Cells and Plating for mESC Differentiation Studies
	3.4 Differentiating mESCs
	3.4.1 Preparing OP9 Cells (Fig. 4)
	3.4.2 Differentiating mESCs (Fig. 5)

	3.5 Docking Transgenes into the Genome of mESCs Using 훟C31 Integrase
	3.6 Flow Cytometry
	3.7 Imaging

	4 Notes
	References

	Chapter 20: Preparation of Chromobodies for the Detection of Cell Surface Epitopes
	1 Introduction
	2 Materials
	2.1 Mammalian Cell Lines and Plasmids
	2.2 Mammalian Cell Media
	2.3 Transfection Reagents
	2.4 Molecular Cloning
	2.5 Immunofluorescence for Analysis

	3 Methods
	3.1 Cloning of Nanobody CDS into Expression Plasmid
	3.2 Transfection and Chromobodies Production
	3.3 Detecting Surface Epitopes Using Chromobodies via Microscopy
	3.4 Detecting Surface Epitopes Using Chromobodies via Flow Cytometry

	4 Notes
	References

	Index



