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Abstract. Given N points X = {xk}Nk=1 on the unit circle in R2 and a num-

ber 0 ≤ p ≤ ∞ we investigate the minimizers of the functional
∑N

k,ℓ=1 |⟨xk, xℓ⟩|p.
While it is known that each of these minimizers is a spanning set for R2, less

is known about their number as a function of p and N especially for relatively
small p. In this paper we show that there is unique minimum for this func-

tional for all p ≤ log 3/ log 2 and all odd N ≥ 3. In addition, we present some

numerical results suggesting the emergence of a phase transition phenomenon
for these minimizers. More specifically, for N ≥ 3 odd, there exists a sequence

of number of points log 3/ log 2 = p1 < p2 < . . . < pN ≤ 2 so that a unique

(up to some isometries) minimizer exists on each sub-intervals (pk, pk+1).

1. Introduction

Let S(N, d) be the collection of all ordered multisets of N unit-norm vectors in
Rd. For any p ∈ (0,∞], the p-frame potential of X = {xk}Nk=1 ∈ S(N, d) is defined
as

(1) FPp,N,d(X) :=


N∑

k=1

N∑
ℓ̸=k

|⟨xk, xℓ⟩|p, when p < ∞

max
k ̸=ℓ

|⟨xk, xℓ⟩|, when p = ∞.

The continuity of FPp,N,d and the compactness of the unit sphere guarantee the
existence of a solution to the following optimization problem:

(2) Fp,N,d := min
X∈S(N,d)

FPp,N,d(X).

The cases p ∈ {2,∞} goes back to Welch [18] and Sidelńikov, with a modern
framework in the context of finite frames due to Benedetto and Fickus [3]. The
case p = 2k, k ∈ N corresponds to the theory of spherical t-designs [11], and was
also considered in [16]. Its generalization to all p ∈ (0,∞] was proposed by Ehler
and Okoudjou in [12].

Finding the solution of (2) — the minimum value and the corresponding mini-
mizers — has been the subject of several recent investigations [1, 4, 5, 7, 8, 9, 14].
Observe that if X = {xi}Ni=1, henceforth referred to as an N point configuration,
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is a minimizer of FPp,N,d, then so is X ′ = {s1Uxπ1
, · · · , sNUxπN

} where U is any
orthogonal matrix, π is a permutation on {1, 2, · · · , N}, and si ∈ {−1, 1}. One can
check that this correspondence between X and X ′ defines an equivalence relation
on the set of N points configurations. As such, we say the solution to (2) is unique
if it is unique up to this equivalence relation.

In [8], the authors proved that for a given dimension d and natural number N
the minimizers of (2) are universal in the sense that the same configurations remain
minimizers (not necessarily unique) for a variety of kernel functions including the p
potential for large ranges of p. This can be viewed as a special case of a result proved
for a broader class of potentials in [10]. This universality property of the minimizers
of (2) can also be viewed as a phase transition phenomenon. For example, with

d = 2 and N = 3, it is proven in [12, Corollary 3.7] that for 0 < p < log(3)
log(2) , the

unique minimizer of FPp,3,2 is {e1, e1, e2}, where e1 = (1, 0) and e2 = (0, 1); for

p > log(3)
log(2) , the unique minimizer of FPp,3,2 is {e1, (cos π

3 , sin
π
3 ), (cos

2π
3 , sin 2π

3 )}.
These two types of optimal configurations will be used throughout the paper.

For convenience, we let

X⊥
N :=


{e1, e1, · · · , e1︸ ︷︷ ︸

N/2

, e2, e2, · · · , e2︸ ︷︷ ︸
N/2

}, N is even

{e1, e1, · · · , e1︸ ︷︷ ︸
(N+1)/2

, e2, · · · , e2︸ ︷︷ ︸
(N−1)/2

}, N is odd

and

X
(h)
N :=

{(
cos

jπ

N
, sin

jπ

N

)
, j = 0, 1, 2, · · · , N − 1

}
.

When in R2, each unit norm vector is identified by its angle. We will conveniently
adopt the notation that x(θ) = exp(iθ) = (cos θ, sin θ), and for a multiset Θ

(3) X(Θ) = {x(θ) : θ ∈ Θ}.
With this notation, for example, X⊥

5 = X(0, 0, 0, π
2 ,

π
2 ). Moreover, for 0 < p < ∞,

(4) FPp,N,2(X(θ1, θ2, · · · , θN )) =
N∑

k=1

N∑
ℓ̸=k

| cos(θk − θℓ)|p.

The phase transitioning phenomenon is different depending on whether N is even
or odd. It is proven in [8] that for N = 4, X⊥

4 is the minimizer for 0 < p < 2 and

X
(h)
4 minimizes FPp,4,2 for p > 2. More generally, [12, Theorem 4.9] implies that

for even N , X⊥
N is the unique minimizer if 0 < p < 2. Our understanding of the

minimizers for achieving Fp,N,2 is still largely incomplete for odd N ≥ 5 when p is
relatively small.

Our goal in this paper is to focus on the two dimensional case and investigate
this phase transition behavior when N ≥ 5 for small values of p. For the sake of
completeness, we summarize the known results in Table 1.

Based on Table 1, to completely solve the optimization problem (2) when d = 2
one needs to consider the following two cases:

(1) N ≥ 5 and odd with p ∈ (1.3, 2),
(2) N ≥ 5 and p ∈ (2, 4⌊N/2⌋ − 2] and p not an even integer.

One of the objectives of this paper to shed some new lights on these cases. In
particular, we will extend a result proved in [15] which states that if 0 < p ≤ 1.3
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Table 1. Existing results for R2.

p N ≥ 5 minimizer of FPp,N,2

0 < p < 2 even X⊥
N [12, Theorem 4.9]

0 < p ≤ 1.3 odd X⊥
N , unique [15, Theorem 4.2]

2 < p ≤ 4⌊N/2⌋ − 2, even any N X
(h)
N [8, Theorem 3.7]

p > 4⌊N/2⌋ − 2 any N X
(h)
N , unique [8, Theorem 3.7]

the absolute minimum of FPp,N,2 for odd N is (N − 1)2/2, which is achieved by

X⊥
N . We show that the result still holds when p ≤ log 3

log 2 ≈ 1.58.

Theorem 1.1. Suppose 0 < p ≤ log 3
log 2 and N ≥ 3 is odd, then the absolute minimum

of FPp,N,2 is (N − 1)2/2, and the unique optimal configuration is X⊥
N .

According to Theorem 1.1 and Table 1, p ∈
(

log 3
log 2 , 6

)
\ {2, 4} is the remaining

case for problem (2) when N = 5. We will present some numerical results dealing
with this case, leading to a conjecture (Conjecture 3.3) on the solution to the
problem in this case. As a result, we will see that the minimizers of (2) give rise to
a phase transition phenomenon. More generally, our numerical results show that
this phase transition phenomenon persists and results in an intricate behavior of
the minimizers of FPp,N,2 for p ∈ (0, 2) when N ≥ 5 and odd.

The rest of the paper is organized as follows. In Section 2 we state and prove
some technical results leading to the proof of Theorem 1.1. In the first part of
Section 3 we show that for 0 < p < 2, as N → ∞ the minimizers appear to be X⊥

N .
When N is even, this result was already established in [12], so our numerical results
indicate that this is still true when N is odd. In either case, the minimizers are
asymptotically close to being tight frames [3]. Finally, in second part of Section 3
we present the numerical results pertaining to the general behaviour of the solution
of (2) when 0 < p < 4⌊N/2⌋ − 2.

2. The optimal configuration for p ≤ log 3/ log 2 with odd N

As summarized in Table 1, when 0 < p ≤ 2 and N is even, the absolute minimum
of FPp,N,2 is (N2 − 2N)/2, uniquely minimized by X⊥

N [12, Theorem 4.9]. In this
section, we use an induction argument to deal with the case of odd N , and provide
a proof of Theorem 1.1. This induction argument is inspired by the method used
in [15], which we refine and extend to a larger range of p.

In view of (4), we define

(5) Wp(θ) := | cos θ|p,

so FPp,N,2(X(θ1, θ2, · · · , θN )) =
∑N

k=1

∑N
ℓ̸=k Wp(θk − θℓ).

The potential of interest will be compared to the ‘linearized’ potential function

FV (θ1, . . . , θN ) :=
N∑

k=1

N∑
ℓ̸=k

V (θk − θℓ),

where

(6) V (θ) :=
2

π

∣∣∣θ − π

2

∣∣∣
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is defined for x ∈ [0, π] and extended with period π to the real line.
In a small neighborhood of θ = 0 we have Wp(θ) ≥ V (θ), while in a small

neighborhood of θ = π
2 the inequality is reversed. Let θp be the maximum value

such that V (θ) ≤ Wp(θ) for all θ ∈ [0, θp]. See Figure 1. A simple convexity test

shows that when p = log 3
log 2 we have θp = π

3 = π
2 − π

6 , and when p < log 3
log 2 we have

θp > π
3 .

Figure 1

V (θ)

Wp(θ)

π
2θp

We will need the following observation on FV .

Proposition 2.1. For odd N , the configuration Θ⊥
N = {0, . . . , 0, π

2 , . . . ,
π
2 } with

(N +1)/2 0’s is a global minimizer of FV . The global minimum is thus FV (Θ
⊥
N ) =

(N − 1)2/2.

The claim in this proposition is easily seen to be equivalent to the now resolved
2-dimensional case of a conjecture of Fejes Tóth [17]. The conjecture states that
the sum of all pairs of non obtuse angles between N unit vectors in Rd is maximized
when the vectors are arranged periodically in a repeated orthonormal basis. The
only case where this conjecture is resolved is when d = 2, by [13]. See also [5] for
three other proofs using Fourier series, Chebyshev polynomials and the Stolarski
principle. For convenience we include a proof which is similar to the one in [13].

Proof. For any configuration Θ = {θ1, . . . , θN} on the unit circle let us define a
relation ∼Θ on the set {1, 2, . . . , N} by saying that i ∼Θ j if and only if θi − θj ≡ 0
mod π

2 . This is an equivalence relation. We will show first that FV has a global
minimizer Φ = {ϕ1, . . . , ϕN} whose relation ∼Φ has just one equivalence class. This
in turn implies that all angles |ϕi−ϕj | are either 0 or π

2 . Then after reordering and
a translation we assume without loss of generality that Φ = {0, . . . , 0, π

2 , . . . ,
π
2 }

with r 0’s and N − r π
2 ’s. It is easy to see that FV (Φ) is minimal when r is as close

as possible to N
2 , from which the proposition will follow.

So let’s assume that we have chosen Φ to be a global minimizer such that the
numberm of ∼Φ equivalence classes is as minimal as possible. We need to show that
m = 1. If m > 1, then after reordering we have a partition A = {1, . . . , k}, B =
{k + 1, . . . , N} such that any i ∈ A and any j ∈ B are not ∼Φ-equivalent. Let
Φα := {ϕ1 + α, . . . , ϕk + α, ϕk+1, . . . , ϕN}, then the function

H(α) := FV (Φα),

is linear in a neighborhood of α = 0. By the minimality of FV (Φ), H(α) must be
constant, as long as it is linear. So Φα is still a global minimizer, up to the point
where some ϕi + α0 ≡ ϕj mod π

2 , i ≤ k < j. Note that the number of equivalence
classes of ∼Φα0

is now reduced to at most m − 1, in contrast to the minimality of
m. So m = 1, and the proof is complete.
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□

Remark 2.2. There is no claim here for the uniqueness of the global minimizer
of FV . In fact (0, . . . , 0, α, π

2 , . . . ,
π
2 ) with N−1

2 many 0’s is a global minimizer for
every 0 ≤ α ≤ π

2 .

2.1. Outline of the proof of Theorem 1.1. Before we move on to the proof of
Theorem 1.1 we would like to give an outline of the proof and explain the logical
flow, which is visualized in Figure 2. We separate the discussion to the proof that
the minimum value of FWp

is (N − 1)2/2 and to the uniqueness of the minimizer.
The proof of the minimum value is done by induction on odd N . The base cases
N = 1, 3 are known, so we assume N ≥ 5. Suppose that we are given a global
minimizer Θ. The idea is to single out two angles, θi0 , θj0 which together contribute
at least 2(N − 2) to the potential FWp . If we are successful, we remove these two
angles and use the induction hypothesis on the remaining N − 2 vectors to finish.

To this end, we break our discussion into two cases. Case I is where all pairs
of vectors (θi, θj) are distant from being orthogonal by an amount of at least π

6 .
In this case we show that our linearized potential function value FV (Θ) bounds
FWp

(Θ) from below, and since we know that Θ⊥
N minimizes FV we conclude that

FWp
(Θ) ≥ FV (Θ

⊥
N ) = (N − 1)2/2. Towards uniqueness, we continue to show that

actually Case I cannot occur.
Moving now to Case II, where some pair is ‘nearly orthogonal’, we single out

the two angles, say θ1 and θ2 which are the ‘most’ orthogonal pair. Then all other
angles lie in two disjoint regions, which we call Type I and Type II, as depicted
in Figure 3. Let ∆p(θ) denote the contribution of θ against θ1 and θ2. The idea
now is to show that if θi is of type I and θj is of type II, then their contribution

∆p(θi) + ∆p(θj) ≥ 2, and ∆p(θi) ≥ 1.

This is the content of Lemma 2.10. Then if we can pair Type I and Type II angles
together, with possibly a remainder of Type I angles (what we call Case IIa), then
the total contribution of θ1, θ2 is at least 2(N − 2), which is the desired amount for
the induction to carry out.

So it remains to discuss what happens if there are more Type II than Type I
angles (Case IIb). We introduce θ3, the angle of Type II that is the closest to θ1.
Now we consider the pair (θ2, θ3) and we show that with respect to this pair, the
role of Type I and Type II is reversed. Namely, the contribution of angles of Type
II is at least 1, and the contribution of each pair of Type I and Type II together
is at least 2. This allows us to finish as we did in Case I, and the minimum value
(N − 1)2/2 is proved.

The uniqueness claim is also proved by induction. Going directly to Case II
(Case I is impossible) we remove two angles and conclude that the remaining N −2
angles are Θ⊥

N−2. From this we can also conclude that the two vectors removed
must be orthogonal (which must be so, to retain the minimum value), and removing
any other two orthogonal vectors shows that the first removed vectors must be
orthogonal to the rest.

Towards the proof we establish a sequence of technical lemmas, culminating at
Lemma 2.9, which states that if ϵ1, ϵ2, ϵ3 are acute angles summing up to π

2 , then∑
sinp ϵi ≥ 1. This fact is crucially true when 1 ≤ p ≤ log 3

log 2 , hence the upper

bound.
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Θ is a minimizer

Case I

Vectors in Θ are
not so orthogonal
to each other

∃ a nearly orthogo-
nal pair in Θ

Case II

FWp
(Θ) ≥ FV (Θ)

Contradiction: Θ
cannot be a mini-
mizer

Let (θ1, θ2) be the
most orthogonal
pair

# Type I ≥ #
Type II

Case IIa

Type I alone and
Each pair of Type
I + Type II con-
tributes enough
against θ1, θ2

Can remove θ1, θ2
and descend by
induction

# Type I < #
Type II

Case IIb

Let θ3 be Type I
closest to θ1

Type II alone and
Each pair of Type
I + Type II con-
tributes enough
against θ2, θ3

Can remove θ2, θ3
and descend by
induction

Figure 2. Logical flow of the proof

2.2. Some Lemmas from Calculus. Before we go to the proof of Theorem 1.1,
We need few technical lemmas from Calculus of one variable.

Lemma 2.3. Let 1 ≤ p ≤ 2, and let θc ∈ [0, π
2 ] be the angle such that cos2 θc =

p−1
p .

Let

(7) G(θ) = cosp−1(θ) sin(θ)

be defined on [0, π
2 ]. Then

(a) The function G(θ) is increasing in the interval [0, θc], and decreasing in the
interval [θc,

π
2 ].

(b) For 0 ≤ θ ≤ π
4 we have G(π2 −θ) ≥ G(θ) with equality only at the endpoints.

(c) For 1 ≤ p ≤ 1.73 and for every α > 0 such that θc + α < π
2 , G(θc − α) ≥

G(θc + α).
(d) For 1 ≤ p ≤ 1.73, if x ≤ θc ≤ y are such that G(x) = G(y), then 1

2 (x+y) ≤
θc.

Proof. We note that θc ∈ [π4 ,
π
2 ].
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Part (a) follows from the simple fact that G′(θ) = p cosp−2 θ(cos2 θ − p−1
p ). We

see that G′ vanishes only at θc.
For the second assertion note that

G
(π
2
− θ

)
−G(θ) = sinp−1 θ cos θ − cosp−1 θ sin θ

= sinp−1 θ cosp−1 θ(cos2−p θ − sin2−p θ) ≥ 0.

To prove (c) we compute few higher order derivatives of G:

G′′(θ) = −p2 sin θ

(
cosp−1 θ +

(p− 1)(2− p)

p2
cosp−3 θ

)
≤ 0,

G′′′(θ) = cosp−4 θ(−p3 cos4 θ + (p− 1)(p2 + (2− p)2) cos2 θ − (p− 1)(2− p)(3− p)).

We now show that G′′′(θ) ≤ 0. It suffices to show that the quadratic polynomial
Pp(u) := −p3u2+(p−1)(p2+(2−p)2)u−(p−1)(2−p)(3−p) < 0 for all u ∈ [0, 1]. This
polynomial is maximized at umax = (p−1)(p2+(2−p)2)/2p3 ∈ [0, 1]. Substituting
Pp(umax) we obtain a rational function in p: 6p+ 28/p− 16/p2 + 4/p3 − 22 which
is easily seen to be negative for 1 ≤ p ≤ 1.73.

Now it follows that G′(θ) is concave. Let

SG(α) = G(θc − α)−G(θc + α)

be defined for 0 ≤ α ≤ π
2 − θc. Then

SG′(α) = −G′(θc − α)−G′(θc + α) ≥ −2G′(θc) = 0

by the concavity of G′. It follows that SG(α) ≥ SG(0) = 0 from which assertion
(c) follows.

To prove (d), suppose that G(x) = G(y) for x ≤ θc ≤ y. Letting α = y − θc ∈
[0, π

2 −θc], part (c) implies that G(2θc−y) = G(θc−α) ≥ G(θc+α) = G(y) = G(x).
Since both x and 2θc − y belong to [0, θc], by the monotonicity in part (a) we must
have x ≤ 2θc − y, thus arrives at our conclusion. □

Lemma 2.4. For 1 ≤ p ≤ 2 and 0 ≤ ν ≤ π
2 the function K(θ) = cosp(θ) +

cosp(π2 − ν − θ) in the interval 0 ≤ θ ≤ π
2 − ν is minimized (only) at the endpoints.

In particular K(θ) ≥ 1 + sinp ν.

Proof. We notice

K ′(θ) = −pG(θ) + pG
(π
2
− ν − θ

)
,

where G is defined in (7). Moreover, K ′(0) = −pG(0)+pG
(
π
2 − ν

)
= pG

(
π
2 − ν

)
≥

0, and K ′(π2 −ν) = −pG
(
π
2 − ν

)
≤ 0. In particular the endpoints are local minima.

We will show that K ′(θ) vanishes internally only at the midpoint θ = 1
2 (

π
2 − ν),

from which the lemma follows.
Suppose that 0 < θ0 < π

2 − ν is an angle such that K ′(θ0) = 0. Then by Lemma
2.3(a) either that θ0 = π

2 − ν − θ0, or that θc lies between θ0 and π
2 − ν − θ0. In

the first case θ0 is the midpoint. In the second case, by symmetry we may assume
that 0 < θ0 ≤ θc ≤ π

2 − ν − θ0. Since 0 < θ0 ≤ π
4 , Lemma 2.3(b) implies

(8) G(θ0) ≤ G
(π
2
− θ0

)
,
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with equality only at θ0 = π
4 . On the other hand, we have θc ≤ π

2 −ν−θ0 ≤ π
2 −θ0,

so Lemma 2.3(a) implies

(9) G
(π
2
− ν − θ0

)
≥ G

(π
2
− θ0

)
.

(8) and (9) contradicts to K ′(θ0) = 0, unless θ0 = π
4 and ν = 0. But in this case

again θ0 is the midpoint. This completes the proof. □

Lemma 2.5. For 4
3 ≤ p ≤ log 3

log 2 , the function L(α) = 1 + 2 sinp
(
α
2

)
+ cosp α,

α ∈ [0, π
3 ] is minimized at endpoints. In particular L(α) ≥ 2.

Proof. We make a change of variables, u = sin2
(
α
2

)
, and cosα becomes 1 − 2u.

Thus

L(α) = M(u) := 1 + 2up/2 + (1− 2u)p, u ∈
[
0,

1

4

]
.

We compute

M ′(u) = pup/2−1 − 2p(1− 2u)p−1,

M ′′(u) = p
(p
2
− 1

)
up/2−2 + 4p(p− 1)(1− 2u)p−2,

and notice that M ′′ is an increasing function in the interval [0, 1
4 ]. Moreover

M ′′(0+) = −∞ and M ′′( 14 ) =
(
1
2

)p−3
p(3p − 4) > 0. Thus M ′′ has a unique

zero at some point 0 < u1 < 1
4 . Consequently M ′ has a unique local minimum

at u1, and it is decreasing in [0, u1] and increasing at [u1,
1
4 ]. Since M ′ is positive

around u = 0 and M ′ ( 1
4

)
= 0, it is positive at (0, u0) and negative at (u0,

1
4 ) for

some 0 < u0 < u1. It follows that M has a unique local maximum at u = u0, and
that this function is minimized at the endpoints.

L(0) = 2 and L(π/3) = 1 + 3( 12 )
p ≥ 1 + 3( 12 )

log 3
log 2 = 2. □

Remark 2.6. As the proof shows, this function is minimized at the endpoints for
4
3 ≤ p ≤ 2, but crucially for p ≤ log 3

log 2 the values at the endpoints are ≥ 2. This is

no longer true for larger p.

Lemma 2.7. For 4
3 < p ≤ 1.73, the function P (α) = cosp(α) + cosp( 2π3 − α) for

π
3 ≤ α ≤ π

2 is minimized at α = π
3 . In particular P (α) ≥ 2

3 .

Proof. We change variables to α = π
3+β, so we need to minimizeQ(β) = cosp

(
π
3 + β

)
+

cosp
(
π
3 − β

)
, 0 ≤ β ≤ π

6 . Differentiating,

Q′(β) = −pG
(π
3
+ β

)
+ pG

(π
3
− β

)
.

If the minimum of Q occurs internally at some β0, we must have by Lemma 2.3(a)
that

π

3
− β0 ≤ θc ≤

π

3
+ β0.

Note that for p in the range of the lemma, π
4 ≤ θc < π

3 . Since the average of
x = π

3 − β0 and y = π
3 + β0 is π

3 > θc, we obtain a contradiction to Lemma 2.3(d),
which proves that the minimum occurs at the end points.

Due to the restriction on p, P (π/3) = (1/2)p−1 <
(√

3
2

)p

= P (π/2). So P (α) ≥
P (π/3) ≥ 2/3. □
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Lemma 2.8. Suppose that 4
3 < p ≤ 1.73 and 0 ≤ α ≤ π

3 . The function R(ρ) =
sinp ρ+ sinp(α− ρ) defined on 0 ≤ ρ ≤ α

2 is minimized at one of the endpoints.

Proof. We differentiate

R′(ρ) = pG
(π
2
− ρ

)
− pG

(π
2
− α+ ρ

)
.

IfR achieves its minimum value at an interior point ρ0 thenG
(
π
2 − ρ0

)
= G

(
π
2 − α+ ρ0

)
.

By Lemma 2.3 there are two cases:

(i) π
2 −ρ0 = π

2 −α+ρ0, which is ρ0 = α
2 , and this is not an internal point. Or,

(ii) π
2 − ρ0 ≥ θc ≥ π

2 − α+ ρ0.

In the second case the average is π
2 −

α
2 ≥ π

3 . Again since θc <
π
3 , by Lemma 2.3(d)

this is a contradiction. So there is no interior point achieving the minimum value,
and the lemma is proved. □

A corollary of this is the following:

Lemma 2.9. Suppose that ϵi, i = 1, 2, 3 are acute angles who sum up to π
2 . Assume

that 1 ≤ p ≤ log 3
log 2 . Then

3∑
i=1

sinp ϵi ≥ 1.

Proof. It is enough to assume p = log 3
log 2 . We may reorder so that ϵ1 ≤ ϵ2 ≤ ϵ3.

Then ϵ1 ≤ (ϵ1 + ϵ2)/2 ≤ π
6 and invoking Lemma 2.8 with ρ = ϵ1 and α = ϵ1 + ϵ2,

we see that

sinp ϵ1 + sinp ϵ2 ≥ min{2 sinp
(
ϵ1 + ϵ2

2

)
, sinp(ϵ1 + ϵ2)}.

If sinp(ϵ1 + ϵ2) ≤ 2 sinp
(
ϵ1+ϵ2

2

)
then∑

i

sinp ϵi ≥ sinp(ϵ1 + ϵ2) + sinp ϵ3 ≥ sin2(ϵ1 + ϵ2) + sin2 ϵ3 = 1,

and we are done. Otherwise∑
i

sinp ϵi ≥ 2 sinp
(
ϵ1 + ϵ2

2

)
+ sinp ϵ3 = 2 sinp

(
ϵ1 + ϵ2

2

)
+ cosp(ϵ1 + ϵ2) ≥ 1,

where the last inequality follows from Lemma 2.5. □

2.3. Proof of Theorem 1.1.

Proof of Theorem 1.1. Let X(θ1, . . . , θN ) = {x1, . . . , xN} be a global minimizer for
FPp,N,2. Given the invariance of FPp,N,2 under rotations, permutations and phasing
as mentioned in the introduction, we may assume without any loss of generality
that all θj ∈ [0, π) and view their differences as real numbers modulo π. We will
first prove Fp,N,2 = FPp,N,2(X

⊥
N ) = (N − 1)2/2 by induction on odd N . We will

address the uniqueness of the optimal configuration in the end.
To set up the basis of the induction, we note that the result is trivial for N = 1

and known for N = 3, see [12]. Thus we assume from now on that N ≥ 5, and
proceed to the induction step. There are two cases to consider.

Case I:
∣∣θi − θj mod π

2

∣∣ ≥ π
6 , whenever θi ̸= θj mod π.
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This is the easy case. Recall W,V as defined in (5) and (6). We know then
that (θi − θj) mod π ≤ θp or ≥ π − θp and hence Wp(θi − θj) ≥ V (θi − θj) for
all i, j. By Proposition 2.1 the potential function FV has global minimal value
(N − 1)2/2, so this value is a lower bound on FPp,N,2. On the other hand it is
achieved by X⊥

N . We conclude that FV (Θ) = FWp
(Θ) = (N−1)2/2. But necessarily

V (θi−θj) = Wp(θi−θj) for all i, j. This implies that for all i, j, θi−θj mod π = 0 or
θp or π−θp. After common translation and reordering the vectors we assume w.l.o.g

that Θ = (0, . . . , 0, θp, . . . , θp, π−θp, . . . , π−θp). For p < log 3
log 2 we have θp > π

3 , which

contradicts our assumption that
∣∣θi − θj mod π

2

∣∣ ≥ π
6 , Unless Θ = (0, . . . , 0). But

this is clearly not a minimizer. It remains for Case I to consider the scenario p = log 3
log 2

and then θp = π
3 . Then Θ has a 0’s, b angles π

3 and c angles 2π
3 , a + b + c = N .

We compute FWp(Θ) = FV (Θ) = a(a− 1) + b(b− 1) + c(c− 1) + 2(ab+ ac+ bc)/3.
As a function of the real variables a, b, c, it is minimized when a = b = c = N/3, so
FV (Θ) ≥ 5N2/9−N > (N − 1)2/2. Hence this scenario as well cannot occur.

Case II:
∣∣θi − θj mod π

2

∣∣ < π
6 and θi ̸= θj mod π for some i ̸= j.

With relabeling, rotation, and reflection, we assume θ1 = 0 and the angle |θ2−θ1|
is the closest to π

2 . Let θ2−θ1 = ρ+ π
2 for some 0 < ρ < π

6 . In order to make sure the
angle |θ2 − θ1| is the closest to π

2 , we must have {θ3, · · · , θN} ⊆ [2ρ, π
2 − ρ]∪ [θ2, π].

Let the range T1 := [θ2, π] be of Type I angle, and the range T2 := [2ρ, π
2 − ρ] be of

Type II angle. See Figure 3. Notice that if we had ρ > π
6 , there would be no room

for Type II angles.

Figure 3. Type I and Type II angles in Case II. The angles θ and
α are used in the proof of Lemma 2.10

x1

x2

xi

xj

α
θ

Type I

Type II

2ρ

ρρ

We will prove the existence of i0, j0 such that

(10)
N∑

i̸=i0,j0

(| cos(θi − θi0)|p + | cos(θi − θj0)|p) ≥ (N − 2).
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By the induction hypothesis, we have FPp,N−2,2(X\{xi0 , xj0}) ≥ (N − 3)2/2. If
equation (10) holds, then we will have

FPp,N,2(X) ≥ 2(N − 2) + FPp,N−2,2(X\{xi0 , xj0}) + 2| cos(θi0 − θj0)|p

≥ 2(N − 2) +
(N − 3)2

2
=

(N − 1)2

2
.

It remains to prove (10). In [15] it was argued that for p = 1.3,

| cos(θ − θi0)|1.3 + | cos(θ − θj0)|1.3 ≥ 1, for any θ ∈ T1 ∪ T2,

which was sufficient to make the induction step. For larger p this is no longer true
for θ ∈ T2, but the average over N − 2 angles is still bigger than 1, i.e. (10) still
holds. We divide the discussion into two subcases.

Case IIa: Among {θ3, · · · , θN}, the number of Type I angles is at least as large
as the number of Type II angles. In this case, we will prove (10) holds with
i0 = 1, j0 = 2.

Define

∆p(θ) := | cos(θi − θ2)|p + | cos(θi − θ1)|p.
We will prove

Lemma 2.10.
(a) For all p ≤ 2 and θ ∈ T1, ∆p(θ) ≥ 1.

(b) For all p ≤ log(3)
log(2) , and all θi ∈ T1, θj ∈ T2,

∆p(θi) + ∆p(θj) ≥ 2.

By using this lemma we can pair each angle of Type II with an angle of Type
I, and by part (b) this pair contributes to the potential function at least 2. The
remaining Type I vectors contribute by part (a) at least 1. Thus in average, ∆p(θi)
is at least 1, which is what we need to conclude equation (10) and the induction step
for Case IIa. To prove the uniqueness assertion notice that we must have equality
in (10), and hence equality in parts (a) and (b) of the lemma. The uniqueness for
N − 2 and the equality statements in the lemma show that the only minimizer is
X⊥

N .
We now turn to the proof of this lemma.

Proof of Lemma 2.10. Part (a) is a direct consequence of Lemma 2.4. We proceed
to prove (b). Let α be the angle θj − θ1 = θj and let θ = θi − θ2. We have
2ρ ≤ α ≤ π

2 − ρ, 0 ≤ θ ≤ π
2 − ρ. See Figure 3. It can be computed that

∆p(θi) + ∆p(θj) = cosp θ + cosp
(π
2
− ρ− θ

)
+ cosp α+ cosp

(π
2
+ ρ− α

)
Minimizing over θ ∈

[
0, π

2 − ρ
]
, Lemma 2.4 implies that

∆p(θi) + ∆p(θj) ≥ 1 + sinp ρ+ cosp α+ sinp(α− ρ).

Now we fix α and minimize over ρ. This function is symmetric to the change of
variables α → π

2 + ρ−α. By making this change, if necessary, we may assume that
α ≤ π

3 . Notice that in both cases 0 ≤ ρ ≤ α
2 . By Lemma 2.8, we now have

∆p(θi) + ∆p(θj) ≥ 1 + cosp α+min
(
sinp α, 2 sinp

(α
2

))
.
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Now, we have

1 + cosp α+ sinp α ≥ 1 + cos2 α+ sin2 α = 2,

and by Lemma 2.5

1 + cosp α+ 2 sinp
(α
2

)
≥ 2.

This completes the proof of the inequality (b).
□

Case IIb: Among {θ3, · · · , θN}, the number of Type II angles is larger than the
number of Type I angles.

In this case we will take one of the angles of Type II, say θ3, which is the closest
to θ1 = 0. We have θ3 = 2ρ + α for some α ≥ 0. Note that α ≤ π

2 − 3ρ. In this
case, we will prove (10) holds with {i0, j0} = {2, 3}.

Every other angle of Type II, θi, i ̸= 1, 2, 3 is of the form θi = 2ρ + α + β for
0 ≤ β ≤ π

2 − 3ρ − α. We will consider θ1 = 0 as an angle of Type I. As before, it
will suffice to show that the average value of

Ep(θ) = | cos(θ − θ2)|p + | cos(θ − θ3)|p

over the multiset of θ = θi, i ̸= 2, 3 is at least 1. With this in mind we have

Lemma 2.11. Given 1 ≤ p ≤ 2, every angle θi, i ̸= 2, 3 of Type II satisfies
Ep(θ) ≥ 1.

Proof of Lemma 2.11. This is just an application of Lemma 2.4 with θ = β and
ν = ρ+ α ≤ π

2 . □

In view of this, and since the number of Type II angles is at least as large as the
number of Type I angles (including θ1), it suffices to show that for every θi of Type
II and every θj of Type I, we will have

Ep(θi) + Ep(θj) ≥ 2.

The remainder of this proof is devoted to proving this assertion. Let

θi = 2ρ+ α+ β, and θj =
π

2
+ ρ+ θ.

We have 0 ≤ β ≤ π
2 − 3ρ− α and 0 ≤ θ ≤ π

2 − ρ. Then

Ep(θi)+Ep(θj) = cosp β+cosp
(π
2
− ρ− α− β

)
+cosp θ+

∣∣∣cos(π
2
+ α+ ρ− θ

)∣∣∣p .
We now make use of Lemma 2.4 to minimize over β and conclude that

Ep(θi) + Ep(θj) ≥ 1 + sinp(α+ ρ) + cosp θ +
∣∣∣cos(π

2
+ α+ ρ− θ

)∣∣∣p .
Write α+ ρ = γ. Then we rewrite

(11) Ep(θi) + Ep(θj) ≥ 1 + sinp(γ) + cosp θ +
∣∣∣cos(π

2
+ γ − θ

)∣∣∣p ,
and we shall consider two cases: Case IIb.1 with γ ≤ θ and Case IIb.2 with γ > θ.

In Case IIb.1, noting that θ − γ ≤ π
2 we can drop the absolute value sign in

Equation (11). Define δ = θ − γ. Then (11) can be rewritten as

(12) Ep(θi) + Ep(θj) ≥ 1 + sinp γ + sinp δ + sinp
(π
2
− γ − δ

)
,
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but note that the three angles γ, δ and π
2 − γ − δ are acute and sum up to π

2 . Now
Lemma 2.9 tells us that Ep(θi) + Ep(θj) ≥ 2. So Case IIb.1 is settled.

We turn to Case IIb.2, where θ < γ. Then (11) is written as

Ep(θi) + Ep(θj) ≥ 1 + sinp γ + cosp θ + sinp(γ − θ).

But by Lemma 2.4, using that θ and π
2 −γ are acute and their sum θ+ π

2 −γ < π
2 , we

learn that sinp γ+cosp θ = cosp
(
π
2 − γ

)
+cosp θ ≥ 1, which proves Ep(θi)+Ep(θj) ≥

2. This completes the proof of Case IIb.2, and thus completes the proof of the in-
duction step. We have shown that the absolute minimum value of FPp,N,2(X) is
(N − 1)2/2.

It remains to address the question of uniqueness. This will also be proved by
induction on N . For N = 1 the assertion is trivial. For the induction step, suppose
that (θ1, . . . , θN ) is a global minimizer. Then we choose θ1, θ2 as above, and we know
that inequality (10) is satisfied. But a posteriori, it must be an equality, (θ3, . . . , θN )
must be a minimizer for FPp,N−2,2, and θ1, θ2 must be orthogonal. If N = 3 then
by Lemma 2.4 θ3 = θ1, θ2 and we are done. If N > 3 we know by the induction
hypothesis that (exp(iθ3), . . . , exp(iθN )) = X⊥

N−2. We may remove any other two
perpendicular vectors, and conclude similarly that the remaining configuration is
an X⊥

N−2. This implies that any two vectors in the configuration are either equal

or perpendicular, and thus it must be an X⊥
N . The proof is complete. □

Remark 2.12. Theorem 1.1 is not sharp as suggested by the numerical results in
Section 3. The result is restricted by our proof techniques. For N = 5, we believe
the result holds for p up to ≈ 1.77.

3. Asymptotic behaviour of the minimizers and Numerical results

This section is divided into two parts. First, we look at the asymptotic behaviour
of the minimizers of (2), and then present some numerical results of the solution
to our problem when N ∈ {5, 6, 7}.

3.1. Asymptotic behaviour of the minimizers. As mentioned above, for even
integers N = 2k and p ∈ (0, 2), the solution to (2) is a configuration that consists
of k copies of any orthonormal basis of R2. However, as shown in the last section,
when N = 2k+1 the minimizers of the pth frame potentials for p ∈ (0, 2) are more
difficult to classify. Nonetheless, in this section we prove that as N → ∞, these
minimizers approach copies of an orthonormal basis in R2. To establish this result,
we first need to introduce a continuous analog of the frame potential that which is
interesting in its own right.

Given a probabilistic measure µ on the unit sphere in Rd, the probabilistic p
frame potential is defined as

(13) PFPp,d(µ) :=

∫
Sd−1

∫
Sd−1

|⟨x, y⟩|pdµ(x)dµ(y).

Let M(Sd−1) be the collection of all probabilistic measures on the sphere. The
relationship between the discrete problem (2) and the continuous one

(14) Pp,d := min
µ∈M(Sd−1)

PFPp,d(µ)



14 R. BEN AV, X. CHEN, A. GOLGBERGER, S. KANG, And K. A. OKOUDJOU

was explored in [8]. We also encourage the readers to see a general version with a
general potential kernel in [6, Theorem 4.2.2].

Proposition 3.1 ([8, Proposition 2.6]). Given d ≥ 2 and p ∈ (0,∞). For every
N ≥ 2, let XN be an N -point optimal configuration of (2), then every weak star
cluster point ν∗ of the normalized counting measure νXN

= 1
N

∑
x∈XN

δx solves

(14), that is PFPp,d(ν
∗) = Pp,d.

Theorem 3.2. Let 0 < p < 2. If XN = {x1, . . . , xN} ∈ S(N, 2) is an optimal
configuration for (2) for N ≥ 2, then (treated as a matrix)

(15) lim
N→∞

1

N
XNXT

N =
1

2
I2.

In particular, we have

∥XNXT
N − N

2 I2∥ = o(N).

Proof. When d = 2 and 0 < p < 2, it is proved in [12, Theorem 4.9] that the
unique minimal measure of (14) is the normalized counting measure on {e1, e2},
denoted by σe. Since every cluster point of {νXN

} weak* converges to σe, {νXN
}

itself weak* converges to σe. Thus for every continuous function f defined on S1,

(16) lim
N→∞

∫
S1
f(x, y)dνXN

=

∫
S1
f(x, y)dσe =

1

2
(f(1, 0) + f(0, 1)).

Let f(x, y) = x2. We rewrite the points in XN as xi = (xi1, xi2), then (16)
becomes

(17) lim
N→∞

1

N

N∑
i=1

x2
i1 =

1

2
.

Let f(x, y) = y2. Then (16) becomes

(18) lim
N→∞

1

N

N∑
i=1

x2
i2 =

1

2
.

Let f(x, y) = xy. Then (16) becomes

(19) lim
N→∞

1

N

N∑
i=1

xi1xi2 = 0.

The combination of (17), (18), and (19) implies (15). □

We have seen that X⊥
3 is the unique global minimizer of FPp,3,2 for p ∈

(
0, log 3

log 2

)
,

and after p = log 3
log 2 , the optimal configuration transitions to X

(h)
3 . When N is

increased to 5, this phase transitioning happens at a larger value of p ≈ 1.77766
(See Conjecture 3.4). When N = 7, our numerical experiments suggest that this
transitioning happens at p ≈ 1.84.

Let

p(N) := sup{p0 : FPp,N,2(X
⊥
N ) = Fp,N,2 for 0 < p < p0}.

We pose the following conjecture:

Conjecture 3.3. p(2k + 1) is monotone increasing as k ≥ 1 increases, and

lim
k→∞

p(2k + 1) = 2.
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3.2. Numerical Results. In this section we present some numerical results about
the solutions to the minimization of the frame potential (1). In particular, we used
the MATLABminimization function fminsearch with random initial configuration.
In order to avoid local minima we ran the minimization 3000 times for every value
of p and we chose the configuration with minimal potential (we ignored the cases
where the function returned an error with the indication of not being able to find
a minimum). For the code of these experiments, we refer the readers to [2]. One
of the outcomes of these numerical results is Conjecture 3.4 about the minimizers
of FPp,5,2 for p ∈ (0,∞). We performed similar numerical experiments for other
odd values of N , but the behavior of the minimizers seems to get more intricate.
In particular, as p increases, the number phase transitions seems to be increasing
with N . As such we first focus on the case N = 5, for which we consider the
following special configurations. In Theorem 1.1 we have established that X⊥

5 is

the minimizer for Fp,5,2 for all p ≤ log 3
log 2 ≈ 1.58.

Define

• Y (α) = X{0, 0, π
2 − α, π

2 ,
π
2 + α}

• Z(α) = X{−α,−α, 0, α, α}.
Conjecture 3.4. The absolute minimizer for FPp,5,2(X) is given by

X⊥
5 0 ≤ p ≤ p1,

Y (α(p)) p1 ≤ p ≤ p2

Z(α(p)) p2 ≤ p ≤ 2

X
(h)
5 p ≥ 2

.

where p1 = 1.77766251887019 and p2 = 1.78329970946521 are given to a preci-
sion of 10−14. Moreover, this minimizer is unique up to rotation and antipodal
reflections, for any p not in endpoints of the intervals.

Figure 4. Numerical minimum value of FPp,5,2

1.77 < p < 2.1 1.77 < p < 1.8
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Y (α)
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Conjecture 3.4 is illustrated in Figure 4 with the plot of the minimal potential as
a function of p, and the type of the minimal configuration. The value of α in Y (α)
and Z(α) as a function of p is shown in Figure 5. It appears that the transition of
the configuration at points p = p1 and p = p2 and p = 2 is non-continuous. Note

that using Table 1, we only have X
(h)
5 is a unique minimizer for p > 6.



16 R. BEN AV, X. CHEN, A. GOLGBERGER, S. KANG, And K. A. OKOUDJOU

In addition, there is a discontinuity in the derivative
dFp,5,2

dp as shown in Figure

6(a). Note that the tiny zig-zag at the bottom left corner of Figure 6(a) corresponds
to phase transitioning at p1, p2, as described in Conjecture 3.4. The derivative plot
is effective at locating the phase transitions in general.

Figure 5. The value of angles for Type Y and Type Z
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Figure 6. Derivatives of the minimal frame potential

(a) The derivative dFp,5,2/dp (b) The derivative dFp,6,2/dp
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The derivative was numerically estimated using symmetrical difference as f ′(x) ≈
(f(x+ d)− f(x− d))/2d. For comparison we have added the plots of the derivative
of the potential for N = 6 points (Figure 6(b)) and for N = 7 points (Figures 7).
Notice the few phase transitions there.

For N = 6 the first phase transition is at p = 2 (as expected) and a second at
p = 4. Up to p = 2 the optimal configuration is X⊥

6 . For 2 ≤ p ≤ 4 the optimal
configuration is E = X{0, 0, π

3 ,
π
3 ,

2π
3 , 2π

3 }. For p ≥ 4 the optimal configuration is

X
(h)
6 .
For N = 7 It seems that there are more phase transitions, at p ≈ 1.84, p = 2, p ≈

3.5 and p = 4. Up to p ≈ 1.84 the optimal configuration is X⊥
7 . For p > 4 it is X

(h)
7 .

We have not characterized the minimal configuration for the phases in between.
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Figure 7. The derivative dFp,7,2/dp
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