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ABSTRACT: Knowing heat capacity is crucial for modeling temperature changes with the
absorption and release of heat and for calculating the thermal energy storage capacity of oxide
mixtures with energy applications. The current prediction methods (ab initio simulations,
computational thermodynamics, and the Neumann—Kopp rule) are computationally expensive,
not fully generalizable, or inaccurate. Machine learning has the potential of being fast, accurate,
and generalizable, but it has been scarcely used to predict mixture properties, particularly for
mixed oxides. Here, we demonstrate a method for the generalizable prediction of heat capacity
of solid oxide pseudobinary mixtures using heat capacity data obtained from computational
thermodynamics and descriptors from ab initio databases. Models trained through this
workflow achieved an error (mean absolute error of 0.43 J mol™' K™') lower than the
uncertainty in differential scanning calorimetry measurements, and the workflow can be
extended to predict other properties derived from the Gibbs free energy and for higher-order
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S olid oxide mixtures are increasingly being used in a variety
of advanced energy applications. This is owed to the
scientific interest and technological potential available in
exploring the vast range of oxide mixtures that can be used,
allowing for a diverse range of thermophysical, thermody-
namic, and electronic properties. This tunability can be
leveraged to maximize the performance of energy conversion,
energy storage, and renewable energy production systems,
which are key in the ongoing decarbonization of electricity
grids‘l_6 However, optimizing these properties over a wide
range of possible compositions and temperatures, which can
exceed 1000 °C for thermal energy storage applications,”
remains challenging because of our inability to accurately
predict the temperature- and composition-dependent proper-
ties.

In this study, we explore mixture heat capacity C,(T, x), a
property representing how temperature changes in a mixture in
response to absorbed or released heat, which is necessary for
modeling the transient thermal behavior of material systems
and assessing the performance of thermal devices. Common
methods for predicting this property include ab initio
simulation, computational thermodynamics (CALPHAD)
modeling based on the Gibbs free energy (GFE), and
application of simple empirical relations such as the
Neumann—Kopp rule (NKR).*™'° The use of these methods,

approach is more efficient, it has limited generalizability toward
new compositions that lack experimental data because of its
semiempirical formulation. Ideal mixing (i.e., NKR) is simple
and fast but insufficiently accurate, especially toward higher
temperatures. In recent years, machine learning has been
shown to be an alternative for material property prediction that
circumvents these limitations by providing both accuracy and
efficiency. However, most efforts so far have focused on
predicting the properties of relatively simple molecules and
pure compounds on the basis of their structure.' ~'* As such, a
machine learning (ML) framework that allows the prediction
of oxide mixture properties from their composition (compo-
nents and their mole fractions) is still lacking. Here, we
propose a methodology for the generalizable prediction of
mixture heat capacity using the chemical, structural, and
electronic properties of the components (i.e., binary oxide
compounds) in the mixture, their mole fractions (x;, where i
represents one component), and temperature as input. The
objective of this workflow is to create chemistry-informed
prediction models that are more accurate than the NKR, less
computationally expensive than ab initio methods, and more
generalizable than semiempirical methods over a wide range of
compositions and temperatures.

however, is typically subject to compromise between computa- Received:  February 16, 2024
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methods are generalizable but computationally expensive and
are limited to small systems. Here, while the CALPHAD
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Figure 1. Parity plots (model vs reference) for molar heat capacity () of the training and test sets for AdaBoost (top left), a deep neural network
(top middle), extra trees (top right), gradient boosting (bottom left), a random forest (bottom middle), and the empirical NKR (bottom right).

First, a diverse and learnable data set is created for
pseudobinary oxides (e.g, A,0,-B,O,, where A and B are
cations and O is oxygen) containing the atomic and structural
properties of the mixture components (e.g, AxOy) and the
corresponding molar heat capacity of a wide range of mixtures.
This data set is used to train a variety of ML models, which are
compared against the NKR. The heat capacity for the data set
is generated utilizing experimentally benchmarked Gibbs free
2’G

energy models with C, = —T( pres

9
) These models are
pNi

based on the compound energy formalism that represents the
solution behavior on sublattices that correspond to crystal
structure or chemical configurations in solid or liquid
solutions.'* The thermodynamic equilibrium phases and
corresponding heat capacities are calculated using CALPHAD
software Thermo-Calc with the GFE models implemented in
the TCOX12 database.”> The heat capacity values are
generated for 169 pseudobinary oxide systems built from 13
different oxide compounds, at ambient pressure, across the
temperatures range of 300—1100 K, and by varying the mole
percentage of one of the compounds in the mixture from 0 to 1
in increments of 0.025 mole fraction (the percentage of the
other compound is implicit because x, + x5 = 1).

The fractions and temperatures that define this space are
included in the data set as input descriptors. To encode
chemical information about the components, descriptors
obtained from publicly available repositories of ab initio data
are included in additional columns. The Materials Project
(MP) database'® and the Jarvis-Tools Classical Force-field
Inspired Descriptors (JARVIS-CFID) database'” are used in
this work. In JARVIS-CFID, chemistry—structure—charge
information for each compound and its cations is used.
JARVIS contains 1557 descriptors for every possible material,
and we focus on the subset of the 438 averaged element-based
chemical descriptors not feature-engineered from other
descriptors available for the material. CFID properties
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obtained at the compound level represent the average value
of that property across all atoms in a molecule. Structure-
dependent descriptors are obtained from the MP database as
material properties of the minimum energy structure of each
compound.® The final list of all descriptors included in the
data set is available in the Supporting Information.

The data are augmented and preprocessed to ensure
permutation invariance of the models and to improve
trainability. All chemically equivalent orderings of the same
system are added in the training and test data sets. The final
data set consists of 108 471 data points ({X = descriptors for
chemical system at specific x; and T, Y = C,}), which is split in
an 80/20 training/testing ratio. All inputs are standardized
using z-scores according to the mean and standard deviations
in the training set, and the data are used to tune, train, and
evaluate the ML algorithms."”

The algorithms tested in this work consist of four decision
tree (DT)-based algorithms and a deep neural network
(DNN).*° The DT-based algorithms consist of a random
forest (RF),”" gradient-boosted (GB) regression trees,”” an
AdaBoost (AB)™® ensemble using DTs as the weak learners,
and extra randomized trees (ETs).”* All DT-based algorithms
are tuned by performing S-fold cross-validation using the mean
absolute error (MAE) as the performance metric to tune the
maximum depth, number of features, and number of estimators
of the base learners, with the final algorithms trained on the
entirety of the training set. The last algorithm consists of a fully
connected DNN*° with five hidden layers with 128 nodes
each, trained using an Adam optimizer.”® The DNN is
implemented with L2-norm regularization, and hyperpara-
meters are tuned by minimizing the loss on a validation set
consisting of 20% of the training set at each epoch.

After training, the feature importance of the descriptors is
calculated as the Shapley additive explanation values.”” These
importance values are used to reduce the number of
descriptors starting with those that are the least important
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and are most highly correlated (based on Pearson’s correlation
coefficient™) with other descriptors in the data set. The final
data set contains 60 different descriptors per data point
(corresponding to the previously mentioned list included in
the Supporting Information), and it is used to retrain all
models. ML predictions are compared against the CALPHAD-
based reference values shown in Figure 1. ML performance
metrics are given in terms of mean absolute error (MAE),
mean absolute percentage error (MAPE), and coefficient of
determination (7*), and they are compared against the NKR in
Table 1.

Table 1. Mean Absolute Errors (MAE), Mean Absolute
Percentage Errors (MAPE), and Coefficients of
Determination (r*) of Gradient Boosting (GB), AdaBoost
(AB), Random Forest (RF), Extra Trees (ETs), and Deep
Neural Network (DNN) Algorithms and the Neumann—
Kopp Rule (NKR) for Heat Capacity Prediction in the Test
Set

method MAE (J mol™* K™) MAPE (%) P

GB 0.65 0.64 0.988
AB 0.69 0.72 0.988
RF 0.60 0.59 0.989
ET 0.43 0.40 0.991
DNN 0.70 0.74 0.988
NKR 2.5 22 0.924

Overall, the ML models are highly accurate across all
pseudobinary oxide mixtures, with MAPEs ranging from 0.40%
to 0.74% (MAE from 0.43 to 0.7 J mol™! K'), with ET
showing the highest prediction accuracy (MAE = 0.43 ] mol ™
K™'; MAPE = 0.40%; r* = 0.991). In all cases, these errors are
within the experimental uncertainty of heat capacity measure-

ments through differential scanning calorimetry (~1.5%).”
Furthermore, all algorithms perform better in the test set than
the NKR (MAE = 2.5 J mol™ K™}; MAPE = 2.2%, which is
higher than the experimental uncertainty). The NKR shows a
smaller error when applied in this data set than other examples
of its application in the literature (Kauwe et al.'' report an
MAPE of 13.69% and an r* of 0.89, and Gillet et al.*’ report an
MAPE of 4—6%). A possible explanation is that these examples
predict heat capacity for higher temperatures where the NKR
is known to break down (<3900 K in Kauwe et al. and 2000 K
in Gillet et al, contrasting with a maximum temperature of
1100 K in our data set). This highlights performance
inconsistencies of empirical or semiempirical models across
large thermal and chemical spaces. This is an inherent
limitation of a model’s expressivity to adequately capture a
diverse range of interactions, which can in theory be overcome
by ML models. Within the data set presented here, issues in
NKR reliability can be clearly seen in the significant deviations
that are exhibited in Figure 1 (bottom right). These issues are
examined further in the next section.

In addition to the overall MAE, heat capacity C,(T, x) is
predicted for specific oxide systems of technological interest,
including NiO, MgO—NiO, Al,0;—Cr,0; (the latter two
considered for thermal energy storage’'), CuO—Al,O,
(electrocatalysis®*), Al,0;—HfO, (dielectrics in light-emitting
diodes and solar cells’**), and CuO—HfO, (electrochemical
reduction of CO, into biofuels®®), as shown in Figure 2. These
systems are known to have different solubilities, which allows
us to evaluate the ability of the models to predict non-ideal
contributions to heat capacity. Here, the C,(T, x) values
predicted by the DNN, ET (smoothest ML predictions, as
shown in Figure S1), and NKR are compared for various oxide
compositions at temperatures in the range of 300—1100 K.
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Figure 2. Temperature vs heat capacity curves for selected oxide systems with technological applications: (a) pure NiO, (b) 50 mol %—S50 mol %
MgO—-NiO, (c) 40 mol %—60 mol % Al,0;—Cr,03, (d) 20 mol %—80 mol % CuO—AL O3, (e) 33.3 mol %—66.6 mol % Al,0;—HfO,, and (f) 40

mol %—60 mol % CuO—HIfO,. Reference values plotted at a AT of 20 K.
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Figure 3. Heat maps showing the performance of the extra trees regressor in terms of MAE of predictions for pseudobinary oxide systems in the
test set: (top) matrix showing all combinations of compounds (compound vs compound) and (bottom) matrix showing average MAE across all

systems containing a given compound.

For pure NiO (Figure 2a), the ET accurately predicts C,
across the temperature range while the DNN model slightly
underpredicts the heat capacity by ~2 J mol™ K™ around
400—600 K, which exhibits a peak driven by a A-type
transition.”® When NiO is mixed with MgO, a solid solution
is formed (see Figure S1) and the peak disappears as shown in
Figure 2b for a 50 mol %—50 mol % NiO—MgO mix. Here, the
NKR notably fails due to its assumption of ideal mixing. The
NiO—MgO solution is fundamentally different from its
components, not featuring the ordered—disordered transition
in electron spins that spawn the heat capacity peak in NiO.*
The inability of NKR to account for this leads to a prediction
with the NiO—MgO mix erroneously retaining a peak from
pure NiO shown in Figure 2a. In contrast, ML models
accurately account for this, suggesting that mixture interactions
are accurately captured. The same can be seen in the 60 mol
%—40 mol % Al,0;—Cr,O; system shown in Figure 2c, which
tends toward a single solution at higher temperatures (Figure
S2b). For this and other mixtures, the lattice structure of the
solution will feature larger bond lengths on average due to
short-range repulsive and Coulomb-type interactions, decreas-
ing the vibrational frequency of phonons and increasing the
heat capacity.’®*” As shown in Figure 2¢c, ML can predict this
increase well, whereas the NKR exhibits an increasing error
with temperature, underpredicting CP(T) by ~12 J mol™' K™
at 1100 K. In other systems with compounds of very different
stoichiometries (A:O ratio in each compound), like Al,O;—
HfO, and CuO—HfO, shown in panels e and f of Figure 2,
respectively, phase segregation occurs, as predicted by
CALPHAD (see Figure S2c,d), leading to no contributions
of mixing to heat capacity. In these cases, the NKR describes
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the heat capacity of the system perfectly as expected and the
ML methods perform just as accurately, with ET providing the
best quantitative and qualitative fit. Namely, ET predictions
provide smooth Cp(T) behavior in agreement with the
reference data, which is likely due to the inherent resistance
to overfitting provided by model ensembling and random-
ization in the selection of both features and cutoffs. The DNN
provides smooth but comparatively less accurate prediction of
heat capacity for all systems, with the higher variance of the
curve being indicative of overfitting, which could potentially be
improved by further regularization and tuning, and a larger
data set.

From their predictions on a diverse range of chemical
systems (Figure 2), it is apparent that ML models can
accurately predict heat capacity data for mixed oxides across
the temperature—composition space, regardless of whether
mixtures exist as non-ideal solid solutions or multiphase
systems. Furthermore, this was achieved without the need to
use component-level C,(T) as model inputs that may not be
readily available, making ML models more generalizable than
semiempirical methods and more conducive for high-
throughput screening across a wide range of compositions
and thermodynamic conditions. In this respect, the inter-
polation accuracy of ML models is examined across all 169
pseudobinary systems in Figure 3. This figure shows the
system-averaged MAE in the test set (300—1100 K) for the
best performing ML model, ET.

As shown in the heat map matrix in Figure 3 (top), most
pseudobinary systems exhibit very small errors below the MAE
of 0.433 J mol ™" K™ across all systems (Table 1) and the error
concentrates in a few systems, including Mn,0;—NiO, Cr,0;—
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Figure 4. Heat capacity vs temperature with phases overlaid for selected large-error systems: (a) S0 mol %—50 mol % Mn,0;—NiO, (b) 50 mol
%—50 mol % Mn,0;—Cr,03, (c) S0 mol %—50 mol % Fe,0;—Cr,0;, and (d) pure Fe,0;. The different colored regions represent the different
phase regions predicted by Thermo-Calc with a legend underneath the plot. The comparison with NKR is shown in Figure S13.

Mn, 03, and Cr,0;—Fe,0;. The bottom part of Figure 3 shows
the MAE across each compound, which indicates that systems
containing Fe,O; or Mn,0O; are generally associated with a
larger error of 0.975 or 0.787 J mol™" K7, respectively.
Systems containing NiO and Cr,O; also show large errors
(0.588 and 0.731 J mol™" K™/, respectively), but this is mainly
associated with the systems that also contain Fe,O; or Mn,0;.
Not considering these systems produces mean MAEs of 0.211
and 0.290 J mol™" K™, respectively, which are lower than the
overall MAE for ET.

In addition to interpolation, extrapolation toward entirely
unseen chemical systems is also tested. First, this is done by
excluding components or systems from the training set and
testing their performance on those systems as shown in Figures
S§8—S10. In the Al,O;—Cr,05 and CaO tested cases from 300
to 1100 K, the accuracy of ET remains relatively high at MAEs
of 44 J mol™ K™ (3.5%) and 3.8 J mol™ K™ (6.8%),
respectively, which can be reduced further (MAE = 0.66 ]
mol™" K™% 1.3%) by addition of a small number (N = 11) of
data points (Figure S10). Second, the best-performing ET
model is tested against limited experimental data in the NIST-
JANAF database, which contains 12 mixed oxide compounds,
11 of them with elements outside of the training data (Li, Na,
Be, W, and Ti). Even in this case, the ET provides a
remarkable overall prediction accuracy with an MAE of 16.7 J
mol™ K™ (MAPE = 10.3%) shown in Figure S12 and details
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shown in the Supporting Information. This demonstrates the
ability of the ML models to learn across the periodic table by
drawing on correlations between underlying chemical—
structural properties (descriptors) and heat capacity, which
cannot be readily inferred by human intuition. Outside of
NIST-JANAF (which contains only compounds and not
multiphase mixtures), the majority of mixed oxide data exists
in commercial databases (e.g., Thermo-Calc, FactSage models
fit to experimental data), which should be tested and
benchmarked further in future studies.

To better understand the specific behavior of ML models,
the predicted CP(T) is compared to reference data for some of
the systems exhibiting the largest errors in Figure 4, including
50 mol %—50 mol % Mn,0;—NiO (Figure 4a), S0 mol %—50
mol % Mn,0;—Cr,0; (Figure 4b), 50 mol %—50 mol %
Fe,0,—Cr,0; (Figure 4c), and pure Fe,O; (Figure 4d). Here,
the C,(T) curves are overlaid with the phase regions predicted
by CALPHAD.

The results shown in Figure 4 and other calculations in the
Supporting Information (Figure S7) suggest that the
discontinuities in these curves are the cause of the larger-
than-average error. All explored large-error systems present
such discontinuities, and calculating MAEs for discontinuous
curves gives large errors (ET calculates values of 2.588, 14.351,
3.586, and 0.970 J mol™" K" for the systems shown in panels
a—d, respectively, of Figure 4). Moreover, these discontinuities
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are characteristic of first- and second-order phase transi-
tions,””*” and they are shown to occur at the places at which
Thermo-Calc calculates phase transitions of both orders.
Those phase transitions are validated when inspecting the
experimental phase diagrams and other phase data for the
associated systems**~** (more details are shown in Section S.5
of the Supporting Information). For the Mn,0;—NiO system,
Thermo-Calc calculates two phase transitions at 660 and 840
K, which both coincide with the points where discontinuities
of ~12 and ~9 J mol™! K™}, respectively, appear. The reference
value curve shown for the Mn,0;—Cr,O; system in Figure 4b
shows discontinuities of ~37 and ~130 J mol™" K™! that match
phase changes calculated through Thermo-Calc perfectly. For
50 mol %—50 mol % Fe,0;—Cr,0; (Figure 4c), Thermo-Calc
predicts both corundum phases dissolving into a single
corundum solute at 740 K, and this roughly matches with
the observed heat capacity discontinuity of ~150 J mol™" K.
Lastly, Thermo-Calc calculates an unchanging corundum
phase across the temperature range for the pure Fe,O; system
in Figure 4d, but the discontinuity occurs exactly at the Curie
temperature of hematite available through Thermo-Calc and
seen in the literature (955.67 and 950 K,** respectively), which
marks its transition from a ferromagnetic to a paramagnetic
material, where a decrease in the heat capacity of ~34 J mol™’
K™' can be seen. In all systems, ML models become less
accurate close to the discontinuity points, especially for a
DNN, which was unable to capture discontinuities in the
Mn,0;—Cr,0; system. This is likely due to the continuous
functions that are used in DNNs that require more data to
provide a better fit around such discontinuities compared to
ETs that utilize decision trees. These results suggest that the
larger error seen in specific systems is due to phase transitions
that cause sharp discontinuities in the mixture heat capacity.

The larger errors exhibited at phase boundaries open two
possible avenues for improving the accuracy of the models.
The first is to treat the prediction of the heat capacity
discontinuities as a more general mathematical problem of
approximating discontinuous functions as a topic for which the
implementation of neural networks with discontinuous
activation functions has been considered.*> Another option is
to incorporate information related to changes and instability in
the system phases into the models. There has been work on
the prediction of phase diagrams and phase stability using ML
methods, which could pave the way for the creation of phase
change-informed models for heat capacity prediction, "
which will be explored in the future. Nonetheless, the current
ML approach already predicts C,(T, x) with an error that is
less than the experimental uncertainty and state-of-the-art
models (ideal, semiempirical), presenting a significant advance
and useful tool for the screening and C, prediction for mixed
oxides, which can be generalized to higher-order systems.

In summary, a chemistry-informed ML approach for
predicting the heat capacity across a wide range of
compositions and temperatures for oxide mixtures has been
demonstrated for the first time. The ML models are more
accurate than empirical relations, are less computationally
expensive than the computational alternatives, and are more
generalizable toward unseen compositions, temperatures, and
unseen chemical systems, owing to the use of only the
chemical—structural data of individual components. It was
found that ET is the most accurate of all ML models (MAE =
0.43 J mol™ K™') and that all ML models can predict the
excess heat capacity resulting from molecular interactions in
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oxide mixtures, enabling high-throughput screening. Although
larger errors were concentrated in systems exhibiting
discontinuities in CP(T) at phase boundaries, this can be
improved in the future with advanced NN architectures that
handle discontinuities, or phase-informed descriptors. The
approach demonstrated by this work can be readily extended
to the prediction of other GFE-derived mixed oxide properties
(e.g, density, thermal expansion coefficient, etc.) and other

solid mixtures in general.
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