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Abstract

We construct a divergence-free velocity field u : [0, T] x T? — R? satisfying
u € C([0, T1; C*(T?)) Va € [0, 1)

such that the corresponding drift-diffusion equation exhibits anomalous dissipation
for all smooth initial data. We also show that, given any g < 1, the flow can be
modified such that it is uniformly bounded only in C%°(T?) and the regularity of
solutions satisfy sharp (time-integrated) bounds predicted by the Obukhov—Corrsin
theory. The proof is based on a general principle implying H' growth for all solu-
tions to the transport equation, which may be of independent interest.

1. Introduction
We consider the advection-diffusion equation on T? = R?/(27Z?):

o f+u-Vf<=rAf~,
feli=0 = fo.

Here, for some time 7 > 0, u : [0, T] x T > R%isa given divergence-free
velocity field, £* : [0, T] x T2 — R is a passive scalar representing, for instance,
temperature or concentration, ¥ > 0 is a small constant, and fj € L? is mean-free
initial data. The vector field # may be prescribed as a solution to some hydrody-
namical equation, like the Euler or Navier-Stokes equations, or it may simply be
imposed. Since u is divergence free, the L> energy of a solution to (1) is monotone
decreasing and governed by the energy balance

)]
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or, equivalently,

t
IO = 1FO)37, — 2« /0 IV £* ()17 2 ds,

on any interval [0, t] where [ is sufficiently smooth. In particular, the quantity

t
Ect) =2 /O IV £*(5)1172ds

determines the energy dissipation of a solution. The size of this quantity is, in turn,
related to the distribution of the solution in Fourier space or its average length scale
in physical space.

Even though the velocity field does not enter directly into (2), it generally plays
an important role in the rate of energy dissipation. Indeed, advection typically
contributes to the formation of small spatial scales and consequently enhances the
L? decay of the scalar. In fact, if u is rougher than Lipschitz (as is expected in
regimes of turbulent advection), then it is possible for this effect to be so dramatic
that a fixed amount of dissipation can occur with arbitrarily small diffusion and in
a k-independent length of time. That is, one can have anomalous dissipation

liminf & (1) = ¢o > 0 3)
k—0

for some t+ > 0. The term anomalous dissipation refers to how (3) implies that
solutions to (1) dissipate energy at a rate that is independent of the diffusivity con-
stant ¥ > 0. The presence of anomalous dissipation in the advection-diffusion and
Navier-Stokes equations is a central assumption in the phenomenological theories
of turbulence, playing a fundamental role in the Obukhov—Corrsin theory for pas-
sive scalars [13,28,31,32] as well as the K41 hydrodynamical theory [21,25,26].
The predicted dissipation anomalies for both turbulent fluids and scalars advected
by them are well supported by numerics and experiments [17,24,30,32].

Itis easy to achieve anomalous dissipation mathematically if the initial fo = ff
become rough when k — 0 (even with u = 0) and it is also easy to achieve when
the velocity field becomes unbounded pointwise, even if fj is fixed. Certainly,
if fp is chosen independent of x > 0 and if u is smooth, (3) is impossible for
finite # > 0. This can be seen easily since smoothness of u propagates smoothness
of fo (L? compactness of the solution being the property of interest). Anomalous
dissipation is similarly impossible when u belongs to certain DiPerna-Lions classes
[16] or, more generally, when the transport equation ((1) with ¥ = 0) has unique
L? solutions.

An example of a deterministic velocity field that exhibits (genuine) anomalous
dissipation for a large class of initial data was constructed in [18] using alternating
“sawtooth” shear flows. The main purpose of this paper is to revisit the idea of [18]
and show that alternating shears can in fact be used to achieve anomalous dissipation
for all sufficiently smooth initial data, while at the same time improving upon the
regularity of the earlier construction.



Arch. Rational Mech. Anal. (2024) 248:120 Page 3 of 28 120

1.1. Main results

Our first result is an explicit example of a divergence-free velocity field u :
[0, T] x T? — R? that is uniformly smooth in time in C¢ (T?) for every o < 1
and for which the solution of (1) exhibits anomalous dissipation for all mean-zero
and smooth initial data.

Theorem 1. Fix T > 0. There exists a divergence-free velocity field u : [0, T] x
T2 — R? with
u € C®([0, T]; C*(T?)) Va € (0, 1)

such that, for every mean-zero and smooth initial data fy, the solutions f* exhibit
anomalous dissipation on [0, T]. Moreover, every such fy gives rise to non-unique
solutions to the corresponding transport equation while u satisfies

lu(t,z) —u(t, )| < Co(lz—7'|) 4)

forallt € [0,T] and z,7" € T? with w(s) = s(1 + |log(s)|*) and C > 0 a
universal constant.

‘We now make a few remarks on the above results.

Remark 1.1. (Modulus of continuity of the velocity field) 1t is straightforward to
see from the proof that the power 4 in the definition of @ can be replaced with any
p > 3, but we do not do this for simplicity of presentation. Modifying the proof
slightly, we can bring the power on the logarithm down to any p > 2, at least
for suitable initial data. It seems that our proof cannot go all the way down to the
Osgood threshold. As anomalous dissipation is known to imply non-uniqueness
for the underlying transport equation with k = 0 (see e.g. [18]), an interesting
open question is if for any non-Osgood modulus of continuity one can construct a
velocity field enjoying that modulus of continuity uniformly in time and such that
the corresponding drift-diffusion equation exhibits anomalous dissipation or such
that the corresponding transport equation exhibits non-uniqueness.

Remark 1.2. (Regularity of the initial data) It is not required in Theorem 1 that f
be smooth. All that we require is fo € H'*S N W for some s > 2/5. Moreover,
for a fixed such s, the amount of energy dissipated depends only on upper bounds

for Y
Il foll, 2 Il foll gi+s

14
I follLEe

For any § > 0 and with same proof, the requirement s > 2/5 can be weakened
to s > § by allowing the power 4 in the definition of w to be sufficiently large
depending on §.

I follwi.e</ll foll 2 and

Remark 1.3. (Dimensions d > 2) Theorem 1 provides, as an immediate corollary,
anomalous dissipation in any dimension d > 2. Indeed, one can lift the velocity
field to T, switching its orientation in space d — 1 times as time evolves, to construct
a divergence-free velocity field u € C*°([0, T]; C% (Td)) that exhibits anomalous
dissipation for every mean-zero fy € C*(T?).
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Remark 1.4. (Euler and Navier-Stokes) Let us remark finally that the velocity field
of Theorem 1 solves the 2d Euler equation with a force that is uniformly smooth
in time with values in C%. This is simply because the velocity field is just a shear
flow for each ¢ € [0, T'], so the force is just d,u (and the pressure is zero). Note
that, upon inspecting the various parameters in the proof, it is easy to use this to
construct a so-called 2%—dimensional solution to the 3d Navier-Stokes system that
gives anomalous dissipation.

Remark 1.5. Note that the velocity field of Theorem 1 will be constructed first on
[0, T /2] and then reflected (in time) about [T /2, T]. Over [0, T'/2] we will prove
sufficient bounds implying anomalous dissipation for (1) on [0, 7'/2]. The anoma-
lous dissipation necessarily carries over to [0, T'], since the energy of solutions to
(1) is non-increasing. Similarly, this implies that, for each fj, there exists a weak
solution to (7) for which the L norm jumps down and remains down on [7/2, T'].
The reflection of the velocity field across [0, 7'/2] implies the existence of another
weak solution with constant L% norm (except possibly at f = %).

By analogy with the scaling of velocity increments over the inertial range pre-
dicted by the K41 theory and its connection with the Onsager Holder-1/3 reg-
ularity threshold for the conservation of kinetic energy in the Euler equations
[11,20,29], the scaling of structure functions over the inertial-convective range
within the Obukhov—Corrsin theory of scalar turbulence [13,28] underlies a regu-
larity threshold for anomalous dissipation in the advection-diffusion equation. More
specifically, if the advecting velocity field satisfies u € L*([0, T]; C¥) for some
a € [0, 1) and the family of solutions { f“},~0 to (1) remain uniformly bounded in
L%([0, T]; CP), then heuristic scaling arguments suggest that

. r K 2 l—«
lim sup « I\Vf (s)||L2ds =0 unless B < . (®)]
k=0 0 2

This statement generalizes to different time integrability exponents (see e.g. the
introduction of [10]) and can be proven in a similar fashion to the rigidity side of
Onsager’s conjecture (see [18]).

Since the velocity field of Theorem 1 belongs to L ([0, T']; C*(T?2)) for every
a € (0, 1), it follows from (5) that the associated solutions f* cannot retain any
degree of Holder regularity (even in a time integrated sense) uniformly as k — 0.
In our second result, we show that we can modify the velocity field from Theorem 1
so that it remains uniformly bounded only in some fixed Holder class and the scalar
regularity gets arbitrarily close to the threshold set by (5).

Theorem 2. Fix T > 0, « € (0, 1), and B < (1 — &) /2. There exists a divergence-
free velocity field u : [0, T] x T2 - R2 withu € C([0, T]; C*(T?)) such that
for every mean-zero fo € C*®(T?) the solutions f* of (1) exhibit anomalous
dissipation on [0, T'] and satisfy

sup | f*ll2qo. 7308 (r2)) < 00 ©6)
xel0.1]
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1.2. Previous works and discussion

We now provide an overview of known results concerning anomalous dissipa-
tion and discuss the present contribution within the context of the previous literature.

1.2.1. Previous work There have been a number of recent works that consider
anomalous dissipation for the advection-diffusion equation with divergence free
drift. The first example of a deterministic vector field that exhibits anomalous dis-
sipation was given in [18]. More specifically, for any o € (0, 1) and d > 2, the
authors construct a velocity field u € L' ([0, 1]; C*(T%)) N L>([0, 1] x T¢) that
yields anomalous dissipation for a large class of data. The example is based on
alternating approximately piece-wise linear shear flows with rapidly increasing
frequencies up to a singular time. One can view the result of [18] as being a contin-
uation of previous works on enhanced dissipation [12, 14]. Building off the idea of
[18], Brué and De Lellis [8] exhibited an example of anomalous dissipation in the
forced 3d Navier-Stokes equation. Thereafter, Colombo, Crippa, and Sorella [10]
revisited the problem of anomalous dissipation and made a number of new contribu-
tions. Namely, they showed that vanishing viscosity is not a selection criterion for
uniqueness in the transport equation. Moreover, they showed that the velocity field
can be significantly more regular than the advertised regularity of [18] while main-
taining the corresponding sharp upper bounds on the scalar regularity. The example
of [10] is based on using examples of finite-time mixers constructed, for example,
in [2]; see also [7,23] for follow-up works. Very recently, Armstrong and Vicol [3]
introduced a different mechanism for anomalous dissipation that is not based on a
“finite-time singularity” in the velocity field but on a continuous cascade to high
frequencies in the advection-diffusion equation; this is made rigorous using ideas
from quantitative homogenization. A key advance in the construction of [3] is that,
for their choice of u, all solutions to (1) with sufficiently smooth initial data exhibit
anomalous dissipation. Additionally, the dissipative anomaly is spread out over
time; in particular, the energy of the solution is continuous uniformly in . Finally,
in an interesting paper of Huysmans and Titi [22], another example of anomalous
dissipation is given based on mixing in finite time. A surprising consequence of the
analysis in [22] is the existence of a solution to the transport equation with energy
that jumps down and then up again, while also being a limit of vanishing viscosity.

Anomalous dissipation has also been recently established by Bedrossian, Blu-
menthal and Punshon-Smith for passive scalars driven by a spatially smooth, white-
in-time stochastic forcing and advected by velocity fields solving various stochastic
fluid models [6] (see also [4,5] for the earlier works of the same authors on mixing
and enhanced dissipation used importantly in [6]). The velocity realizations are
almost surely uniformly bounded in C' on every finite time interval, so anomalous
dissipation in the sense of (3) is impossible. In this setting, anomalous dissipa-
tion refers to a constant, non-vanishing flux of scalar L? energy from low to high
frequencies in statistical equilibrium and the convergence of solutions as x — 0
to a statistically stationary solution of the forced transport equation that lives in a
regularity class just below some Onsager critical space.
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1.2.2. Discussion Let us now take a moment to reflect upon the place of this work
in the context of previous works. First, the construction we use here is based on al-
ternating shear flows, inspired by [18], where alternating high frequency sinusoidal
shears were used to establish anomalous dissipation. The main aspect of this work
that sets it apart from [18] is the universality of the anomalous dissipation and non-
uniqueness. This is achieved here, inspired by our work [19], by using sawtooth
shears and proving a universality of growth principle (see Lemma 1.1). As is the
case in [19], it appears that sawtooth shears are better adapted to establishing uni-
versal growth than sinusoidal shears. Besides this technical point, the framework
for establishing universal growth given in Lemma 1.1 below is one of the main
new ideas. We should also emphasize that, while the velocity field we constructed
is not mixing, solutions to the transport equation do lose compactness in L? (see
Fig. 1). Second, as compared to [10], we are able to recover the previous results
on the regularity of the velocity field and the passive scalar and this is done for all
sufficiently smooth data. The velocity field constructed here is also more regular
in space and time than the one constructed in [3], where the velocity is Ctl,?_. We
do not consider the question of selection or the lack of selection in the vanishing
diffusivity limit. Also, since in the example we give the energy only dissipates at
one point in time as k — 0, a drawback of our result is that the energy is discon-
tinuous in the limit (as compared to [3], where the energy dissipates continuously).
It is possible that suitable modifications of our arguments could give continuous
energy dissipation, though it seems to be more difficult to give a construction that
yields continuous and strictly decreasing energy in the limit (we are not aware of a
construction giving this latter property).

1.3. Main ideas of the proof

One of the main ideas of [18] was that one can effectively approximate the
solution to (1) by the solution to the transport equation

Wf+u-Vf=0,

(7
Sfli=0o = fo
under the condition that
1Py fllz2 )
I f1lz2

with N = ¢|| f|| 1 for some time-independent constantc = c(fp) > 0 (where P- y
is a Fourier projection). Estimate (8) implies that if the H ! norm of f becomes large,
then the energy spectrum of f contains some bump localized around frequencies
comparable to || || 1. It is not difficult to show (see [18]) that the condition

t
li 2 =
tngl*fO I f % =400 9

is equivalent to anomalous dissipation when (8) is satisfied for a uniform ¢ > 0
and all ¢ € [0, T,). The key is thus to construct a velocity field with the property
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that all solutions to (7) satisfy (8)-(9). It is easy to imagine that advecting a scalar
by a rougher and rougher velocity field leads to unbounded H'! growth, even fast
enough to satisfy (9), but it is not so clear how to construct that velocity field in
such a way that this holds while also maintaining (8) for every smooth solution to
(7). We achieve this by using a variant of the following general lemma:

Lemma 1.1. (Forwards-Backwards Principle) Assume that ® is a volume preserv-
ing and bi-Lipschitz map of a compact, smooth Riemannian manifold Q2. Assume
that for every mean-zero f € H'(Q), we have that
Lf o @13, +11fo® %,
2

for some K > 1. Then, there exists ¢ = c(f) so that

> K|\ f1I7, (10)

If o @7, = K"e| £113,,

1%,
foralln € 7.

One can interpret (10) as a type of (discrete) convexity assumption on the
sequence {|| f o ®"|| y1}nez. For the sake of completeness, we give the proof.

Proof. We will just prove the bound for n € N, as the general n € Z case follows
similarly. We will show that there is a (first) natural number ng such that

If o @™l g1 = IIf 0@ i an

Suppose thatng > 3. Then, forevery n < ng—2 wehave || fo®"+! g < | fod"|,
and hence by using (10) in the form

1f o @ % + 11 f 0 @113, = 2K f 0 ", (12)

it follows that

If o @17 < <2K_ 1) If o @™ 2, (13)

Iterating (12) for every 1 < n < ng — 2, we obtain

no—2
If o @027, < ( ) LS 1 (14)

2K — 1
By (14), the Poincaré inequality, and the fact that ® is volume preserving, it follows
that there exists some N, depending only on f, €2, and K such that ng < N,. With
(11) established for some ny, it is easy to check from (10) that || f o ®"| 51 >
| f o @ ! | g1 for every n > ng. Then, applying (10) with f replaced by f o ®"
for n > ng and proceeding similar to the proof of (13) one obtains

If o @Y%, = @K = DI f o "%, V¥n = no.

Iterating this bound, noting that 2K — 1 > K, and recalling the bound ng < N,
completes the proof. O
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A small technical difficulty in our proof is that we must apply a version of
the above lemma to the composition of different mappings (but that all belong to
some class allowing for similar argumentation). This idea is partially inspired by
our work with J. Mattingly on enhanced dissipation and mixing for (time-periodic)
alternating shear flows [19] and the previous work [15].

The velocity fields we construct here are all alternating shear flows consisting
of a succession of sawtooth shear flows of rapidly increasing frequency and rapidly
decaying amplitude defined on a time interval [0, T']. There are thus three param-
eters that define our flows: the amplitudes o, frequencies N;, and the runtimes
t; of the successive shear flows. The full Lagrangian flow-map associated to the
velocity fields can thus be written as a composition of piece-wise linear maps (each
of which depends on the triple (ctj, N, t;))

S(t)=Ujolro...olUy_1 oUN()

for any ¢t € [0, T). For piece-wise linear maps, it turns out that the assumption
(10) (and its multiple map variant, given in Lemma 2.3) can be checked simply by
computing the singular values of a 4 x 2 constant matrix. From there, we argue
relatively softly that the expected growth of the H'! norm of solutions occurs for all
smooth initial data at a universal rate. This universality as well as the growth condi-
tion given in (9) imposes one condition on the triple («j, Nj, t;), which essentially
requires N; to grow sufficiently rapidly. To show that (8) holds, we observe as in
[18] that this is implied by a “balanced growth” condition. Namely, if we can prove
that solutions to (7) satisfy a reverse interpolation estimate

1719,

-1
17155

for some fixed o > 1 and C > 0, then (8) holds automatically. Establishing this
is relatively straightforward and this imposes another condition on (c;, Nj, ;).
Finally, ensuring that the velocity field (and/or the scalar) satisfies the correct reg-
ularity bounds imposes a final condition on the parameters.

I fllHe =C

1.4. Sobolev space and Fourier analysis conventions

Some of the exact constants are important in the proofs (e.g., the fact that
the constant prefactor in the first term on the right-hand side of (41) is exactly
one), and so before proceeding we define precisely the Sobolev norms that we are
using. We identify T2 with [—n, 7)2. For f € L?(T?), we define its Fourier series
f:7%* - Chby

A 1 .
fk,0) = —/ e TR+ £(x y)dxdy.
2 T2
Then, f is recovered by the Fourier inversion formula

1 ety
fay == 3 & k0
k. LeZ
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and with our normalization conventions Plancherel’s theorem reads as

117, = > 1fk O

k,LeZ?

For o > 0, the Sobolev space H is defined by

H7 =|f e 1: | fllne < oo},
1/2

Il = | D A+ kP + 1Dk 0OF

(k,0)eZ?
and for f € H?, the homogeneous Sobolev seminorm is defined by
1/2

1l o = DO (kP17 f k. o)

(k,£)€Z*\(0,0)

For s > 0 we write D° = (—A)*/2. That is, D* is the Fourier multiplier with
symbol (|k|> 4 [£]?)*/2. We also define D¥ = (—d,,)*/? and D; = (—dyy)*/? tobe
the Fourier multipliers with symbols |k|* and |€|*, respectively. In Appendix A, we
recall some Sobolev interpolation and commutator inequalities that will be required
in the proof.

2. Proof of Main Theorems

The proof of Theorem 1 is based on constructing a velocity field that satisfies
the hypotheses of the abstract criterion for anomalous dissipation given in [18,
Proposition 1.3] for every smooth initial data. We begin in Section 2.1 by recalling
a version of this criterion, Proposition 2.1 below, that is suitable for our setting.
Then, in Section 2.2 we define the velocity field used to prove Theorem 1. The bulk
of the paper consists of Sections 2.3 and 2.4. Here, we prove the upper and lower
bounds on the growth of Sobolev norms for the solution of (7) needed to apply
Proposition 2.1. Finally, in Section 2.5 we conclude the proof of Theorem 1 and
then in Section 2.6 make the appropriate modifications to prove Theorem 2.

2.1. Criteria for anomalous dissipation

We begin with a criterion for anomalous dissipation which is a modified version
of [18, Corollary 1.5] with H? replaced by H for some o € (1, 2]. The proof is
exactly the same as in [18] after noting that the condition on the energy spectrum
(8) holds just as well with the reverse interpolation

IF N2l f g < CUAIG,

for some C > 1 replaced by

AN 1l e < CIENG,
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for any 0 > 1. We use a criterion that allows for fractional Sobolev regularity
because it is most convenient in the proof of norm growth to use a velocity field
that is only H3/?>~, which implies that the advected scalar will remain in H® only
for some o € (1, 2) and in particular will not be an H? function in general.
Proposition 2.1. Fix T > 0, o € (1,2], and let u € L2.([0, T); W'*°(T?)) be a
divergence free velocity field. Let fo € H° be a mean-zero initial data and suppose
that there exists C > 1 such that the solution to the transport equation (7) satisfies
the following two hypotheses:

L fy IVf@)]3,dt = oo,
2 £ OIS IF Ol go < CUFOI, for everyt €0, T).

Then, for every k € (0, 1) the solution of (1) with the same initial data fy satisfies

! 2 2 1 1 =
e [NV @ = a1l where x =36 ()
0 1+ Cot
As mentioned above, the proof is based on using hypothesis 2. in the Proposition
above to conclude that solutions to the transport equation (7) satisfy

IPonfllz
£

with N = c|| f|| ;1 for some fixed constant ¢ > 0. This then allows us to show that,
unless a sufficient amount of energy has been dissipated in (1), the solution to (1)
can be approximated by the solution to (7).

2.2. Construction and regularity of the velocity field

For a particular 7,, > 0, we now define the divergence-free velocity field u :
[0, T,] x T? — R? that we will use to prove Theorem 1. The fact that this is
sufficient to prove the result for general 7 > 0 follows from a simple scaling
argument by defining u(t) = (Ty./T)u(Txt/T).

2.2.1. Definition of u : [0, T,] x T2 — R? Recall that we identify T? with
[—m, 71)2. Define S : T — R by
Sx) = |x|.

For parameters « € R and N € Z, let H, y and V, y denote the shear flows

Hyn(x,y) = (oeS(éV)’)> o Van(x,y) = <aS((3Vx)) .

Our chosen velocity field # will alternate in time along a sequence of decreasing
time steps between H, y and Vy n for appropriately chosen parameters « and N
that vary at each step. Below we will specify a suitable sequence of frequencies

{Nj}?ozl, amplitudes {aj}?ozl, and time steps {tj}?"zl with Z?’;l tj < oo. For the
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time steps {7;}72, to be defined, let Tp = 0 and 7; = 2 Zi:l tj for j € N. Then,
the terminal time T, > 0 is defined by

00
T, = 221‘].
=

Let ¥ € C2°((0, 1)) be a smooth function satisfying ¢y > 0 and fol Y(t)dr = 1.
Then, we define u : [0, T,] x T2 — R2 forr € [Tj-1,T;) by

—Tj_
U () Hapy 1T Tim 1)),

M(l) = 1=Tj—1—1;
v (T) Voz_/,Nj te[Tj—1+1;,Ty).

Note that since fol Y (t)dt = 1, the flow map associated with u at the discrete times
Tj and T +1; is the same as it would be if 1 were removed from the definition. The
time dependence involving ¥ is included so that u# can be regular in time. Ignoring
Y, the schematic for how the velocity field alternates in time is

Hon,N] s VD(],N| P Haz,sz Votz,sz Ha3,N3a VOl3,N37 ceey

te[0,T) te[Ty,T») te[12,T3)

where each Haj, N; and Vaj’ N; runs for time ¢;.

2.2.2. Choice of parameters and regularity With the construction above it is
clearthatu € Lﬁi:([O, T,); WL (T2)), asis required to apply Proposition 2.1. Ad-
ditionally, one can easily check that a sufficient condition to have u € C*°([0, T'];
C%(T?))) for all @ < 1, as well as the regularity claimed in (4), is for the bound

B
;N N,
sup +sup ————— < > (15)
jeN 1] jen L+ [log(NI*

to hold for every m € N and 8 < 1. The bound on the first term gives the time
regularity, while the bound on the second term implies that u possesses the modulus
of continuity w(s) = s(1 + (1og(s))4) uniformly in time. For M > 2 to be chosen
sufficiently large, we choose the parameters N; = 2/,

aj =27 (1 +logWpIH) =277 (14 *llog@1*),

and t; = 2[M RN jiNj), where [x] denotes the first integer greater than or
equal to x. Then, T, =2 jtj <0 and it is easy to check that (15) holds. For

convenience of notation, we define K ; := a;N;t; = 2[Mj>/?].
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2.3. Norm growth

From here until Section 2.6, N;, «;, and ¢; denote the parameter choices of
Section 2.2.2 for some M > 2 to be chosen sufficiently large. For j € N define the
Lebesgue measure preserving homeomorphisms

x+aitiS(N;jy) ‘ _ X o
J;/ / >7 wl(x7y)_<y+fjajS(NjX))’ q>]_l/fjod)]'

For a solution of (7) we will write f; = f(T}). Note that the definitions above are
such that

¢j(x’)’)=<

o 1 —1 —1
fi=foo® od, o...oCDj.

A crucial step in verifying both hypotheses of Proposition 2.1 is obtaining es-
sentially sharp lower bounds on the exponential growth of the H ! norm of solutions
to (7). Since, defining f; = f(Tj—1 +1t;) = fj—1 o¢/._1, we have

O fi=@fi-)od; —Kj@fj-1)od; ", (16)
Ofi=@cfpov; —Ki@yfov;!, (17)

one expects that over the time interval [T;_y, T;] the H ! norm of a solution is
amplified by the factor K 12 (if possible cancellations can be ignored). Lemma 2.2
below shows that this is indeed the case. There is a small complication with the
preceding idea due to the fact that we need to consider all ¢ € [0, 7%) and not just
T;. To deal with the growth between the discrete times 7, for j € N we define the
increasing function ¢; : [0, ¢;] — [0, 1] with £;(0) = 0 and ¢;(z;) = 1 by

t/t_,'
¢j(®) =/0 ¥ ()dr, (18)

where 1 is as defined in Section 2.2. The function ¢; is such that the formula
for dy f(t) when t € [T;j_1,T;j—1 + t;] has a form similar to (16) but with the
factor of K; replaced with K;¢;(t — T;—1). Similarly, the formula for 9 f(¢)
when ¢t € [Tj_1 + tj, T}] has the structure of (17) but with the K; replaced by
K;jtj(t — Tj—1 — tj). In tracking the norm growth at the intermediate times, it is
natural then to define

~ Ki¢i(t—Tj-1) te€[Tj—1,Tj—1+ 1],
]’lj(l‘) = )
K5¢jt =Tj—1 — 1)) t€lTj-1+1;, Tjl.
As the H'! norm on the intervals of length ¢ ; should always remain bounded below

by roughly its maximum on the previous interval, we introduce also the functions
hj:[Tj—1,T;] — [0, 00) defined by

by = {max(ﬁj(t), ) telTj1, Tj1+1j], (19)

max(h;(t), K;) t€[Tj—1+1tj, T;].

Our main lower bound on the H! growth of solutions of (7) is then given as follows:
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Lemma 2.2. (H'! growth) Let M be as defined in Section 2.2.2 and chosen suffi-
ciently large. For every mean-zero fo € H' there exists a constant ¢ depending only
on an upper boundfor || foll g1/l foll 2 such thatforevery j € Nandt € [T; 1, T}]
the solution of (7) satisfies

j—1
LF @Ol = ch follgn T Ko (20)

n=1

where h j is as defined above in (19). In particular, for any mean-zero and nontrivial
initial data fy we have

00 Jj—

T, 1
/ IVFOI7.de = cll follz Yt [ Kot = oo 1)
0 .
j=1  n=1

where the divergence of the sum follows easily from the definitions of aj, N;, and
tj.

2.3.1. Proof of discrete-time H' growth We will first obtain a lower bound on
the || f; Il ;1 and then upgrade to continuous time. The key lemma needed to prove
the growth at discrete times, which one should view as a generalization of (10), is
the following:

Lemma 2.3. There exist constants ¢, C > 0 so that if M is sufficiently large then
for every mean-zero g € H' and j € N we have the estimates

lg o @7l 1% + lg o @jl% = cKTligl, (22)
lg o @7 5115 + g0 @yl = (Kiyy — CK gl (23)
Proof. Both of the estimates require us to bound from below
V(g 0 @072 + 1V (g 0 D7 D17

for some choices for k, £ € N. By the chain rule and the fact that ®; is area
preserving we have

IV(go®)ll7, = f (VO (Vg) o yf* = / |ArVgl,
T T

where A; : T2 — R2*? is the matrix valued function given by
Ar=(VopT o, .
A direct computation shows that

Ac(x. y) = ( 1 Ki S’ (Nix) )
HEIT= N\ RS (Ne(y — axtg S(Nex))) 1+ K2S'(Nix)S'(Nk(y — axtx S(Nkx))) ) -

A similar calculation yields

IV (g o @y Dlig. = /T |BeVel,
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where

Bue. vy — (1 KES (Nen)S (Ne(x + oete S(Ney)) =K' (Ne(x + et SNey)
= —K¢S'(Ney) I '

Define Qy ¢ : T? — R**? by

Orox.y) = (A"(x’”).

B(x, y)
Then,

I @l +lig o @7 1 = [ 100:VeP = [ (OF,00.98.V) @4
and to prove (22) and (23) it suffices to suitably bound from below
Of . M7 Qre(x, y)v-v
for general v € R? in the cases (k, £) = (j, j + 1) and (k, £) = (j, j) uniformly

on the full measure set where the derivatives in Ax and By are all defined. For any
(x,y) € T2 where all of the derivatives are defined, let

ar = §'(Ngx),
ay = S'(Ni(y — okt S(Nix))),
az = S'(Ngy),

as = S"(N¢(x + aetgS(Ney))).

Then, a; € {1, —1} and we have

1 Krap
Kiay 1+ KPaja
1+ K(Za3a4 —Kyay
—Kyas 1

Ok =

We first let (k,£) = (j, j) for some j € N and prove (23). In this case it is
straightforward to check that there exists a matrix P; € R?*? with each entry
bounded by a constant C; that does not depend on j such that

Py
J
This implies that
Q] ;Qjjv-v = (Kj —2CiK)uf

for every v € R2, which together with (24) implies (23). For (22), we consider the
case (k, £) = (j, j + 1) and compute that

K4, 0
T 1 3 3
Qj,j+1Qj»j+1 = ( 6+ K4> + (Kj + Kj+1)P2
J
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for a matrix P> € R?*? with again entries uniformly bounded by a constant C5 that
does not depend on j. Since 1 < K, 1/K; < 17 for any j, it follows then that for
any v € R? we have

1
Q. j+1Q] jrv v = (Kf =20+ 1T)CKD I = SK P, (25)

where the second inequality follows from K; > M by choosing M sufficiently
large. Combining (25) with (24) proves (22). O

We can now prove the sharp H' growth at the discrete times T; by using an
argument based on the idea of Lemma 1.1 discussed in the introduction.

Lemma 2.4. Let M be as defined in Section 2.2.2 and chosen sufficiently large. For
every mean-zero fo € H' there exists a constant ¢ depending only on an upper
bound for || foll g1/l foll .2 such that for every j € N the solution of (7) satisfies

J
1 fillan = ell foll g [T K2

n=1

Proof. By linearity and the fact that (7) conserves the L? norm we may assume
without loss of generality that || fo||;2 = 1. Throughout this proof, ¢ and C denote
the constants from Lemma 2.3.

Claim 1: There exists / € N depending only on || foll ;1 such that for some jo €
N U {0} with jo < J if there holds that

I fjo+tll g = N fioll - (26)
In fact, one can take J = [log(|| foll z1)1. O

Proof of Claim 1. Let j € Nbe such that || fj 111l g1 < || fjll. By (22) applied with
g = fj we have

IfienlZe + 11l = cKT1fil5-
Since || fj+1ll g1 < Il fjll, assuming M is large enough so that cK;‘/Z > 1 for all
Jj, it follows that

il < — L fim

Jhgt = CK4 j—1 Hl-
J

Therefore, if (26) fails forall 0 < jo < J and M is large enough so that 2/ (CK;‘) <

e~2 for every j, we have

J

2
2 2 -2J 2
10 < ol [T 7 = > 0ol
J

j=1
It follows then by the Poincaré inequality that
L= 1follz2 = 17072 < 1fr150 < e 1 foll %

and so
J < log(ll foll g1)- (27)
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Claim 2: There exists a constant C; > 0 so that if || f;]| g1 > || fj—1ll g1 for some
Jj €N, then

I fitllg = 1fil s (28)
I fjs2l% = (Ko = CLES DI il (29)

Proof of Claim 2. By (22) applied with g = f; we have

2 2 4
I fi—1l + 1 il = cKGN fill g

Since || fll g1 = [I.fj—1ll g it follows that

2
L1350 < — I fie1 15 (30)
cKj H

which implies (28) and will also be crucial to obtaining (29). To prove (29) we
begin by applying (23) with g = f;11 to get

Lfjs2ll2 + 1 fi1 0 @jgallly = (Kfy — CKI DI fjill3,. B
Observe now that
fix10®jp2 = fjo (‘Dﬁl odj2) = fjo (¢j_ﬁ1 o lﬁj—ﬁl oYjt206j42)

and so by the fact that

-1 ) _ 1 0
VoVt (X, y) = (Kj+25/(1vj+2x) — Kj 1S/ (Nj1x) 1)
we have

V@7 0wl o Wm0 bl < V7L I~ IVWT) 0 ¥sa) eIV 42l

3
= GKjp,

for some constant C, that does not depend on j. Employing (30) we deduce that
there is C3 independent of j such that

Ifj410 @l < CIKG LN Fi1% < C3KT ol i1l (32)
Putting (32) into (31) completes the proof of (29). |

We are now ready to complete the proof of the lemma. By Claim 1, there exists
Jo € N'with jo < [log(|| foll 1)1 + 1 such that

||fjo||H1 = ||fjo*l ||H1
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Iterating (28) of Claim 2 it follows that || fj 11l g1 = || fjll g1 for every j > jo.
Therefore, by Claim 2, (29) holds for every j > jo. Given n > jo + 2 we iterate
(29) over jo < j <nanduse also || fj,+1llg1 = Il fjoll g1 to conclude

n n
Ifale = W fiol5 [T (K7 —Cik) = enll fol [[(KF — €1k,

j=jo+2 j=1
where
Mog(ll foll 51)1+2 -1
= 2 1_[ K;‘
||f0||Hl j=1

The result then follows from

n n n

4 3y _ 4 -1
[Tt -cxd = T1& | [[Ta - K
Jj=1 j=1

Jj=1
and the fact that
o
]_[(1 - ClKj_l) >0
j=1
because Z?‘;l Kj_1 <ocodueto K; > j/2. O

2.3.2. Proof of continuous time H' growth We now upgrade Lemma 2.4 to
continuous time and complete the proof of Lemma 2.2.

Proof of Lemma 2.2. As before, we may assume without loss of generality that
|l foll2 = 1. Moreover, it is sufficient to prove the estimate for all j > jo with
Jo depending only on an upper bound for || fo|| 1. Throughout this proof, ¢ > 0
denotes the constant from Lemma 2.4.

We begin by using Lemma 2.4 to obtain lower bounds on specific derivatives
of f; as well as the solution at the intermediate time f(7; +tj41) = fj o ¢>jjll.
A straightforward computation with the chain rule shows that for any g € H' and
Jj € N we have

IV(god; D2 < (Kj+2)[IVell (33)
as well as the same bound with ¢j_l replaced by 1/fj_1. Thus,
IV(go @ Dl2 < (Kj +2)%1Vell2 < (K; +5K)IIVel 2.

Iterating this estimate and using Z?’;l K;l < oo we see that there is C| indepen-
dent of j such that

J
1 fillg < Cillfoll g [T K2, (34)

n=1
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J
1fi 0 b7l < Cill foll g K [ K2. (35)

n=1
For simplicity of notation, let fj+1 = fjo ¢]7+11. Since
@x fj1) 0 Wi (6, ) = K1 S (Nj1) @y fan) 0 Y7L (6 )
@y fi41) 0¥l (x, ) ’

it follows from Lemma 2.4 and (35) that

Vfiti(x,y) = (

J J
cllfoll K7y [T Kn < IV fiillze < Kjaalldy fiall2 +2C1 foll g Kjn [ ] K7

n=1 n=1

Thus, if j is large enough so that CK/Z_H/Z > 2C1K 41, then

J
- c
13y Fielliz = S 1ol K [T K (36)
n=1
Note that since ¢ depends only on an upper bound for || fo|| 71, so does this choice
of j. A similar argument using (36) and (34) shows that for j sufficiently large we
also have

J
c
1< fillz2 = Z0folln [T K2 37
n=1
We are now ready to complete the proof. Let jj be large enough so that both (36)
and (37) hold forall j > jo—1.Fix j € Nwith j > joandt € [T;_1, Tj—1 +¢;].
Then, defining ¢, (x, y) = (x +«;t;¢;(t — Tj—1)S(N,;y), y), for such t we have

@ fi-1) 0 b7 (x, y)
@y fi-1) 0¢;,' (x, ) = K;¢j(t = Tj—1)S"(Njy)(0x fj—1) 0¢_;,1 (x,n)’

where ¢; : [0,7;] — [0, 1] is as defined in (18). Thus, by (37) if there holds that

Vf(t,x,y)=(

j—1
IVF®Oll2 = zllfollyl }:[1 K, (38)

forallz € [T;j—1, Tj—1 +1t;]. On the other hand, if ¢ is such that K ;¢ (t — T 1) >
8C1/c, then by (34) and (37) we have
IVFOl2 = K&t = T;—0)l8x fi-1ll2 = I fj-1ll g

1
EKJIJ‘(I =T D)0« fj-1ll 2

v

(39)

\Y

j—1
c
> gKitit— Ti- Dl follgn [ ] K-
n=1
Combining (38) and (39) proves (20) for ¢ € [T;j_1, Tj—1 + t;]. The estimate on
the other half of the time interval [T;_1, T;] follows in a similar way using (35)
and (36). |



120 Page 20 of 28 Arch. Rational Mech. Anal. (2024) 248:120

2.4. Balanced growth

Lemma 2.2 establishes the first hypothesis of Proposition 2.1, and moreover
shows that in order to obtain the balanced growth hypothesis we need to prove that
for some s € (0, 1] the H'** norm of || f;|| 1+ grows at most like [T/_, K2+2
with j. This is the content of the next lemma.

Lemma 2.5. (Upper bound in H°, o > 1) Fixs € (2/5,1/2) and let hj be as in
the statement of Lemma 2.2. For every mean-zero fo € H'™ N W™ there exists
a constant C > 0 depending only on s and an upper bound for || fo|lw1. /1l foll .2
such that for every j € Nandt € [T;_1, T}] the solution of (7) satisfies

j—1
1Ol gies < CREF@O1 foll s [T K22

n=1

In the proof of Lemma 2.2, we had to take some care in extending the discrete
time H ! lower bound to continuous time. This was because in order to avoid possible
cancellations, it was necessary to track the differing sizes of d, f and 9y, f at the
end of each interval of length #;. In studying upper bounds, cancellations no longer
need to be considered and one does not need to track the different roles between
x and y. Therefore, unlike in proof of Lemma 2.2, the extension from discrete to
continuous time is immediate and will only serve to complicate the notation. For
simplicity we will thus prove the bound only for t € {T; };?Oz |- In particular, in the
notation of Lemma 2.5, we prove in this section that there is a constant C depending
only an upper bound for || foll g1/l foll .2 such that

J
I £l gies < exp (C (1 + M)) Ifollgies [TEZT® (40)
I foll 71

n=1

for every j € N.

2.4.1. Proof of discrete-time upper bound We will bound || f; | 71+s by com-
puting V(fj_10 CDJT 1) and then estimating the H* norm of the result. We thus begin

with a bound for || f o @;1 || s that follows easily from interpolation theory.
Lemma 2.6. Let s € (0, 1/2). For every mean-zero f € H*® we have

1CF 0 @7 Dllgs < (Kj+2° I fllgs-
Moreover, the same estimate holds with q‘)j_] replaced with wj_l.

Proof. Since || f o ¢;1 lz2 = |l f |72 the result follows immediately from (33) and
the interpolation theorem Lemma A.1. O

Now we use Lemma 2.6 and the commutator estimate of Lemma A.2 to bound

—1
TR
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Lemma 2.7. For any s € (0, 1/2) there exists a constant C depending only on s
such that for every f € Ht1' 0 W there holds

1f 067 Mg < KNSl s + CCK I Fll s + KNI fllwreo). (41)
Moreover, the same estimate holds with ¢j_l replaced by 1//]._1.

Proof. Recall the notation and conventions of Section 1.4. First, note that by the
definition of || - || gs+1 and the triangle inequality, for any ¢ € H s*1 we have

gl gs+1 = ID°Vgllz2 < [ID*0xgllr2 + 1D*0ygll 2.

We will estimate each term for g = f o qu_l. For the first term, we note that since

0x(f o ¢;1) = (0xf)o ¢;1 it follows from Lemma 2.6 that there is a constant C|
such that

ID* 3 (f 0¢J~_1)||L2 < (Kj+2"0x fllgs < Cr(Kj+2) 1 fll s
For the second term, we begin by computing
0y(fod; ) =—K;S'(Ni»)@:f)od; + @y f)og; .
Applying D* and introducing a commutator term we have
D3y(fog; ) = —K;S'(N;y)D*((3: f) o ¢} ")
+[K;S' (Njy)D (0, f) 0§71 = D* (K S' (N )@ ) 0 67 )]
+ DY@y f) o d ).
(42)
By Lemma 2.6, we have
1K S'(Nj)D* (0 £) 0 67 DIz = Kjll0x f) 0 @7 g < Kj(Kj 421 fll o
< (K 2K ) f o
For the commutator term, we use the homogeneous Kato-Ponce inequality given
in Lemma A.2 to obtain

1K S'(N;)D* (0 f) 0 §71) = D* (K S'(N; )@ ) 0 67 D)l 12
< KDY S (N2 B ) 0 ¢ o
for some constant C» depending on s. Using that ' € H*(T) since s < 1/2 and
the fact that .
S'(¢/N;) L/N;eZ
0 U/N; ¢ Z

because N is an integer, one can show that ||D;S/(N./.)||Lz < C3N;» forC3 > 0
depending on s. Thus,

IKjS'(Nj)D* (0 f) 0 ¢71) = DY (KS'(Nj)@x ) 0 @7 D2 = CaC3K NI f lyyr.co.

Bounding the final term in (42) using Lemma 2.6 and combining all of our other
estimates completes the proof of the estimate of || f o ¢;1 | g7s+1. The estimate with

S (N;)(8) =

w;l is obtained in the same way by reversing the roles of x and y. O
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Proof of Lemma 2.5. As mentioned after the statement of Lemma 2.5, we will just
prove (40), as the extension to continuous time does not require any nontrivial
modifications. Applying Lemma 2.7 twice we deduce that there exists a constant
C1 depending only on s such that for every mean-zero fo € H!™ N W' and
Jj € N we have

il gs+1 < K]2-S+2||fj—l||ys+1 (1 + C]Kj_s + C]Kj vNJSM) . (43)
I fj—1ll s+t

Next, note that straightforward estimates similar to previous computations yield

j—1

Lfi—tlwie < Call follwre [ | K7

n=1

while interpolation and Lemma 2.4 give

1 1
L=l =l gy
I 1|| IIfIIL

j—1
2423
> cill follgn [T K2+

n=1

I fi—tllgies =

for a constant ¢y that depends only on an upper bound for || foll 1 /|l foll 2. Thus,
there is a constant C3 depending only on an upper bound for || foll 71/l foll .2 such
that

Ifj=tllges — ||f0||H1

Putting this bound into (43) we obtain

n=1

i1 N

_ Ifollwiee [ TT7 o
ilises < K22l | 14 CIKG + Gt | T K2
H n=I

(44)
Since K; > js/2 and s > 2/5, we have that Zj’;l Kj_‘Y < 0. Moreover, as

N; =2/ and ]_[i;} K2 > (j — 1)! we clearly have

N

Z /HK < 0.

n=1

Thus, by iterating (44) we see that there is a constant C4 depending only on s and
an upper bound for || foll 1/l foll L2 such that for every j € N we have

J
il osr < exp (04 (1 4 M)) Lol [ K272 @5)
ol

n=1
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2.5. Concluding the proof of Theorem 1

With Lemmas 2.2 and 2.5 at hand, the proof of Theorem 1 is essentially imme-
diate from Proposition 2.1.

Proof of Theorem 1. 1t suffices to prove the anomalous dissipation portion of the
statement, as once this is established the non-uniqueness for a suitably modified
velocity field follows as in [18]. Let u : [0, Tx] % T2 — R2? be as defined in
Section 2.2 with the parameters chosen as in Section 2.2.2 and the constant M > 2
picked large enough so that the conclusion of Lemma 2.2 holds. Recall that by a
simple scaling argument it is sufficient to prove Theorem 1 for the particular time
T = T. As described in Section 2.2.2, the fact that u has the regularity claimed in
Theorem 1 follows easily from the sufficient condition (15) and the definitions of
the parameters o, N;, and ¢;. Fix any s € (2/5, 1/2) and mean-zero initial data
fo € H'* n W We apply Proposition 2.1 with & = 1 + 5. The fact that the
first hypothesis holds is the content of Lemma 2.2, specifically (21). For the second
hypothesis, it follows from Lemmas 2.2 and 2.5 that for all # € [0, T) the solution
of (7) satisfies

C Il foll s

1+ 1 ’
ol

ILF OB Ol e < CHIFOIE with € =

where ¢ and C are as in the statements of the lemmas, and in particular only
depend on an upper bound for || fo|l 1.0/l foll 2. Thus, Theorem 1 follows from
Proposition 2.1 and there is a lower bound for the amount of energy dissipated on
[0, T] with the dependencies claimed in Remark 1.2. O

2.6. Proof of Theorem 2

We now prove Theorem 2, which amounts to appropriately choosing the pa-
rameters (o, N, t;) and estimating the Lipschitz norm of the solution to the full
advection-diffusion equation. Before beginning the proof, we mention that a careful
reading of the proof of Theorem 1 above makes clear the main properties of the
parameters defining the velocity that were needed to deduce anomalous dissipation
for every mean-zero fy € H s+1 and some fixed s € (0, 1/2). Below, we state these
properties and for the convenience of the reader point out the key places they are
required.

° 230:1 tj < oo; this condition is of course required so that the time interval
[0, T ] is finite

° Z?ozl tj ]—le;} Kn4 = 00; this condition is required so that fOT* ||Vf(t)||i2dt =
400 (see the statement of Lemma 2.2) )

>0 K" <ooand > (Nj ]_[lﬁ;i K,l’z)‘ < oo are both used in obtaining
bounds in establishing (45) from (44)

Additional choices that we made and are always easy to satisfy are that N; is
an integer, there exists C > 1suchthatl < K;4;/K; < C,and K; > M for some
M sufficiently large.
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Proof of Theorem 2. Fixa € (0,1)and 0 < 8 < (1 —«)/2. Fore € (0, 1/6) to
be chosen sufficiently small depending on the gap between g and (1 — «)/2, we
apply the proof of Theorem 1 with s = 1/2 — € and the parameters («;, N;, t;)
chosen as

. i |
Nj=jY, aj=N;“ and 1= MjT% j-H1-a)

where M is taken sufficiently large. We define our velocity field as in Section 2.2

with the parameters as given above. We have K; = M % and it is straightforward
to check using Stirling’s formula that each of the conditions stated before the start
of the proof are satisfied. The anomalous dissipation claimed in Theorem 2 then
follows from the proof of Theorem 1.

It remains only to verify the regularity of the solutions f* claimed in (6).
To estimate || f*(t)||cs we will bound ||V f“ ()|~ and then interpolate with
| f¥(t)|lLee. Let {T;};>0 be as defined in the proof of Theorem 1. For j € N
andt € [Tj_1, Tj—1 + ;) we have

—Tj_
0 (00 f) + o) (’t—“) S(Nj B (0, f*) = kA@ f5),  (46)

J

—T;_
8y f*) + o (tt—“) S(Njy)ox 8y %) = k A(dy f*)

J

1 1 — Tj—l / K
— =Y | ——— | K;S(N;y)o. f*. 47
lj lj

From (46) and the maximum principle it follows that

sup 19 £ Ol Loe < 105 f*(Tj—1)ll oo (48)
te[Tj—1,Tj—1+t)]

Then, treating the term involving 9, f* on the right-hand side of (47) as a forcing
term, and using (48) together with the maximum principle again, we obtain

sup 19y £l Lee < 18y f5(Tj—1)llLee + Kjlldx £ (Tj—1)l oo
te[Tj—1,Tj—1+t}]

Combining the previous two bounds we have

sup IVFEDOliLe < @+ KNIV (Tj—Dlre.
te[Tj-1.Tj-1+1)]

Applying the same argument on the time interval [T;_1 +¢;, T}) gives

sup  [[VfX@) e < (K7 + CLEDIV (T )l (49)
IE[ijl,Tj] ’

for some C; > 0. Since Z?‘;l K ,._1 < 00, by iterating (49) and then interpolating
the resulting estimate with || f*(t)||z < || follL~ we conclude there is C, > 0
depending on fj such that

J
P A
sup ||fK(t)||cﬁ(11‘2) < 1_[ K,%ﬁ = C2M2ﬁ1 (jIT=3e.

te[Tj-1,7;] n=1
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Thus, we have

oo
2 2 Y T
1 Wezqo rceaey < 262 D tM ¥ ()T
j=1
00 - . o
<2MC3 Yy jMPPT Al T < oo,
j=1
provided that € > 0 is chosen small enough so that
1 -«
— <
1 —3e 2B

3. General Remarks and Questions

Let us close by giving a few questions for further investigation that might be
interesting.

3.1. Uniqueness Threshold?

Using the construction here, it appears that the strongest that the modulus of
continuity of the velocity can be is x| log(x)|>. It is not clear whether one can reach
the Osgood threshold using this technique or whether it is even possible. While it
is clear that anomalous dissipation is impossible when the velocity field satisfies
the Osgood condition, it is not clear that the Osgood condition is really necessary
even for uniqueness in the PDE setting. Resolving this gap (particularly in the
positive direction), for non-uniqueness and/or anomalous dissipation, may be of
great theoretical interest.

3.2. Autonomous flows

The example given here relies on the existence of a “singular time” in the
velocity field. While this may be interesting for the purposes of studying anomalous
dissipation coming from a potential finite-time singularity in the fluid equations, it
is of great mathematical, and possibly physical, interest to construct autonomous
flows that give anomalous dissipation. There are two relevant directions that one
can think about here. In two dimensions, it is possible that the examples given by
Alberti, Bianchini, and Crippa [1] or similarly constructed flows can give anomalous
dissipation for some or all data. In three dimensions and higher, the existence of an
autonomous flow giving anomalous dissipation (and non-uniqueness) for a single
data or a large class of data is immediate from the construction here and earlier
works, for instance by treating the third dimension as a time variable. There is,
however, no example of an autonomous flow in three dimensions giving anomalous
dissipation for all smooth data. It is possible that one can lift versions of the flow
constructed here to serve this purpose.
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3.3. Forwards-Backwards Principle

Lemma 1.1 gives a sufficient condition for exponential growth of solutions to
the transport equation with a time-periodic velocity (the mapping ® can be taken
to be the associated Lagrangian flow at t = T, the period of the velocity field).
It is not clear whether there exists any time-periodic and smooth velocity field for
which such an inequality holds.
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A. Interpolation and commutator estimates

In this section we recall some Sobolev interpolation and commutator estimates that
are needed in the proof of Lemma 2.5.

The result from interpolation theory that we require is as follows (for a proof, see
e.g. [9, Corollary 3.2])):

Lemma A.1. (Sobolev space interpolation) Fix 0 < sy < s1 < oo and let T :
H(T?) — H°(T?) be a bounded, linear operator for o € {sg, s1}. Then, for every
0 € (0, 1), defining sy = 0so + (1 — 0)s1 we have that T : H% (T?) — H% (T?)
is also bounded and

0 1-6
||T||[-.]59—>[~'[50 = ||T||HS0_)HS0||T||HY1*>H31

Next, we have a homogeneous Kato-Ponce inequality; see for instance [27, Problem
2.7].

Lemma A.2. Fix that s € (0, 1). There exists a constant Cs such that, for every
f, g € C*®(T?) if there holds that

ID*(fg) — fD’gll2 = CslID* fll2llgllee.
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