AGGREGATION-DIFFUSION PHENOMENA: FROM MICROSCOPIC MODELS TO

FREE BOUNDARY PROBLEMS

INWON KIM, ANTOINE MELLET, AND JEREMY SHEUNG-HIM WU

ABSTRACT. This paper reviews (and expands) some recent results on the modeling of aggregation-
diffusion phenomena at various scales, focusing on the emergence of collective dynamics as a result of
the competition between attractive and repulsive phenomena - especially (but not exclusively) in the
context of attractive chemotaxis phenomena.

At microscopic scales, particles (or other agents) are represented by spheres of radius § > 0 and we
discuss both soft-sphere models (with a pressure term penalizing the overlap of the particles) and hard-
sphere models (in which overlap is prohibited). The first case leads to so-called “blob models” which
have received some attention recently as a tool to approximate non-linear diffusion by particle systems.
The hard-sphere model is similar to a classical model for congested crowd motion. We will review
well-posedness results for these models and discuss their relationship to classical continuum description
of aggregation-diffusion phenomena in the limit 6 — 0: the classical nonlinear drift diffusion equation
and its incompressible counterpart.

In the second part of the paper, we discuss recent results on the emergence and evolution of sharp
interfaces when a large population of particles is considered at appropriate space and time scales: At
some intermediate time scale, phase separation occurs and a sharp interface appears which evolves
according to a Stefan free boundary problem (and the density function eventually relaxes to a charac-
teristic function - metastable steady state for the original problem). At a larger time scale the attractive
forces lead to surface tension phenomena and the evolution of the sharp interface can be described by
a Hele-Shaw free boundary problem with surface tension. At that same time scale, we will also discuss
the emergence of contact angle conditions for problems set in bounded domains.
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1. INTRODUCTION

1.1. Aggregation-diffusion phenomena. The study of emergent collective dynamics in large systems
of interacting agents has applications in many areas of applied sciences and has been the source of many
interesting mathematical problems for decades. Classical examples in mathematical biology include the
collective dynamics of micro-organisms such as cells or amoeba via chemotaxis [83] [118] or that of larger
living organisms (insect swarms, the motion of animal herds or human crowds) [134][11],[102]. Throughout
this paper, we will refer to these organisms as active particles and assume that they are experiencing two
competing effects: repulsion, modeled by nonlinear diffusion (or even density constraint) and attraction,
modeled by nonlocal interactions. The simple mathematical model at the center of this paper is the
following aggregation-diffusion equation

(1.1) dip + div (pV(G * p)) = div (pV f'(p))  in [0,00) x R, p(t = 0) = pin,

which describes the evolution of the density of particles p(t,z) and provides a continuum description of
the particle systems at some macroscopic scale (see [24] and references therein).

The non-linearity p — f(p) describes the repulsive force which models a natural volume exclusion
principle (or incompressibility of the particles) and will play a central role throughout this paper. The
standard linear diffusion corresponds to f(p) = plog p, but we will consider pressure laws which penalize
values of the density above a critical threshold p* and lead to degenerate diffusion for small values of p.
Taking p* = 1 (to simplify the notations), we will focus on the following power-law:

1.2 n(p) = —L—  Yp>o, 1,
(1.2) fm(p) = —— p m >

and its limit m — oo (which enforces the congestion constraint p < 1):

(1.3) foo(p) =

0  when p € [0,1],
oo  when p > 1,

(in that case (|1.1) should be written as ((1.10))). More general convex functions can be considered as well.
The interaction kernel G in (|1.1)) describes long range interactions. We will focus our analysis on
kernels that are radially symmetric, non-negative and integrable:

G(z) = G(|z|) > 0, G e LY(RY).

In many applications, the interaction kernels will be radially decreasinﬂ at least for large || though we
do not need such an assumption. One can think of the potential ¢ = G * p as a chemical sensing function
and the drift term in (1.1) models the motion of the agents toward higher values of that function. An
important example of an attractive kernel is G given by the equation

(1.4) oG —nAG = §,— in RY, lim G(x) =0,

|z|—o00

which satisfies G(z) ~ |z|*~¢ when |z| = 0 and [, G(z)dz = o~'. When f is given by (1.2) and G by
(1.4), Equation ([1.1)) is the classical (parabolic-elliptic) Patlak-Keller-Segel model (PKS) for chemotaxis

1 With the sign convention used in (1.1, radially decreasing kernels model an attractive force between particles. While
the opposite convention is used in some of the references mentioned in this paper, this convention allows us to work with
a non-negative kernel.
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[83] [118] which describes the collective motion of cells that are attracted by a self-emitted chemical
substance (we refer to Hillen and Painter [71] for a review on various modeling aspects):

(1.5) Op + div (pVo) = Ap™,
op —nA¢p = p.
While we will not exclusively focus on this model, all the results presented here will hold in particular

for (L.5) when m > 2.

Purpose of this paper: Aggregation-diffusion equations such as have been an active area of
mathematical research for the past few decades. Well-posedness, blow-ups, long time behavior, steady
states and energy minimizers have all been studied intensely and we will not attempt to present a
complete picture of the existing theory (see [7} 8, 21} 23], [24] 46, 911 [132] and references therein). Instead,
our focus will be on two recent trends in the analysis of these phenomena at both smaller and larger
scales than the continuum model .

In the first part of the paper, we will describe a microscopic model for aggregation phenomena that
includes a repulsive term taking into account the finite size of the particles, modeled by balls of radius
6 > 0. When f is given by , this model is similar to the blob-method introduced for approximating
nonlinear diffusion equations [19} [30} (311 36], 37 [95]. Since this model allows for the overlap of the balls,
we will refer to it as a soft-sphere model. We will also consider a hard-sphere microscopic model, which
includes a strict non-overlapping condition, and which has been used to model congested crowd motion
[58, [85] [100] [101], (102} [103]. At the macroscopic scale, this hard-sphere model formally corresponds to
with f given by and is related to Hele-Shaw free boundary problems. The purpose of this
first part of the paper is thus to review these microscopic models (their derivation and their properties)
and to discuss the connection with the continuum model .

In the second part of this paper, we will consider these same phenomena at a larger scale: When
m € (2, 00], we will show that equation leads to phase separation (or phase segregation) and to the
emergence of sharp interfaces. Phase separation, or the ability of a given population to organize itself
into segregated groups with sharp edges, is an important feature of biological aggregation. Examples
include animals moving as a homogeneous patch [117, [96] (e.g. insect swarms), pattern formation in
cell tissues [3| 28], or the formation of membraneless organelles in eukaryotic cellsﬂ [16, (72} [107]. The
fact that attractive nonlocal interactions can explain this phenomena has been previously pointed out
[134] [57] and we present here a rigorous approach based on the recent work [86] [104] to derive these
phenomena from in regimes corresponding to a very large population of particles observed from
far away over large time scales (or, equivalently, small attraction range). Characterizing the dynamics
of these interfaces, and thus describing the collective behavior of the particles after aggregation, is a
fascinating and challenging problem and we will present some recent results in this direction: At some
appropriate time scale, the evolution of this interface is described by free boundary problems (Stefan
and Hele-Shaw), which include surface tension effects as well as contact angle conditions and which are
reminiscent of classical models for the evolution of interfaces in fluid dynamics.

In the rest of this introduction, we recall some classical facts about aggregation-diffusion equations
(1.1) and then present all the models (microscopic, macroscopic and geometric) that will be studied in
the paper as well as their relationships. Figure [1.3| summarizes that presentation.

1.2. Finite time blow-up VS global well-posedness. Before presenting these various models, we
recall that since the attractive potential G leads to concentration, the well-posedness of (1.1) globally
in time is not obvious. Preventing blow-ups (the formation of Dirac masses) in the mathematical model

2Membraneless organelles are mesoscopic structures found in the nucleus and cytoplasm of cells, characterized by higher
protein density and weaker molecular motion than the surrounding medium, but not separated from it by a membrane.
They play a crucial role in the cell’s operations by allowing for increased rates of biochemical reactions.
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is relatively natural from a modeling point of view since one would expect that the particles (if they
represent living organisms) have some built-in incompressibility which prevents overlap and thus limits
the maximum density. For the classical PKS model with ¢ > 0, it is known that the standard
linear diffusion (m = 1) is not enough to prevent finite time blow-up, but for m > 2 — %, solutions
remain bounded in L*° uniformly in time (see [21], 132 8, [7]) and global well-posedness holds for this
equation (when m = 2 — %, well-posedness depends on the initial mass). On the other hand, when o > 0
(so that the interaction kernel G is integrable), the power m. = 2 is known to be critical for the existence
of stationary states and energy minimizers for . In particular, while stationary states exist for all
o > 0 when m > 2 (see [0]) they exist if and only if o < 0¢g when m = 2 (see [18|, 81]). We will see in
the second half of the paper that the condition m > 2 is also the natural condition for solutions of
to experience phase separation phenomena.

1.3. Micro, macro, and geometric models. We now present the various models that will be discussed
in this paper. In order to keep this introduction relatively short, we did not include references below.
Relevant references for each of these models will be discussed in the corresponding sections of the paper.
Figure (at the end of this section) summarizes the relationship between the various models.

Microscopic “agent based” models (soft-sphere and hard-sphere) At the microscopic level with N > 1
particles, each particle is represented by a ball Bs(x;(t)) with radius § > 0, whose center z;(t) evolves
according to a first order ODE for ¢+ = 1,...,N. In the soft-sphere model, the overlap of each ball
Bs(z;(t)) is allowed, but penalized, resulting in a repulsive force depending on the local density. This
leads to the following microscopic model (see Section [3)):

1L~ 1 .
ﬂ'cz-(t)=NZVGa(wj(t)—wi(t))—V/K(s(fm(t)—y)f/ NzKa(y—xj(t)) dy, Vi=1,...,N,
Jj=1 j=1

where K5 = ﬁXBs(O) (or another approximation of unity supported in Bs(0)) and Gs = K5 %G * K.
The corresponding empirical distribution p(t,z) = 3 Ef\il d(z — x;(t)) solves the non-local PDE

(1.6) dyp + div (pV(Gs * p)) = div (pVKs * f'(Kj % p)) in [0,00) x R?

with initial condition
1N
(1.7) p(0,2) = NZ&(%—xz(O))
i=1

Similar equations and corresponding systems of ODEs have been introduced and used in particular to
develop numerical methods for nonlinear diffusion models. In Section |3] we will recall several results
concerning the well-posedness of for general initial data (not necessarily empirical distributions)
and review convergence results as N — oo (mean-field limit - see Theorem and 6 — 0 (Theorem |3.3).

The microscopic hard-sphere model is a similar model in which overlap is not permitted: The con-
straint
|xl(t)7xj(t)|2257 VZ,jil,,N, 27&]7
is strictly enforced, leading to a well-posed system of ODE with constraints (see Section . A corre-
sponding PDE can be obtained formally by taking the limit m — oo in (|1.6), leading to the following
equation (see Section :

(1.8) Oup + div (pV (Gs * p)) = div (pVEKs *p), p € Ofoe(Ky * p) in [0, 00) x R?,
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which includes a pressure function p(t,z) playing the role of a Lagrange multiplier for the non-local
constraint Ky % p < 1. The condition p € 9 fu (K5 * p)ﬁ is a shorthand notation for the three conditions
Ks*p(t,x) <1, p(t,z) >0 p(t,x)(1 — K5+ p(t,z)) =0 ae. z€RY >0

(note that (1.6) can be written in a similar form with p = f(Ks * p)). However, while (1.8) is indeed
related to a well-posed microscopic model when the initial condition is an empirical distribution (1.7)),
we will see that its well-posedness for general initial conditions is far from clear (see Section [4.5)).

Macroscopic models (soft-sphere and hard-sphere). In the limit § — 0, Equation (1.6 leads to the clas-
sical aggregation-diffusion equation which we recall here:

(1.9) Oip +div (pV(G % p)) = div (pV f'(p))  in [0,00) x RY,
while the hard-sphere model yields:
(1.10) Oip +div (pV(G * p)) = div (pVp),  p € Ifuo(p) in [0, 00) x R

A similar equation was introduced as a model for congested crowd motion and some variations of it were
derived in many frameworks, in particular as mechanical models for tumor growth. Interpretations and
properties of this model are recalled in Sections It is closely related to the classical Hele-Shaw
free boundary problem with active potential (see Section .

Geometric models: Phase separation and free boundary problems. The second half of this paper is de-
voted to phase separation, sharp interface limits and the derivation of free boundary problems from
when f is given by with m > 2 or from . The sharp interface limit corresponds to the regime
in which the size of the support of p is very large compared to the interfacial region, and we will derive
mathematical models for the evolution of this interface. The results of Sections[fl- [ can be summarized
as follows: When the total mass [ pdx =: e~ is very large (¢ < 1), we observe the development of an
interface separating regions of low and high densities, which happens at time scale of order ¢~2. After
that time, the evolution of the interface can be described by a Stefan free boundary problem. In that
regime, the motion of the interface is driven by the evolution of the density in the bulk. This bulk
density eventually relaxes toward a constant (stable) value 6. At that point, the motion of the interface
stops, at least at this time scale. But such a state is only metastable and the slower evolution of the
interface, at time scale ¢ =3, can be described by a one-phase Hele-Shaw free boundary problem with
surface tension.

To justify this analysis, we consider a large number of particles, [ pi,(z)dz = €74 > 1. Rescaling
the variables = — ex and t — €2t leads to the equation

(1.11) Op + div (pV(G. * p)) = div (pV £/ (p)) in [0,00) x R%,

with G.(z) := e 9G(e7'z) and [ pin(z)dz = 1 (we can also consider the corresponding hard-sphere
model). Recalling that G € L!(R?) and denoting

/ G(z)dx = 1 < 00,
R

g

3(’9]“00 denotes the subdifferential of the convex function foo and is sometimes called the Hele-Shaw graph. It is a
multi-valued function given by

0 ifp<1
Ofoc(p) := 4 [0,00] ifp=1
00 ifp>1
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FIGURE 1. The double-well potential h,,(p) when m = 3 (left) and hoo(p) (right)

(which is satisfied for (1.4))), we rewrite (|1.11) as follows:

(112) G+ div (pv [ 6ete = w)lote) - p(x))dy) —div(pV(p)  in [0,00) X RY,
where
(1.13) W) = Flp) — 50" +ap

for some constant a € R - the addition of the term ap in the function h does not affect the equation but
will be important for the energy. When f is given by with m > 2, the function h”(p) = f"(p) — %
is negative for small p and positive for large p. This is a fundamental property which implies that the
limiting equation d;p = div (pVh'(p)) is an ill-posed forward-backward diffusion equation and leads to
phase separation. In fact, the function h is a double well-potential: When f is given by with
m > 2, the function h in becomes

P m—1 m—2 m—1 _ 1 m—2
(1.14) hin(p) = —— (p™ 1 = (m — 1) 2p+ (m — 2)0m 1), 9m_(20>

where we took a = Z=2¢™~!_ This function is a double-well potential with a (singular) well at p = 0

and a (smooth) well at p = 6,, (see Figure . When f = fs, we take a = 5= in ([.13), and find

(1.15) hoo(p) = {210/?(1 —p) H0<p<l1,

0 otherwise,

which is a double-well (or double obstacle) potential, with wells at p =0 and p =1 (see Figure [1)).

We do not need to restrict ourselves to f given by or for the results below. All we
need is that the function p — h(p) is a double-well potential with stable region {0} U (¢, 00) for some
6 > 0. Under this condition, is a nonlocal approximation of a Cahn-Hilliard equation whose sharp
interface limit ¢ — 0 is a classical problem. We will show (in terms of I'-convergence of the energy - see
Theorem that the limit € — 0 of or leads to a generalized Stefan problem:

(1.16) Drp = div (pVR*™"'(p))
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where h** denotes the convex hull of h. When the initial density does not take values in the unstable
phase, that is if [{pin(x) € (0,0)}| =0, then (1.16]) is a weak formulation of

p>0, Op=div(pVh*™'(p)) in E(t)
(1.17) p=0 in R%\ E(t)
V=-Vh*'(p)-n on OE(t).

where V' denotes the normal velocity of OE(t). The evolution of p in the set E(t) (described by a
nonlinear diffusion equation) is thus responsible for the motion of the interface OE(t) and will eventually
lead to constant density, that is p(t) — 6xg for some (constant) set F.

If pin(z) = OxE,, , then the solution of is constant in time which indicates that the corresponding
solution of evolves very slowly when ¢ < 1 (characteristic functions are metastable for (L.11)).
In order to characterize the evolution of such solutions over larger time scale (of order e3 compared to
the microscopic time scale), we consider (in Section [8)) the equation

(1.18) edp® + div (p°V(Ge x p°)) = div (p°V f/(p%)) in [0, 00) x R%,

with initial data p;,(z) = Oxg,, for some set E;, with finite perimeter. When G is the Newtonian
kernel (1.4)), the evolution of p°, solution of (|1.18)), is then asymptotically described by the Hele-Shaw
free boundary problem with surface tension (see Theorem :

Ap =0 in E(t),
(1.19) P ="K on OF(t),
V=-Vp-v ondE(t),

where £(t, ) denotes the mean-curvature of 0E(t) (with the convention that k > 0 when E is convex)
and V denotes the normal velocity of the interface OFE(t). The constant v depends on m and o (see

(8-3)-

This shows that while the Stefan problem describes the phase separation phenomena that takes
place for the solutions of when ¢ < 1, the resulting clusters (regions when p = ) will continue
to evolve over a much larger time scale. This evolution, due to to the attractive interactions between
the particles, is akin to the evolution of an interface separating two immiscible fluids under the effect
of surface tension phenomenon. This is not completely surprising: Surface tension phenomena can be
explained by stating that the bond between two molecules of the same fluid (cohesion) is stronger than
that between two molecules of different fluids (adhesion). The same can be said about our particles,
which are happier when surrounded by other particles than by vacuum.

Another important phenomenon that often comes together with surface tension is the notion of
contact angle, which appears when the free surface come in contact with a fixed boundary. In most
of the paper we will look at problems set in the whole space R%, but in Section |§| we look at problems
set in a bounded domain and show that contact angle conditions are a natural byproduct of the sharp
interface limit discussed above. More precisely, we will consider the initial boundary value problem

edp + div (pVe.) = div (pV f'(p)) in [0,00) x Q,
(1.20) pVI=f'(p) +¢:] - n=0 on [0, 00) x 99,

p(2,0) = pin in .
In the context of chemotaxis, ¢. will be the solution of an elliptic boundary value problem in 2 (see
(9.1)). In that case we will derive a contact angle condition which depends on the boundary conditions
for ¢. (see (9.4)). In some experimental settings, it can also be interesting to keep ¢. = G. x p (where

p is extended by 0 to R? to make sense of the convolution), modeling interactions that only depends on
the distance between the particles. In that case, €2 acts as an obstacle and the limiting free boundary
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problem is (1.19) supplemented with contact angle condition o = 7 (i.e. the contact is tangential). But
general contact angle conditions can be recovered as well by taking into account the interactions of our
particles with the fixed boundary (Section [9.2]).

Longer time scale. As a final note, we observe that stationary solutions for and global minimizers
of the corresponding energy have been the subject of intense research in the past two decades. We will
not attempt to give a full review of these results here, but we recall that in many settings it is known
that stationary solutions must be radially decreasing. For example when G is the Newtonian attractive
kernel and f is given by with m > 1, the unique stationary state in two dimensions is radially
symmetric and decreasing (see for instance [23] [46]). In contrast, both and have stationary
solutions that are not radially decreasing, but consist of clusters separated by vacuum. This suggests
that when ¢ < 1, the solutions of and may first approach some metastable equilibrium,
close to some steady states of the limiting free boundary problems, but eventually these clusters will
coalesce and converge as t — oo to a radially symmetric stationary state (which consists of a unique
cluster). Such dynamics are indeed observed numerically (see for instance [24]).

2. ENERGIES AND GRADIENT FLOWS.

Formally, all the models described in this paper have a gradient flow structure on the space of
probability measures with finite second moment

Pa(RY) = {pede) / d|w2dp<x><oo},

endowed with the 2-Wasserstein metric which we denote by dy,. This structure was first formalized for
the Fokker-Planck equation in the seminal work of Jordan, Kinderlehrer and Otto [80] and extended to
other PDE in various work, see for instance [27, [5] 22]. Every equation presented in the introduction
can be written in the form

0&
(2.1) Op + div (pv) = 0, v = —V(S—(p) in (0,00) x R%,
P
for some energy functional & : P, — R U {400}, which in turn provides a natural Lyapunov functional
for the evolution equation: Weak solutions of 1 1)) satisfy the energy dissipation inequality

/ [ Widpds < (p(0).

We briefly present below the energy functionals associated to our models. Throughout the paper we will
rely on these functionals and their asymptotic behavior to develop heuristic arguments and to justify
singular limits of the associated PDEs. For most of this paper, we will work with measures p which are
absolutely continuous with respect to Lebesgue measure. This is denoted by dp < dz and we will use p
to denote both the measure and its density with respect to Lebesgue measure.

The (macroscopic soft-sphere) aggregation-diffusion equation (|1.9) is classically associated with the
energy
(2.2)
1 f(p(z))dz, if p € Pa(RY), dp < dz,
s1lo = Filol—5 [ Gla—y)dpw)doty).  F1lo) =
RIxR4 +00, otherwise.

We use the notation &, (resp. &) and %, (resp. F,) when f is given by (1.2) (resp. (1.3)). In
particular, for p € Py(R?) such that dp < dz, we have

Z [ p@)" . [ 0 ifp<lae
Fmlel = /Rd m—1 dz, Foolpl = { +oo  otherwise,
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Soft Sphere models Hard Sphere (incompressible) models
i — VG (1 _ / - (4 = VGs(zs (1) — s
= 73 “Jm i i = 1 3 1 G\U)| =
2;(t) = VGs(xi(t)) — VEs * . f}, (K5 * pn)(zi(t)) &i(t) = VGs(xi(t)), |ai(t) —z;(t)] > 260
==&
5 —g ~ el ~
218 pe+ V- (pVGsxp) =V (pVEKs * f,,(Ks * p)) pe+ V- (pVGs* p) =V - (pVEs *p)
- = with p as empirical measure (e.m.). pxKs <1, p(1—pxKs)=0, pasem.
g \ '
() L) "
= " i
o N — 00,6 >0 r/\i\ 7::N_>°°
e i .
8 I '
Z _ ' e
g ﬂt+V'(PVGri*ﬂ):v‘(PVKé*fr,n(K(S*P))==J=72r:=go===% pt+V - (pVGs*p) =V - (pVEs *p)
g with p as general measure (g.m.). . 7 pxKs <1, p(l—px*xKs;)=0, pasgm.
s /N/»oc 7EN4>:><>
K 50 '
/! §ON = 1 v
— X J pt+ V- (pVGxp) =V - (pVp),
V. (pVG =V - (pVYf] L
p+V-(p *p? - (PV 1 (p)) P p<1, pl—p)=0.
Rescaling | \\
m~5*1,z~s*2: AN
e—=0 3 \\
m |2 [ Stefan FBP \\\ ; . .
Al . S mm el g Hele-Shaw FBP with active potential
=l pr =V - (pVh™(p)) NEe e |
o E AN e—=0 :
g \\ | z~e tre™?
% N : e—0
o} - N |
I~ =g N !
Q =T AN I
s 22 R !
= = . Hele-Shaw FBP with Surface tension, p = fxg
o N
- . Ap=0 in E(t),
é’ p=k on JE(t)

V =—-Vp-n on 0E(t).

FIGURE 2. The various models discussed in this paper and their relationships. The

dashed arrows indicate conditional convergence results. The double dashed arrows in-
dicate open problems

and the energy &, given by

(2.3 Exlol = Zulol = 5 [[ Gl = ) dota) dolo)

is associated with the hard-sphere model (|1.10).
Similarly, the microscopic model (1.6)) is a gradient flow for the regularized energy

(2.4) &lol = Frlo s Kal =5 [ Gote =) do@)antw)
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Notice that &5[p] = &f[Ks * p]. In particular, thanks to the convolution with K5, the measure p does
not have to be absolutely continuous with respect to the Lebesgue measure for &5 to be finite. These
energies play an important role in our proofs, and the I'-convergence of &5 to & as § — 0 and that of
Em 10 s as m — 0o are good indicators of the relationship between the corresponding PDEs.

Such T'-convergence results play an even more central role in the second part of the paper and the
derivation of the free boundary problems (1.16) and (1.19)). First, we note that the rescaled equation
(1.11)) is a gradient flow for the rescaled energy

(2.5) Zlol=5 [, Cla—ndoa)dnte).  Glw) = G,

Up to a constant, this energy can also be written as

1 €T — x) — 2 X i d X
06 Adh<p>dx+4%dedGs< Do) — p)Pdady it p e PoRY), dp < da,

00 otherwise,

where h is the double well-potential defined by (|1.13) (with wells at p = 0 and p = #). This functional
is a non local approximation of the Allen-Cahn energy

(2.7) h(p(m))dm+£2ﬁ/Rd %|Vp\2da:,

Rd
commonly used in problems that exhibit phase separation. We will prove in particular that as long as
Jpa(1 + [2|*)G(z) dz < oo, _#. I'-converges to (see Proposition :

(2.8) Fll= [ e

whose corresponding gradient flow is the generalized Stefan free boundary problem (|1.16). Characteristic
functions Ox g are stationary solutions of (1.16) and Z.(0xg) — #*(0xg) = 0 as ¢ — 0. But the
rescaled functional 4. [p] := e~ _#.[p] I-converges to the perimeter functional (see Theorem [8.1)

Go(p) = YOP(E) if p € P2(RY), p=0xg € BV(R?),
0 otherwise,

for some constants v depending on ¢ and # where the perimeter P(E) of the set E C R? is defined by
(2.9) P(E) =sup {/ divgder; g € CLRY RY), |g(x)| <1, Vx € Rd} .
E

Such results, for general kernels G and smooth double-well potentials were first derived in [1]. This
convergence is also proved by a different approach in [104] when G is given by and f is given by
with m > 2 and in [106, [86] when f = f. In these papers, the role of boundary conditions (when
the problem is set in a bounded domain) plays a crucial role (see Theorem and led to the derivation
of contact angle conditions.

The final observation is that the Wasserstein gradient flow for the perimeter functional is the Hele-
Shaw free boundary problem with surface tension (1.19) (see [114]). The I'-convergence of 4. to % is
thus consistent with the convergence of to However, the I'-convergence of the energy alone
does not guarantee the convergence of the corresponding gradient flows. Additional sufficient conditions
for such a convergence were established by Sandier-Serfaty [129] and used, for example, to justify the
convergence of . ) to in the limit m — oo in [39]. These additional conditions can be difficult
to establish in other frameworkb and we Wlll not review or extend such results in this paper. For the
derivation of the free boundary problems (1.16) and (1.19) we will take a different approach and state
conditional convergence results (see Theorems|7.2| andwhlch imply the convergence of the solutions
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under an assumption on the convergence of the energy (see (|7.3)). Such conditional convergence results
have a long history with free boundary problems involving mean-curvature (see [114} 94} [55] [78]), and
proving rigorous convergence results without this assumption remains an important and challenging
problem.

Part 1. Microscopic/macroscopic soft-sphere and hard-sphere models
3. SOFT-SPHERE MODELS: THE BLOB METHOD

The main goal of this section is to derive the microscopic model from particle dynamics and
review some of the recent literature on this and related models. The convolution with the kernel Kj
is the key feature of this model. It accounts for the finite size (6 > 0) of the particles, as opposed to
treating them as points. We will see that has solutions in the form of empirical distributions (sums
of Dirac masses centered at points z;(t)), a fact that allows us to connect to the corresponding
microscopic model describing the motion of individual particles via a system of coupled ODEs.

From a mathematical perspective, is the gradient flow of a A-convex energy functional (under
appropriate assumptions on K5 and f). This classical framework yields the well-posedness of in
the set of probability measures. Finally, we will discuss the connection between and the classical
aggregation-diffusion equation in the limit § — 0.

3.1. Transport equation with interaction potential. Transport equations without any diffusion
and with sufficiently smooth interaction potential G : R4 — R (satisfying VG(0) = 0) are naturally
associated to deterministic particle systems via the empirical distribution: Denoting by {z;(t)}i=1,....~
the positions of N particles, solutions to the following system of ODEs

N
(3.1) ii(t) = %ZV@(a:j(t) C () Wi=1,....N,

the corresponding empirical distribution
LN
o (t2) = 1 00w — (1)
j=1

is the solution (in the sense of distribution) of the continuity equation
(3.2) Ap + div (pVG x p) =0

with initial data pn(0,2) = % Zj\;l 0(z — x;(0)) (see for instance [22] 29]).

Equation appears in many settings, particularly in the mathematical modeling of collective
behaviors. We refer to [22] and the many references therein for a detailed discussion of the associated
well-posedness theory. We recall that is a gradient flow for the energy

_% /R L, G(x — y)dp(x) dp(y)

defined on P2 (RY) (this was formalized in [27] following ideas that were first introduced in [115]). In
that context, a key assumption for the well-posedness of (3.2)) is the A-convexity of the kernel —G for
some A < 0 (see [22]). Under this assumption, we also get the following stability estimate

(3.3) dw (p'(£), (1)) < dw (p"(0), p*(0))e
for any two weak measure solutions p*(t) and p?(t) of (3.2)) in C([0, 00); P(R%)). Stability estimates have

a long history and a similar inequality was first proved by Dobrushin [49] (see also Golse [65]) with the
1-Wasserstein distance. Deriving such estimates (which can lead to useful numerical approximations)
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when the interaction potential G is less regular and possibly in different topologies is still an active area
of research. Inequality implies in particular that if px(0) converges to p;, (with respect to dw ),
the measure py(t,z) converges to the corresponding solution of . We will say that is the
mean-field limit of the ODE system (3.1))

The mean field limit (but not can also be justified for some more singular potentials (see
for instance [29] when G(z) ~ |z|’ with b > 2 — d), but not, to our knowledge, with the Newtonian
kernel as in the PKS model (in dimension 1, some results have been obtained by Bonashi-Carrillo-Di
Francesco-Peletier [14] for the attractive Newtonian kernel). Other classical references for mean-field
limit of related model include Sznitman [133] and Golse [65] as well as the recent reviews with both
theoretical and numerical perspectives [32] [33].

3.2. Linear/Nonlinear repulsion. When diffusion (linear or nonlinear) is added to , solutions
starting with empirical measures are instantly regularized by the diffusion. This makes the approximation
of the corresponding PDE by a deterministic ODE system challenging (see [44] [128]). A classical way
to deal with this issue is to consider instead a system of stochastic ODEs (adding a Brownian motion to
(3.1)) as is done with the discretization of the linear Fokker-Planck equation by Langevin dynamics. Some
nonlinear diffusion equations have also been handled via such methods [112} 110} [122] [59]. We also refer
to some recent work treating singular potentials via the so-called relative-entropy method [T6) [77, [17] and
modulated energy method [126] (the result of [17] applies to the Patlak-Keller-Segel model in dimension 2).

We will now describe a different approach, based on the so-called blob method, which is a determin-
istic approach in which the (nonlinear) diffusion is approximated by a nonlocal interaction term which
preserves the empirical distribution (see [36} 30} [95], 37 191 [31]). This approach was also used by Motsch
and Peurichard in [I11] to derive a model for tumor growth.

3.3. Nonlocal nonlinear repulsion. The blob method amounts to taking into account the finite size
4 > 0 of the particles (at the microscopic level) and some volume exclusion principle. A key features
of the microscopic models we have in mind is a repulsive effect with finite radius: Particles that are
within a certain distance of each others feel the effect of a strong repulsion, which prevents the density
of particles from becoming too large.

Given a compactly supported function Kj : R — [0, 00), we introduce the counting function

Z[_( x—x(t)).

When K5 = x B5(0) (an important example we will come back to regularly), pn(z) counts how many

particles are located in Bs(x). If we think of the particles as hard-spheres of radius 4, it is natural

to impose the constraint uy < 1. We will discuss this setting, and its many challenges, in the next

section, but for now we will consider a soft-sphere model which instead of this hard constraint includes a

repulsion force that drives the particles away from crowded regions with a strength that depends on uy-.
Before introducing the model, we note that we can interpret the quantity [ Ks(z)dz = |Bs| = wd§d

as the volume occupied by one particle, so the total volume occupied by all particles is equal to mg :

N f K5 ) dzx. Introducing the normalized kernel Ks = m[ﬂ;, we can write

un(z) = NKs * pn(x) = moKs * pn ().

In order to simplify the notations, we will take my = 1 below so that the counting function py can be
written as

i () = K p (), / Ks(e)dr =1, SuppK; = Bs.
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Note that we can choose Ks(x) = ﬁK(%) with K(z) = xp, (x), but when convenient we will replace
this kernel with a smooth radially symmetric decreasing function supported in By. In what follows NV
and § will be treated as independent parameters, but we should remember that this interpretation of
the microscopic model imposes the constraint N ~ §~¢.

The soft-sphere model is obtained by adding a repulsive term to (3.1)) as follows:
1 a
(34) @)= > VG(x(t) — wi(t) - /Ké(wi(t) -yVfi(un)y)dy, i=1,...N,
j=1

for a convex function f (for instance given by (1.2))). Equation (3.4) can also be written as
(3.5) #i(t) = VG x pn(i(t)) — VK5 * f/(Ks  pn(2)) (wi(t),  i=1,...N.

The particular structure of this repulsive term, with the double convolution, is convenient from a math-
ematical view point (it leads to an interpretation of the corresponding PDE as a gradient flow). From a
modeling view point, it can be interpreted as follows (when K (x) = xp, (x)): Since a particle is repre-
sented by the ball Bs(z;(t)), the repulsion force exerted on its center x;(t) is the average over Bs(z;(t))
of the gradient of the pressure f’'(un(x)) — which depends on the counting function py.

System is similar to the deterministic system used for example in [36] 30} 37, B1] to approximate
non-linear diffusion equation via what has been called the blob method. One advantage of this approach
is the fact that given a solution {z;(t)}i=1, . .~ of , the empirical distribution py (¢, ) is a solution
(in the sense of distribution) of the nonlinear transport equation

(3.6) d,p + div (VG * p) = div (pV K * f(Ks * p)).

However, it has been observed (see for example [111]) that the long-time behavior of exhibits
discrepancies with that of the microscopic dynamics (3.5): When G is zero and K is compactly sup-
ported, numerical simulations show that solutions of (3.6) with absolutely continuous densities spread
and converge (locally) to zero (while preserving the mass) as t — oo (which is consistent with the
behavior of solutions of the porous media equation) whereas, for a finite number of particles N, the so-
lutions to converge to a finite non-zero value (in particular, the dynamics stops when all the points
x;(t) are at distance greater than 20 from one another). So, while we have a one-to-one correspondence
between the solutions of and empirical measures solutions of , these empirical measures are
unstable solutions of (in the sense that perturbations of the Dirac masses diffuse in space under
the dynamics of , hence departing further from their original Dirac structure). This discrepancy
between the microscopic (ODE) and macroscopic (PDE) dynamics is not unique to this model and we
shall see this again for the hard-sphere (or hard congestion) models in the next section El

Note that (3.6)) is reminiscent of the transport equation with Brinkman’s law, which can be written
as

(3.7) Op = div (pVG * p) + div (oVKs % f'(p)),  Ks— 6AKs = Sy—p.

This model has a similar behavior as (3.6) when f’(p) = p, but when f(p) is given by (1.2) with m > 1,
(3.7) imposes a height constraint on p while (3.6) imposes a constraint on Ky * p. Both the dynamics
and the mathematical theory are quite different in that case.

4Motsch and Peurichard [111] proposed a stabilizing method which consists in assuming that f(p) = 0 for p < p*. This
is to ensure that no repulsion occurs when the particle density p falls below some threshold value px.
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3.4. A nonlocal, nonlinear Keller-Segel model. In the parabolic-elliptic approximation of the
Patlak-Keller-Segel model, the attractive potential ¢ = G * p solves o¢p — nA¢p = p and represents
the concentration of a self-emitted chemo-attractant substance. At the microscopic scale, we should also
take into account the finite size of the particles By (here, we take K = xp, again): First, the production
of the chemo-attractant occurs over the whole ball Bs(x;) instead of being concentrated at the center
x;, leading to

(3.8) J¢5—77A¢5 :K(;*pN.

Next, the particles sensors are also located over the whole ball Bs(x;), rather than only in the center x;,
so that the velocity is given by VK5 * ¢s(x;(t)):

(39) i}i(t) = VK5 * (ﬁ(s(l‘l(t)) — VK5 * f/(K5 * pN(LL'))(l‘i(t)) .

This system is exactly (3.4) if we replace G with Gs := Ks * G * Ks. The good news is that while G
is too singular to apply the existing well-posedness theory, the regularized kernel G is much nicer. In
particula, , we have G5 € W2 as soon as Ks € L?.

Combining the results mentioned above (for instance [22] and [31]), we deduce that when {x;(¢)}i=1.. ~
solves (3.8)-(3.9), the empirical distribution py (¢, z) solves which is the gradient flow in Py (R?) for
the energy functional . This gradient flow is studied in [22] when f = 0 (in particular G satisfies the
assumptions of [22] when K5 € L?) and in [31] when G5 = 0 and f satisfies some assumptions satisfied
in particular when f(p) = ﬁpm (but with additional assumption on Kj). We also refer to earlier
work in a similar spirit by Carrillo, Craig, and Patacchini [30]. The special case m = 2 has been given
detailed attention by Burger and Esposito [19] and Craig, Elamvazhuthi, Haberland and Turanova [37)
(with applications in cross-diffusion and sampling, respectively). Adapting the method developed in
these papers (in particular [22] 0] [37]), we get:

Theorem 3.1. Fiz § > 0, assume that K € C*(RY), K € W%>(R%), and take f = f,, for some m > 1.
For all p;, € Pa(R?) with &5[pin] < 0o (where Es is defined by (2.4) ), there exists a unique gradient flow
solution p°(t) in ACiee([0,00); Po(RY)) of (1.6). This solution is characterized by:

(3.10) {Qth +div (p°VGs % p°) = div (p° VK % [, (K5 % p°))  in D'((0,00) x RY)
lim,_, o+ dw (p°(t), pin) = 0.

Furthermore, given two such solutions p*(t) and p*(t), the following stability estimate holds

(3.11) dw (p' (), p(£)) < dw (p*(0), p*(0))e ="

with

(3.12) No = —C(| K lya.m )54 4 O[] )5~

Inequality implies the mean-field limit for fixed d¢: if the empirical measure converges to a
density p;n, in the sense that dw (pn (t = 0), pin) — 0, then the empirical distribution py (¢, 2) converges
weakly to the solution p of . The constant \g given by is a (lower bound for the) modulus of
convexity for the energy functional &5 (defined by ) with respect to the underlying optimal transport
geodesic structure on Py. Importantly, we note that when 6 — 0, we have \g = —o0 as § — 0. On the
other hand, it is known that the limiting energy & is convex. This discrepancy suggests that this (3.12))
is far from optimal.

SIndeed, the function u = G * Ky solves ou — nAu = Ky € L? and is thus in H2. We deduce ||D2Gs|p~ =
K5 * D?ul|oe < [|Ksllp2|D?ull 2 < ClIKsI7.
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Sketch of the proof of Theorem[3.1. Our assumptions on K; and the properties of é(; ensures that &y :
Po(R?) — (—o0, +00] is proper, lower-semicontinuous and A-convex with modulus of convexity given by
(3-12) (see [22,130]). The differentiability of &5 can be proved using the same arguments as in [22] (for
the G5 term) and [30] (for the f,,-term) and leads to

08y

dp
Existence and uniqueness of the gradient flow p?, as well as the fact that the gradient flow is a curve of
maximal slope, follows from [5, Theorem 11.2.1]. Furthermore, p° solves the continuity equation

Oip® + div (p°v°) =0,  in D'(R? x (0, 00)),

o) = =G5 * p+ f,(Ks * p) % Ks.

with velocity
V(t) = VGs % p’(t) — VKs * 1 (K5 % p°(t))  ae. t>0,

and satisfies the energy inequality

(3.13) o’ O)+ [ [ 10Pd(s)ds < Gl

We note that the presence of the convolution and the assumption on Kj implies that v° is uniformly
bounded (and C'), so p® solves (3.10). Conversely, this also implies (see [37, Proposition 3.12]) that any
solution of is in fact in AC),.([0, 00); Po(R?)) and is a gradient flow of &.

Finally we get as a consequence of the usual stability estimate for A-gradient flows [5, Theorem
11.2.1] (see also [37, Theorem 1.4]). O

For future references, we also recall that p? satisfies the propagation of the second moment:

(3.14) [ el rde < ([ lapnteydo+ Eslon ) o
R4 R4
which follows from ([3.13) since we have

/|x\ (t,x) dm—Z/ x-v‘sp‘sdac§2</ |x|2p5da:> (/ [v°|2p? dx)
Q Q

3.5. Convergence to the macroscopic model: The limit § — 0. We now turn to the question of
the convergence of the nonlocal model to the classical aggregation-diffusion equation when
6 — 0. We note that such a convergence cannot hold unless has a solution, and it is well-known
that aggregation diffusion equations can experience finite time blow-up. When f is given by and G
is the chemotaxis potential , then global in time (bounded) solutions exist in the subcritical regime
m>me =2 — % (more generally, if G(z) ~ ﬁ, then the critical power is given by m, := 1+ %, see
[24]). In fact, we have:

Theorem 3.2. Let f = —L-p™ withm > 2 — 2 and G be given by (1.4). Given p;, € P2(RY) such
that || pin || o ey < 00 and Supp pin, € Br, equation (1.9) has a unique global solution p(t, ) with initial
data pin(x).
Furthermore, for all T > 0 there exist C(T) and R(T) such that
oo (0.1yxray < C(T),  Suppp(t) C Brery Vte€[0,T].

We refer for example to [132], 91}, 211 [8] for the existence of a global bounded solution. The propagation
of the L* norm and compact support can also be proved as in [68, Appendix A and B] and uniqueness
is proved in [8].

/2
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While this result only requires m > 2 — d, we will now make the stronger assumption m > 2 to
simplify the analysis (the assumption m > 2 will be crucial in the second part of this paper but the
result below should hold for all m > 2 — 7) Indeed, since fRd x)dr = %7 we can rewrite the energy

as
Emlp) = Rdfm dfv**//Rded x —y) p(x) p(y) dv dy

[ tnl) = oot [ Gla=) o) = plo) o)) dody

flp) = ot dot 1 [[ Gl = 9)lpte) = plo)? do .
Rd

When m > 2, the function p — f,,,(p) — 55 p? is bounded below. Since the equation preserves [ p(t,z) dx
over time, we can add a term ap to make it non-negative (see (1.13)). This leads to the function
p — hp(p) defined by (1.14)), which satisfies by, (p) > 0 for all p > 0. We can then work with the energy
functional

Emlp) = /hm(p(x))dx+ i/ Gz —y)lp(x) — p(y)* dzdy if p € Po(R?), dp(x) < du,

00 otherwise,

which differs from &), by a constant. Similarly, we can rewrite the energy (2.4)), up to a constant, as
_ 1
slp] == /hm(K5 *p(z)) dz + 7 / Gz —y)[Ks  p(x) — K5+ p(y)P dady,  p € Pa(RY).

In particular, the energy inequality (3.13) holds with & replaced by &5.
We can now prove:

Theorem 3.3. Assume that G is given by (L.4) and that f(p) = —5p™ with m > 2 and let py, be as
n Theoremlz Let po(t, |£_Lbe the solution of . gzven by Theoremlz and p(t,x) be the solution

of (L.9) given by Theorem|3.2. Then, the entire sequence p°(t) converges narrowly to p(t) (uniformly in
[0,77).

We provide a proof of this result in Appendixby adapting the arguments developed in [31] to prove
a similar results when G = 0.

Theorem does not address the convergence of the microscopic model (3.5) when § — 0 since the
condition &,[pin] < 0o excludes empirical measures. As explained in [31], this result can however be
combined with (3.11): If we approximate the measure p;;, by a sequence of empirical measures such that

A (pxs(t = 0), pin) < § and N = o (e #7750 ), then using @11) and the convergence of p° to p,

we can show that the empirical distribution py s(t, ) converges to p(t, x) solution of with initial
condition p;,,. This restriction on N is very far from the scaling N ~ 6~% necessary to preserve the total
mass in our microscopic interpretation of the blob model. Numerical evidence (see [37, 36]) suggests
that a good level of approximation holds for much smaller number of particles but justifying this limit
is a challenging open problem.

To summarize, equation preserve the empirical measure and thus describe precisely the evolution
of a system of particles evolving according to the microscopic model . When é§ — 0, this equation
is an approximation of (which does not preserve the Dirac structure of px in its evolution).

To the best of our knowledge, this approach to approximating nonlocal diffusion equations by particle
methods originates from the works of Mas-Gallic [99] for kinetic equations and Oelschléger |113] for the
quadratic porous medium equation. We also mention [95] 44! [59] [25] in this direction. The convolution
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by K alters the diffusion in the sense that particles remain particles: py(t) = & >;_, dz,(¢) is a solution
to the regularised equation where each particle x;(t) evolves according to the system of characteristics.

3.6. Other microscopic models with repulsion. A similar regularization approach can be used, at
least formally, to justify other macroscopic models. For example, Karper, Lindgren and Tadmor [382]
followed a similar approach and proposed the following microscopic model for chemotaxis:

. Blun (:))
(t) = () — ) (t
with B(u) := ﬁ The corresponding empirical distribution then solves
(3.15) Opn + div (pn V) = div <I(,mvﬂ(K5 * pn )V (K5 * pN)>
5§ * PN

and in the limit N — oo and § — 0, we formally obtain
(3.16) Orp + div (pVe) = div (1_ppr)

which corresponds to with f(p) = (1 — p)In(1 — p). The use of such singular pressure is a classical
way to enforce a congestion constraint p < 1 (see for instance [116]) and a model similar to
was derived in [98] from a stochastic particle system with volume effect, by enforcing the fact that two
particles (which are assumed to be rigid squares in [98]) cannot overlap. Justifying the limit from
to rigorously, in the spirit of Theorem is, to the best of our knowledge an interesting open
problem.

Other microscopic models have been proposed to describe short range repulsion. For example, Fischer,
Kanzler and Schmeiser [60] consider a one-dimensional model of particles zo(t) < z1(t) < -+ < an(t) in
which each agent z; only interacts with its two immediate neighbors ;1 and z;41 via a repulsive force
which depends only on their distance. They derive a nonlinear diffusion model depending on the repulsive
force (in [84] we use a similar approach to study the hard sphere model in dimension 1). The extension of
this model to higher dimensions is highly non-trivial and is very much related to similar difficulties faced
in the so-called ‘upwind’ scheme for hyperbolic equations |47, [56] for continuity equations with non-linear
mobilities. Other topological models, in which interactions depend on the “rank” of a neighbor rather
than its distance, have been studied for example by Blanchet and Degond [12] [13]. Finally, let us point
out that there are many models of pedestrian flows that also include the congestion constraint (see for
instance [74] 93] 35]).

4. HARD-SPHERE (INCOMPRESSIBLE) MODELS

We now turn our attention to the hard-sphere (or incompressible) model. At the microscopic scale,
the particles, still represented by balls of radius § > 0, are prevented from overlapping (congestion
constraint). At the macroscopic scale, this will lead to the assumption that the population density
cannot increase above a prescribed value.

On the one hand, we will see that the relationship between microscopic and macroscopic models is a
lot more complex in this case than in the soft sphere-case of the previous section. On the other hand, we
will show that the macroscopic hard-sphere model can easily be derived as the singular limit m — oo of
the (macroscopic) soft sphere models. In the first part of the discussion, we assume that the “desired”
velocity field is given a priori, but we also discuss the well-posedness properties of this macroscopic model
when this velocity field is the gradient of the attractive chemotaxis potential.
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4.1. The microscopic hard-sphere model. The microscopic model we now introduce has been ex-
tensively studied in the context of congested crowd motion, in particular by Maury, Santambrogio et al.
(see [101} [102] 103} [58]). In this context the domain £ and the boundary condition (existence of “exits”)
play a very important role; this aspect will not be discussed in this paper.

Unlike the soft sphere model, in which the velocity is modified by a repulsive force, we now impose
the hard-sphere constraint

(4.1) D;;(x(t)) := |xi(t) — z; ()] > 26 for all i # j, for all t > 0.

In terms of the empirical measure py (t,z) = + Z;\Ll d(x—x;(t)), and using the notation of the previous
section with K = xp,, we can also write this constraint as

(42) /J,N:Kg*p]vg]..

As a consequence, the actual velocity of a particle will be the projection of the desired velocity onto the
set of admissible velocity, namely velocities that preserve the constraint (4.1).

Following [102], we assume that the particle i has a desired velocity v; which might depend on the

positions of all the particles. Below, we use the notation x = (1, ...,2x) € (R?)" to denote the position
of the N particles, and v(x) = (v1(x),...,vn(x)) for their desired velocity. The constrained microscopic
model can then be written (see [102]):

(4.3) x(t) =u(x), u=Pox)v,

where Pg(x)v denotes the projection of v onto the set C(x) of admissible velocities. If we define
D;;(x) := |z; — |, then admissible velocities must be such that D;;(x) cannot decrease if the ¢ and j
particles are already touching. This leads to

O(x) :={ue RHY : VD;;(x)-u>0 for all 4, j such that D;;(x) = 26}.
Alternatively, using the fact that |2, (£) —z;()|? = 2(z;(t) — 2;(¢)) - (wi(x(t)) — uj(x(t))), we can write
(4.4) O(x) = {ue (RYY : (u; —uj) - (z; — x;) >0 for all 4, j such that |z; — x;| = 26}.

Following [103} 102], one can show that the projection u = Pg(x)Vv in (RHN can be characterized as
follows: Using the notation ¢ ~ j to indicate that the particle ¢ is in contact with the particle j and

eij = ‘zj:izw we have
(4.5) wi =i — Y pijeij,
jrvi
where the pressure p;; = p;; satisfies
pij 20, ui-ej+uj-ej <0, Vi~ g

(this last condition expresses the non-overlapping constraint) and
U; + €55 + Uj - €55 =0 ifpij #0
This condition expresses the fact that if p;; # 0, then the particles will stay in contact, i.e. the pressure

prevents overlapping but does not push the particles away from each other.

The existence of a unique solution to (4.3) (for v Lipschitz and bounded) is proved in [103] (see also
[101l Theorem 3.2]). Except in the case of d = 1, this does not fall into standard ODE theory because
the set of admissible particle configurations

Q:{X:(wlax%"'axl\/)€(Rd)N: ‘xlfo‘ZQ& V'L?éj}

is not convex in general. But it satisfies the weaker property of unifom proz-regularity which is sufficient
for well-posedness.
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As a final comment, we recall that in this microscopic model, it is possible to consider that each
particle z; has its own desired velocity v; (see [102]). This distinction is not possible in the macroscopic
model, which does not distinguish particles from each other. Thus in consideration of passing to the
macroscopic model it makes sense to assume that the velocity of the it particles v;(x) is equal to V¢ (z;)
for some potential ¢ : R? — R. Given the corresponding projection u, we denote by Pc(V¢) a vector
field R — R? such that Po(Ve)(z;) = u;(x) (only the values of this vector field at the points x; are
uniquely defined). We can then write that the empirical distribution satisfies

(46) Oipn + div (pN]P)C(VQb)) =0, MN(t) =Ks*xpy < 1.

4.2. The macroscopic hard-sphere model. Formally, the same principle can be applied to the macro-
scopic system: Here, we consider the formulation (4.6) of (4.3) and we write that the density p(t, z)
solves the continuity equation

Oip +div (pPc, (Vo)) = 0, p<1l

The set of admissible velocities, which preserves the local constraint p < 1, can now be defined by duality
as
C,= {U c L*RLRY; [ U-Vg<0, VYge H;(Rd)} :
R4
where

H;(Rd) ={qe H'(RY); ¢ >0 ae. in R and ¢(z)(1 — p(z)) = 0 a.e.}

(we can also write H) (RY) = {q € H'(RY); q(z) € df(p(x)) a.e.}, but the condition ¢(z)(1—p(z)) = 0
is a common way of writing the condition ¢(z) =0 a.e. in {p < 1})

Formally at least, this projection operator guarantees that the density satisfies the incompressibility
constraint p < 1 since it implies divU > 0 in (the interior of) the set {p = 1}. In order to develop a well
posedness theory for this model, we first show that it can be rewritten without the projection operator
via the introduction of a pressure term (as is commonly done in incompressible fluid dynamic - although
in our case the constraint is p < 1 and not p = 1).

To derive this formulation, we note that the projection U := P¢ (V¢) is characterized by the following
inequality:

(4.7) /Rd(Ungb)(UfQ)dng, VQ e C,.

This projection gives rise to a Lagrange multiplier in the form of a pressure term: One can showﬁ that
there must exist p € H) (R9) such that

U=V¢—-Vp.
The velocity U = Pg, (V) is in C, and thus satisfies [, U - Vgdz < 0 for all ¢ € H}(Q) and the
pressure satisfies the orthogonality condition (which follows from by taking @ = 0 and Q = 2U):
Jza U - Vpdz = 0. We deduce that — [, U - V(p — ¢)dz <0 for all ¢ € H}, which implies that p solves
the variational inequality

1
peH,

(*8) /Rd[Vp—Wﬂ-V(p—q)SO, Vg e H,.

6 This follows from Moreau’s decomposition theorem since the set K, = {Vp; p € H;; (R%)} is a closed convex cone in
L?(R%; RY) and its polar cone is exactly K5 = Cp. It follows that all V¢ € L?(R?; RY) can be written in a unique way as
V¢ =Pc, (Vo) + Pk, (V).
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This variational inequality is in fact an obstacle problem (because of the constraint p > 0). We can
summarize this discussion with the following proposition (see [85, Appendix B]):

Proposition 4.1. Assume ¢ € H' and let p(z) be the (unique) solution of the variational inequality
(4.8). Then Pc, (Vo) =V¢ — Vp.

The macroscopic hard-sphere model can thus be written as:
(4.9) Op +div (pVe) = div (pVp),  p € dfx(p).

4.3. Well-posedness of the PKS hard-sphere model. In this section, we discuss the well-posedness
of the model (4.9) when the velocity field V' is the attractive chemotaxis gradient from (1.10). We can
also write this as:

(4.10) Op + div (pVG x p) = div (pVp),  p € dfs(p).

A solution of can be constructed either as a gradient flow or as the singular limit of the nonlinear
diffusion model.

The gradient flow approach was first developed in the context of congested crowd motion in [101].
In that paper, the velocity field was given by V = —V¢ for a continuous and A-convex potential ¢.
A similar approach was later carried out with the chemotaxis potential in [85]: Equation is the
2-Wasserstein gradient flow of the energy &, defined by and existence of a solution can be proved
via a discrete time approximation based on a classical JKO minimization scheme: For a given initial
data p;, such that & [pin] < 0o (where & is defined by ), we fix a time step 7 > 0 and define the
sequence p" by:

1
(4.11) p’ = pin,  p" € argmin {%Wf(p, pr) + @%o[p]} vn>1.

The piecewise constant function defined by p7(t) := p"*! for t € [n7,(n + 1)7) can then be proved to
converge (as 7 — 0) to a solution of (4.10) which gives the following theorem (see [85]):

Theorem 4.2. Let G be given by (.4). Given pi, € P2(R?) such that py, < 1 and Supp pin € Br.
Then Equation (1.10) (or (4.10)) has a unique global weak solution p(t,x) with initial data pi,(x). This
solution is such that p € L'(0,00; L=()) N CY/2(0,00; P(Q)), p € L(0, 00; H'(Q)) with

0<p<1l, p>0, pl—p)=0 ae. in[0,00) x R?

(note that the conditions p € C*/2([0,00); Po(R?)) and p € L?(0,00; H'(R?)) are enough to make sense
of the product p(1 — p) = 0). Furthermore, there exists R(t) such that

Supp p(t) C Brery Vt € 1[0,T).

When the drift term V¢ is fixed, uniqueness with density constraint is proved in [48] assuming some
monotonicity for V¢, and in [75] in the spirit of DiPerna-Lions theory for transport equations, assuming
some sobolev regularity for ¢. Uniqueness for a related model (without the drift term) was also proved
in [120] using a duality method that turns out to be very adaptable and was used in [85] and [68] to
prove uniqueness for .

Theorem (existence and uniqueness) also follows from [68], where a solution is constructed by
passing to the limit m — oo in the soft sphere model . Note that the incompressible limit m — oo
for is a classical problem that goes back to the 80’s: the “stiff (or incompressible) limit” of the
porous media equation. We can understand this limit by noticing that has the same form as
but with p = f/.(p). We can also make sense of this limit at the level of the energy. Indeed, equation
is the 2-Wasserstein gradient flow for the energy &, defined by which I'-converges to & [p].
The I'-convergence of the energy does not imply the convergence of the corresponding gradient flow, but
it is a good indication that such a convergence might take place.
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There are numerous references for this limit m — oo in various frameworks: We refer to [135] 63} 52]
for the classical porous media equation d;p = div (pV f! (p)) and to [120] 41l 90, [105] [87] 189 42] for
more recent results in the context of tumor growth modeling, which includes a non-negative source term
Op = div (pV f1.(p)) + pF(f},(p)) (more recently [67], these results were extended to the case of the
porous media with an absorption term, which leads to interesting behavior). For the equation with a
fixed drift term, the limit was first investigated with a fixed potential d¢p + div (pVe¢) = div (pV f].(p))
which is an important pedestrian model for congested crowd motion (see [38| [2], [88], [40]). Finally, the
limit was established for the attractive chemotaxis problem with pure Newtonian attraction o =0
(the analysis can be extended to the case o > 0, which does not affect the singularity of the kernel at
0): This was first done in [38] for particular solutions (patch solutions) using variational methods and
the viscosity solution approach. The convergence of the gradient flow of &, for general initial conditions
was then proved in [39], and finally, the convergence of weak solutions was proved in [68] by a more
direct approach (which can be generalized to include source terms for example, see [79]).

The key feature of this limit is the fact that p,,(p) = f/,(p) = 9fsc(p) when m — oo. There are other
natural pressure terms that lead to a similar result. For example, one can replace the pressure p,,(p)

with a singular pressure such as

al ifp<l1
4.12 «(p) = 1=p ’
(1.12) palo) {OO o)
or
—alog(l—p) ifp<l,
4.13 o =
(4.13) pel) {oo i,

Such pressure terms lead to solutions satisfying p < 1 (for @ > 0), but in the limit & — 0, we find
Pa(p) = 0fs(p). The corresponding limits were made rigorous in [69) 43) [40] for (4.12) (with a fixed
potential ¢ and with convergence rates) and in [82] for (4.13]) (with the attractive chemotaxis potential
with o = 0).

4.4. The projected velocity. In the approach discussed above, solutions of are constructed by
imposing the constraint p < 1, rather than by using the projection P¢, (V). However, it is possible to
show that the effective velocity in , V¢ — Vp, is indeed the expected projection. Following [101],
one can show that

V() - (Vp(to, ) = Vo(to,x))de =0 Vg e Hpy,,,, ae. to>0.
Rd
Since p € H;(to), this implies that (4.8]) holds for a.e. tg > 0. In fact it implies the stronger statement

/[Vp—V¢]'V(p—Q) =0 VgeH,).
Q
By taking g(x) = p(to, z)p(to, z)), we deduce in particular

» V(p(to, z)¢(to, ) - (Vp(to, z) — Vo(to,x)) dz =0 a.e. to >0,

which implies the so-called complementarity condition
(4.14) p(Ap—A¢) =0, in D'((0,T) x RY), p(t) € Hy .

It is also possible to derive these properties as part of the construction process. Indeed, both the
solution of the nonlinear diffusion equation and the discrete time approximation given by the JKO

scheme satisfy approximation of (4.14). Intuitively, passing to the limit in these approximations require
the strong convergence of the pressure in H'(£2). This is done in [120] in the time-monotone model for
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tumor growth. The case of the more complex model with a term representing nutrients (which is no
longer monotone), was then treated in [41] by generalizing the so-called Aronson-Bénilan estimates to
get some strong convergence on the gradient of the pressure.

This derivation was also performed in [67] by showing directly that for all ¢ > 0, the pressure p(t)
is the unique solution of the variational inequality . This approach has two advantages: This
formulation of the complementarity equation can be derived without requiring any strong convergence
on Vp, and unlike , it identifies the pressure for all time (rather than a.e.). In problems without
monotonicity in time, the support of the pressure can indeed be smaller than the set {p = 1}, an
important phenomenon which is clearly identified with this obstacle problem formulation. This obstacle
problem was derived for the limit of the JKO solution in [85] as well.

4.5. Relation between the microscopic and macroscopic models. Since both the microscopic
particles model and macroscopic model have solutions, it is natural to ask whether these
solutions converge to one another when § — 0 (for the purpose of this discussion, we focus on the case
of a fixed velocity field V(z) = V¢(x)). However, unlike the soft sphere model discussed in Section
the relation between the microscopic and macroscopic models is far from clear in the hard-sphere case.
We recall that in the soft sphere case, this relationship was addressed in two steps: First there was a
one-to-one correspondence between the solutions of the ODE system and the empirical measures
solutions of the PDE (|1.6). Second, solutions of (for absolutely continuous initial data) were
proved to converge to solutions of as d — 0. We will show below that the first step still holds in the
hard-sphere models: Solutions of the system of ODE with hard-sphere constraint are associated
to empirical measures solutions of . But the second step in the limiting process (§ — 0) is delicate
at best. In fact, it is not obvious that the equation is well-posed outside of the particular case
of empirical measures associated to . Without a well-posedness theory, a convergence result (the
equivalent of Theorem seems out of reach.

Beyond the technical difficulties, we should also point out that the dynamics of the microscopic and
macroscopic models are quite different. For example, when the particle 7 is in contact with several other
particles, which is expected in congested configurations, the microscopic condition requires control on
the velocity v; in every direction x; — x; for which D; ; = 0. By contrast, the macroscopic constraint is
a unique scalar constraint on the divergence of the velocity field. The dynamic of the microscopic model
is thus much richer than that of the macroscopic model. Simple examples (see [100]) show that slightly
different arrangements of the particles at the microscopic level (corresponding to the same macroscopic
distribution) can lead to completely different behavior.

We now show that the nonlocal PDE (|1.8) corresponds to the microscopic hard-sphere model when
Ks = ﬁxgé. We already noted (see (4.2)) that the non overlapping constraint can be written as
un = Ks*py < 1. Next, we describe the set of admissible velocity: if 9;pn + div (pyU) =0, and p > 0
is a measure supported on the set {uy = 1}, then the condition “Oyuny < 0 when gy =17 implies

d
%/Kg*prd.Z‘:/pNU'VKg xpdr < 0.
We can thus define the set of admissible velocities as
(4.15)  Cs(pn) = {U ‘R RY /pNU-VK(; «pdr <0, forall p >0, p(l—Ks*pyn)= o} ,

Importantly, this description at the level of empirical measures is consistent with (4.4): if U(z;) = u;(x),
then the condition u € Cs(x) from (4.4)) is equivalent to U € Cs(py). For example, if the two particles
i and j are touching (up to a translation, we can take x; = —de and z; = +de), then taking p(x) =

(6 — |x - e|])+ H|re in (4.15) will lead to the condition in (4.4).
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p(x)

FIGURE 3. Schematic of two particles with radius ¢ in contact along the axis e. The
pressure p(z) = (6 — |z - e]) 1 H|re can be highly singular since it only needs to activate
along the axis e.

The simple illustration in Figure [3|sheds some light on another discrepancy between the microscopic
model and the macroscopic model (already discussed in [102][101]): the set of feasible velocities
Cs depends not only on the local density but also on the orientation of particles. In the macroscopic
model , the feasible velocity only depends on the local density.

The set Cs(pn) is the polar cone of

Ks(pn) ={VKs+p;p>0, p(l—Ksx*pn)=0},

in the Hilbert space L?(R? dpy)?. In keeping with Moreau’s decomposition theorem, we expect to be
able to write

U= ]Péé(pN)(VQS) =V¢— VK *p,

for some pressure p > 0, satisfying p(1 — py) = 0. This is in fact correct when py is an empirical
distribution: This decomposition is equivalent to the (finite dimensional) projection of v given by .
The existence of a solution to the microscopic model (see Section thus implies the existence of a
solution (in the form of the associated empirical measure) of

(4.16) Op +div(pVe) = div (pVEs *p),  p € Ofoc(s * p),

when p;, = % vazl 0(x — x;(0)) (where we recall that p € 9 fo(Ks * p) is equivalent to Ksxp <1, p >
0, p(1 - Ks*p) =0).

It is now natural to try to mirror the analysis described in Section [3| with this model for general
density, namely to prove a mean field limit, as in Theorem (the constant Ay given by depends
on m, so the extension to the case m = oo is not obvious) and the limit § — 0. There is however a
serious obstruction: Except for the particular case of empirical measures (for which the existence of a
solution follows from the existence of a solution for the microscopic model), the existence of solution for
is far from clear. A discrete time approximation can be constructed via a JKO scheme with the
energy

- / (2)p(x) d + FoolKs + ],

but proving that the resulting velocity is indeed the projection of V¢ onto 5’5(;}) is challenging. Even
then, it should also be noted that for general density p, it is not clear that the cone IE(;(p) is closed and
thus Moreau’s decomposition theorem does not apply. Similar difficulties arise when trying to obtain
the existence of a solution of by passing to the limit m — oo in the soft sphere model . This
limit has been studied for the related Brinkman law model [121L B9], but this case is somewhat
easier since the condition p < 1 (as opposed to p x K < 1) is being enforced.
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5. HARD-SPHERE MODELS AND HELE-SHAW FREE BOUNDARY PROBLEMS

In some settings, the hard-sphere model ([1.10) might lead to the formation and propagation of sharp
edges. In fact the connection between the hard-sphere model (1.10) and Hele-Shaw free boundary
problem (with active potential, but without surface tension) is well documented: If we assume that
p(t, ) = xg@) and denote ¢(t,x) = G * xg(r) (), then (1.10) implies (formally at least):

(5.1) Alp—¢)=0 in E(t), V=-Vp—¢)-v ondE({),

where V' denotes the normal velocity of the interface OE(t) and v is the outward unit normal vector
along JFE(t), with the condition

(5.2) p(t,z) =0 on IE(t).

Equations (5.1)-(5.2) (which one can write with the effective pressure ¢ = p — ¢) is reminiscent of a
Hele-Shaw free boundary problem (without surface tension) or one-phase Muskat problem.

However, the assumption p(t,r) = Xp() is not typically satisfied by all solutions of . Since
the equation only imposes the constraint p(¢,z) < 1, there are no obvious reasons why p should be a
characteristic function. But it can sometimes be proved that phase separation is propagated by the
equation: If ps, = Xxg,,, then p(t) = xg@) for all £ > 0. Such a result was proved in [105] and [87] for a
different model, involving a non-negative source term but no drift. The crucial ingredient in these papers
was the monotonicity of p with respect to ¢, and it was proved that p(t) = xg«) a.e. t > 0 for some
open set E(t) with finite perimeter. For the aggregation equation, a similar result was proved in [38]
Theorem 1.1 (b)] when G is the purely Newtonian attraction kernel using viscosity solution approach.
Similar results were proved in [2] when ¢ is a fixed potential satisfying —A¢ > 0 (see also [88] where
the assumption is on the source term). This assumption, which implies some monotonicity of p along
characteristic curves, is essential in these works. When G is given by , the condition —A¢ > 0 is
no longer satisfied but the fact that this potential is always attractive suggests that there is still some
intrinsic monotonicity in the model. Indeed, the propagation of phase separation was proved in [85] for
the hard-sphere PKS model (that is (1.10) with G given by ) The proof is very different from those
mentioned above and the result is somewhat weaker: it is proved that for appropriate initial data and
for a.e. t > 0 there is a set F(t) such that p(t) = 1 a.e. in E(t) and p(t) = 0 a.e. in R?\ E(¢). The
condition p = x ;) would follow if one could show that [0FE(t)| = 0, a property that appears difficult to
get.

Making rigorous the connection between and the common notions of weak solutions for the
Hele-Shaw free boundary problem (e.g. viscosity solutions) is a delicate issue. Besides the question of
phase separation, there is the issue of giving a meaning to when the set E(t) is not smooth. As
discussed in Section the first condition in can be derived rigorously (it is the complementarity
condition). The fact that the Hele-Shaw velocity law is satisfied in some viscosity solutions sense was
proved in [38, Theorem 1.1] for the Newtonian kernel.

Part 2. Sharp interface limits and free boundary problems

In the second part of this paper, we review and extend recent results showing that when m > 2 and
at appropriate scales, the competition between local repulsion and non-local attraction as described by
equation leads to phase separation and to the formation of an interface separating regions of high
and low (or 0) density, interface whose evolution can be described by models of geometric nature. As
noted in the introduction, phase separation plays a critical role in many biological processes and it has
been shown that it can be explained by the simple attraction-repulsion mechanisms modeled by equation
(1.1). We refer for instance to [134] [LI] (for biological aggregations such as insect swarms) and to [57]
(where phase separation is discussed for a continuum model of cell-cell adhesion). From a mathematical
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view point, the main idea behind this phenomena is the close relationship between the aggregation-
diffusion equation and a degenerate Cahn-Hilliard equation. In this part of the paper, we describe
an approach, based on the recent work [86] [104], to rigorously investigate phase separation phenomena
and derive effective free boundary problems by considering appropriate singular limits of .

6. A NON-LOCAL CAHN-HILLIARD EQUATION

Our goal is to derive effective models for aggregation-diffusion phenomena when the total mass
[ p(t,z) dz is very large and the phenomena are observed from far away (at an appropriate time scale):
We introduce € < 1 such that [p, p(t,z) dz = e~4 and rescale the space and time variables as follows:

T = €T, t=e’t.
The function p°(t,x) := p(t/e?, z/e) now satisfies [z, p°(t, ) dz = 1 and solves (L.11)) which we recall
here for the reader’s convenience (note in particular that G. % p*(z) = G * p(z/¢)):
Oup + div (5 (G + p) = div (49 F (), Galw) = e~ 9G(e'a)

(alternatively, this amounts to studying (|1.9) when the range of the nonlocal attraction is small compared
to typical macroscopic length). Throughout this section, we will assume that f satisfies

(6.1) f(p) = fm(p), m>2, or f(p)= fol(p)

This assumption ensures that the function h(p) defined by is a double-well potential (see (|1.14))
and ), which is all we really need for the results presented here to hold.

Most of the rigorous results in this direction have only been proved when G is the chemotaxis po-
tential or some other very particular kernel (such as the heat kernel). Extending the theory (in
particular Theorem to general interaction potentials G describing local attraction is an interesting
and important open problem. For the formal discussion below, it is enough to assume that

G(z) = G(|z]) > 0, /G(x) de=0"'€(0,00) and /Rd |z|?G(2) dz < oo.

A crucial observation mentioned in the introduction is the fact that (1.11) can be written as a non-
local Cahn-Hilliard equation (with a singular double-well potential). Indeed, since G * p — o~ 1p when
e — 0, it makes sense to rewrite ((1.11]) as

(6.2) Bep = div (pV[f'(p) — 0" p]) = div (pV[Ge % p — a1 p)).

Introducing the symmetric nonlocal operator
Blpl(@) i= (Gexp= o~ p)(o) = [ Gela = lply) = ple)] dy.

and using the function i defined by (1.13), we can write (6.2) as
(6.3) Op + div (pv) =0, v=—=Vh'(p) + VB.|p].

This equation is the gradient flow for the energy #. defined in (which can be obtained from the
energy by a similar computation) with respect to the 2-Wasserstein distance. Equation is
closely related to a model derived in [61] by Giacomin and Lebowitz as a macroscopic model for phase
separation in particle systems with long range interactions. This equation can be seen as a non-local
approximation of the degenerate Cahn-Hilliard equation [20] [50]: When p is a smooth function, we have
(using the symmetry of G):

B.[p] = £2BAp + O(*), B:=[ (z-¢)2G(2)dz

R4
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(for any e € S¥~1) and so (6.3) is close to
(6.4) Orp + div (pv) = 0, v=—Vh(p) +*BVAp.

This connection between aggregation-diffusion equations and degenerate Cahn-Hilliard equations is dis-
cussed and used for instance in [11], [24] [57] [86] [104]. When & is a double-well potential (as is the case
when holds), it is well-known that leads to phase-separation and can be approximated — at ap-
propriate time scales — by Stefan or Hele-Shaw free boundary problems. The sharp interface limit € — 0
was first investigated via formal expansion method by Pego [119] (for the non-degenerate equation) and
by Glasner [64] (for the degenerate equation). Rigorous justification of these formal asymptotic were
established by Alikakos, Bates and Chen [4] [34] for the non-degenerate equation. Formal results were
also obtained for the nonlocal equation by Giacomin and Lebowitz in [62]. In this part, we present
some rigorous results for such limits for the aggregation diffusion equation .

As a final comment, we note that the convergence of the rescaled version of
Op + div (pv) =0, v=—Vh'(p) +e 2VDB.[p],
to the degenerate Cahn-Hilliard equation,
Op +div (pv) =0, v=—Vh'(p) + BAp,

was recently proved in [50] on the torus and when G, is a compactly supported approximation of unity
(see also [26] for a similar result for systems of Cahn-Hilliard equations).

7. PHASE SEPARATION: STEFAN FREE BOUNDARY PROBLEMS

Going back to (6.3)), we now investigate the asymptotic behavior of the solutions as e — 0. Since B.[p]
vanishes as € vanishes, we expect the asymptotic dynamics to be close to that of the forward-backward
diffusion equation

(7.1) dp = div (pVI' (p)),

(recall that under (6.1), p — h(p) is not convex). Such equations are commonly associated with the
modeling of phase separation mechanisms, but are ill-posed from a mathematical point of view (see [73]).
One would expect the limits of solutions of to inherit some additional properties, but characterizing
these limits is quite challenging, even for the classical Cahn-Hilliard equation. The simplest setting is
when the initial data does not take values in the mushy region (0, #): such initial data are usually referred
to as well-prepared. In that case, the limit ¢ — 0 of leads to the equation

(7.2) Oip = div (pVh*™(p)),
where h** denotes the convex hull of h. When h = h,, in (1.14), we have
o 0 for p € [0, 0,,];
i) = 0O
hm(p)  for p > 60,,.

With this choice of h (7.2) corresponds to a generalized Stefan free boundary problem, where p is
the enthalpy variable. This equation propagates phase separation in the sense that the mushy region
{p(t,z) € (0,0)} is non-increasing with respect to ¢ (see for example [66]). So when |[{p(z,0) € (0,0)}| =
0, this property remains true for all ¢ > 0, and there exists a set F(t) such that

p>0in E(t), p=0in R\ E(t).
The evolution of the sharp interface OE(t) is then described by the Stefan problem (7.2)) which is a weak
formulation of (1.17).

When the initial data is not well-prepared, further characterization of the limits for solutions of (6.3
is required to understand how phase separation arises. This has been studied for the non-degenerate
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Cahn-Hilliard equation. First we note (see Figure |1)) that there exists § € (0,6) such that A” > 0 in
(0,00) and b < 0 in (0,8). When p;,, does not take values in the unstable region (0,8), Plotnikov [123]
characterized the limits in dimension 1 and showed that the limiting problem may exhibit hysteresis
phenomena. In general the problem is very unstable and numerical computations show that oscillations
appear in the region where p;,(xz) € (0,0) (see [51l [10]). Passing to the limit ¢ — 0 requires a weak
formulation of involving Young’s measures (see for example Plotnikov [124] and Slemrod [130]).
We will not review these results here, but we stress the fact that the dynamics of this phase separation
process in the set {p;, € (0,6)} is very rich, even in dimension 1 (see [10]). We are not aware of any
similar analysis for the degenerate Cahn-Hilliard equation or for its non-local approximation .

Even with well-prepared initial data, justifying the convergence to the Stefan problem is delicate.
A similar limit has been studied for the degenerate Cahn-Hilliard equation . The convergence of
to 7 studied formally in [119], was established rigorously only in dimension 1 by Delgadino
in [45], for well-prepared initial data. Delgadino relied on the approach developed by Sandier and
Serfaty [129] to prove the convergence of gradient flows using the fact that the Allen-Cahn energy
I'-converges to fRd h**(p(z)) dx. Convergence to a Stefan free boundary problem was also proved by
a similar approach for the 1-dimensional non-degenerate Cahn-Hilliard equation in [9]. But as far as
we know no such results are known for our non-local equation except for some formal results for
a nonlocal equation similar to in [62] (via formal expansion and matched asymptotic analysis).
Extending the rigorous analysis of [45] to this equation is an interesting open problem. We note that
such a result appears plausible at the level of the energy: indeed a corresponding I'-convergence result
can be obtained for the energy _#. given by .

Proposition 7.1. Assume that G € L'(RY) and that [, |2[*G(z)dz < co. Then 7. (defined by (2.6))
I-converges to _#* (defined by (2.8)). More precisely, we have
(i) For any sequence p € Pa(RY) that converges weakly to p € P2(R?), we have

fn ] ) > * )
liminf _7.(5%) > 7 (p)
(ii) For any p € Po(R?), there exists a sequence p° € P2(RY) such that p. converges weakly to p and
limsup Zc(p°) < 7 "(p)-
e—0
We provide a short proof of this result in Appendix [B.

While we will not attempt to extend the analysis of [45] to our nonlocal equation (6.3), we can prove
the following conditional result:

Theorem 7.2. Assume that holds and that G is given by . Let p5,, be a sequence of initial
data in Po(RY) satisfying Z.(p5,) < C and let p*(t,x) be the corresponding solution of up to
time T > 0. There exists a subsequence &,, such that p*~(t) converges narrowly (locally uniformly in t)
to p € AC([0,T); P2(R%)). Furthermore if we have

T T
(7.3) lim / e (05 (1)) dt / () dt,

then p solves (7.2)) on [0,T] x R? and p* converges strongly (in L?) to p in {h**(p) > 0}.

As mentioned in the introduction, the convergence assumption offers a classical approach to
(conditional) convergence results for free boundary problems (see also the next section). We recall that
the I'-convergence of _#. implies the liminf inequality, so (7.3) says that there is no loss of energy in the
limit. Theorem appears to be new and we provide a proof in Appendix [Bl While we do not explicitly
require the initial data to be well-prepared in this result, assumption is in fact likely stronger: In
[45] it is proved (in dimension 1 and for the Cahn-Hilliard equation) that condition is satisfied
when the convergence of the energy holds for the initial data, that is, Z.(p5,) = _Z*(pin)-
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8. SURFACE TENSION PHENOMENA: HELE-SHAW FLOWS

When t — oo, solutions of the Stefan problem converge to functions of the form Oy g__, which
are steady states of the Stefan problem (for any set E. ). Going back to our aggregation-diffusion
equation (or )7 this means that solutions experience phase separation. However, these simple
characteristic functions are not steady states of and will thus continue to evolve at a much slower
time scale. In order to characterize this evolution, we now take an initial condition of the form

pin = OXE,,
in (6.3 and rescale the time variable t — e~ 1¢, leading to equation (1.18), which we rewrite as
(8.1) c0up = div (pVH(p)) — div (pV B.[p]).

In this section, we describe how the limit ¢ — 0 gives rise to surface tension (mean-curvature) effects.
In the next section [9] we will show that when the equation is set on a bounded domain this limit also
yields contact angle conditions. This is not surprising, since for the corresponding rescaled Cahn-Hilliard
equation,
edyp = div (pV[I (p) — 2 Ap)),

it was formally shown by Glasner [64] (using formal expansion and matched asymptotics) that the limit
€ — 0 leads to a one-phase Hele-Shaw free boundary problem with surface tension. We can also make
sense of this limit by looking at the associated energy functional: Since h(p;,) =0, reduces to

2
Floal = [, Gl =l (@) =i, () dody

92
=5 G- e, (@) - xe, )] dody
R4 xR
= evoP(Ein) + o(1)
for some vy > 0 (see for instance [15] [106]) where P(F) denotes the perimeter of E, defined by (2.9).
We thus introduce the rescaled energy ¥.[p] := e~ _Z.[p], that is
1

1 . d
I [ ooyt [ Gule =) = st dedy it p e PaRY, dp <

00 otherwise,

which is a nonlocal approximation of the rescaled Allen-Cahn functional

1
*/ h(p)derE/ Vol da,
€ Jrd 2 R4

whose I'-convergence toward the perimeter functional is a classical result of Modica-Mortola [109] (see
also Modica [108] and Sternberg [131]). A corresponding result for 4. was proved for rather general
kernels G when h is a smooth double-well functional in [1]. We recall that in our framework & is not a
smooth potential at 0 (since h(p) = —oo when p < 0 and h(p) = +oo when p > 1 in the hard-sphere
case m = o0). Nevertheless, the proof can be adapted to this case. When G is given by , we have
the following result (see [106] for the case m = +o0o and [104] for the case m € (2,0)):

Theorem 8.1. Assume that G is given by (1.4) and that [ satisfies (6.1). Then the energy functional
Y. defined by (8.2) T'-converges to 4y defined by
v [ 196l i e PaY, pe BV (0.6)),
Yo(p) = R
00 otherwise,

for some constant v defined by (8.3) below. More precisely, we have
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(i) liminf property: For all sequences p° € L*(Q) such that p* — p in L*(2), we have
lim inf & (p°) = % (p)-
e—0

(ii) limsup property: For all p € L*(), there exists a sequence p® € L*(2) such that p* — p in L' ()
and

limsup . (5°) < %(p).

e—0

The definition of the constant 7y appearing in the definition of ¥4, requires the introduction of the
function

. 1 2
£ |1p) + 5 (p—03)

We note that g(s) > 0 for all s > 0 and g(0) = g(f/c) = 0 (in fact g is a double-well potential). The
constant 7y is then given by
0/c

(8.3) = % ; V2g(s) ds.

A key tool in the proof of this theorem in [106] [104] is the following alternative formula for 4. (with
be = G ¥ p):

1 1 1

(3.4) %) =% [ 1)+ oo Pdure [ GI90P s
1 1

(8.5) > - /Rd g(¢pe)dz +6/Rd §|V¢E|2 dx.

Inequality shows a stronger connection between ¢. and the Modica-Mortola functional with double-
well potential g (which explains the role of the function ¢ in determining the constant 7 in %). Formula
is the key to proving another important property of this energy: The convergence of the energy
implies the convergence of the corresponding first variation. Such results have a long history: Reshetnyak
[125] proved that if x . converges to x g strongly in L', then the convergence of the perimeter P(E.) —
P(FE) implies the convergence of its first variation

SPEL) = [(@ive = v.wv.: D) Dxe| — [(@ive-vev:DOIDxsl Ve e CHRERY,

where v is the density % (which exists by Radon-Nikodym’s differentiation theorem) and can be

interpreted as the normal vector to OF. We recall that the first variation of P is the mean-curvature.
Indeed, for a smooth interface OF we have

(8.6) /(divg— v@uv:DE)|Dxg| = /8Ediv§ —v@u:DEAHIT = /8Efi£~ud7-ld_l

where % denotes the mean curvature of OE. A similar result was proved by Luckhaus and Modica [97]
for the Ginzburg-Landau functional

R

Q¢

But as far as we know, corresponding results for the nonlocal functional 4. are only known for particular
choices of the kernel G: Laux and Otto [94] proved it when G is the Gaussian and used it in the study
of the thresholding scheme for multi-phase mean-curvature flow (see also [55} 154} [53]). Jacobs, Kim and
Mészéros [78] proved a similar result and used it to derive the Muskat problem. It should be noted
however that in these references, the convergence is only proved when ¥. is restricted to characteristic

"When h = heo, we have 0 = 1 and g(s) = £ min{s2, (s — 0~ 1)2} which leads to v =

_1
2 403/2°
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functions. In [86], we proved the corresponding result when G is given by in the hard-sphere case
m = +o00, and then in [104] for the same kernel in the soft-sphere case m € (2, 00) without restriction
to characteristic functions. We state here the corresponding result in our framework (see [104] - see also
[86] for the case m = o0):

Proposition 8.2. Assume that G is given by (1.4) and that [ satisfies (6.1). Given any sequence
p° € L' which strongly converges to p in L*(R?), if

lim 9. (p°) = %(p) < oo,
e—0
then for all ¢ € CH(R4,RY) we have:

lim =1 [ (%) = Blp DV -gdo = [ fdive - vw: DG Tl

e—=0

Vp
where v = 5.
[Vl

This proposition is the cornerstone of the proof of the following theorem which makes clear the
connection between the rescaled aggregation-diffusion equation and the Hele-Shaw free boundary
problem with surface tension , where the latter is the gradient flow of the perimeter functional %,
with respect to the 2-Wasserstein distance.

Theorem 8.3. Given a sequence of initial data p;: such that 4., (p5r) < M and p; — pin = OxE,, €
BV (R%{0,0}), let p° (t,x) be the weak solution of ([.18)) with initial data p;. Then the following hold:
(i) Along a subsequence, the density p°(t,x) converges strongly in L>=(0,T; L*(RY)) to

p(t,z) = Oxp@) € L=(0,00; BV(R?; {0,6}))

and there exists a velocity function v(t,x) such that

Op + div (pv) = 0,
p(z,0) = Oxg,, -

(ii) If the following energy convergence assumption holds:
lim g _ (po (b)) dt = / “D(p
n—oo 0
then there exists p € L2(0,T; (C*(R?))*) (for any s > 0) such that
(8.8) / / (pv - & —Opdive)drdt = —7/ [divé —v@v:DE|Vp|dt
0 Rd 0 Rd
for any vector field ¢ € C°((0,00) x R RE E| Together, equations (8.7| a ) say that E(t) is a

weak solution of the Hele-Shaw free boundary problem with surface tenszon (1.19 wzth initial condition
Eip.

(8.7)

The notion of weak solution of that we recover with this theorem is similar to the definition
considered for example in [78] 86, 92]: The continuity equation encodes the incompressibility
condition dive = 0 in E(t) and the free boundary condition V' = —v - v. By taking test functions &
supported in either F(t) or RY\ E(t), we see that implies Vp = 0 outside of E(t) and v = —=Vp in
E(t). For general test functions £, and taking into account the right hand side of we further get
the surface tension condition [p] = vk on OE(t) as a consequence of (8.6). In the radial setting, (8.6)
implies that p equals the constant curvature OE(t) in a strong sense, thus yielding discontinuity of the
pressure across the interface.

8 The integral fRd pdiv € dz above should be understood as the duality bracket (g, div 5)(05(9))*,05(9).
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Proof. This result is proved in [86] when m = oo and [104] when m € (2, 00) when the equation is set in
a bounded domain. The proof can be extended to R? with the use of the estimate on the second moment
f]Rd |z|2p dz. Indeed, the only required adjustment is in the proof of [104) Proposition 4.2], where the
argument only yields the strong convergence of p°» to p in L>(0,T; L} (R9)). But we can write

loc
lim sup / P (t) — p(t)] dax < lim sup / P (t) — p(t)] dez + lim sup / 15 (1) — p(t)| da
R4 B

R R4\ Br

1
<0+ 5 [P0+ plt) do
Rd
and the strong convergence in L>(0,T; L' (R%)) follows by taking R — oo. O

More general nonlinearity f and interaction kernel G: Theorem holds for general convex
nonlinearities f(p), provided the function h(p) is a double-well potential. For technical reasons, the
proof also requires that f(p) > (% + 77) p? for large p. In particular, adding a small linear diffusion
term to the equation, which adds the term vplog p to the function h(p), will displace the well at p = 0 to
some (small) positive value. In that case we expect the limit £ — 0 to lead to a two-phase free boundary
problem (Mullins-Sekerka).

While it is not difficult to extend Theoremto general nonlinearities, the proofs provided in [86] [104]
are strongly dependent on the particular form of the interaction kernel G. In fact the proofs make use of
the elliptic equation . One could extend the proof to slightly more general equations, for example
by replacing the Laplace operator by a general elliptic operator (which would introduce both space and
direction dependence in the free boundary condition in )7 but treating the case of general interaction
kernels seems to require new ideas. As noted earlier, the T'-convergence of the energy (Theorem [8.1)) is
known to hold for a large class of such kernel, and the main obstacle is rather to prove Proposition
in a more general framework.

9. BOUNDED DOMAINS AND CONTACT ANGLE CONDITIONS

We have so far only considered problems set in the whole space. But in many experimental settings,
the particles are confined to a bounded domain Q C R?. The equation for p is then set on € and
supplemented with no-flux boundary conditions on 0f2. But the domain can also have a non-trivial
influence on the interaction kernel.

In some settings, it might make sense to stick to interactions that depend only on the distance between
the particles (mathematically, this is done by extending p by zero outside the domain and keeping the
convolution G, p in the equation). But in the context of chemotaxis 7 the potential ¢ = ¢. = G.*p
represents the concentration of a chemoattractant chemical which is now diffusing in the same bounded
domain 2 so that this convolution should be replaced with the solution of some elliptic boundary value
problem.

In the first part of this section, we present results that have been proved in this later setting. We will
then discuss the case of interactions that depend only on the distance between the particles.

9.1. Chemotaxis potential in bounded domains. In the context of chemotaxis (1.5), we replace
the convolution G, * p by the solution ¢. of the following elliptic boundary value problem:

{Ucﬁe —&Ap.=p  nQ,

(9.1)
a¢e +ebVeo. -n=0 on .

We are taking general Robin type boundary conditions at the boundary 0f) for further generality, even
though Neumann conditions (a = 0) are probably the most natural type of conditions. When a > 0 (9.1))
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takes into account the possible leakage (or destruction) of the chemical at the boundary. We can take a
and b to be constant or functions of z € 92 and we will always assume that a > 0, b > 0 and a + b > 0.
The solution of (9.1) can be written as ¢.(x fQ p(y) dy with G.(z,y) > 0 a symmetric kernel
and we set

Bc[p] := ¢ — o 'p,
so that (8.1 corresponds to

edyp = div (pVH (p)) — div (pVB:[p]) in (0,T) x Q;

(9.2) pV (R (p) — Belp]) - m=0 on (0,T) x 99
p(x,0) = pin in Q.
However, we do not have Jo Ge(2,y) dy = 0~ so we cannot write B:[p] as [, Ge [p(y) — p(2)] dy.
We can still write [, Ge(z,y)dy = 0~! — 7(x) where 7. > 0 solves

{O’TE —e2A7. =0 in €,
at. +ebVr.-n =2 on 0f.
We thus have
Blpl(@) = [ Gelolplw) - p(o)]dy = 7. (@)@

and the corresponding energy functional can be written as

Gelp] = é/ﬂh(p) dx — i/ pBc[p] dx

1 2 1 2
EA m+—/m5;xy<> @nmw+£AQMWde

The last term in this energy accounts for the boundary conditions on ¢.. In the case of Neumann
boundary condition a = 0, we have 7. = 0, and this new term vanishes. But in general this new
term will contribute to the limiting energy Indeed, when 012 is regular enough, we can showﬂ that 175
converges as a distribution to —7 a+b\f dH"'pq. This suggests that if F is a subset of Q with C’1

boundary, then

4. [0xE] — VOP(E,Q) + ———H" (00N E),

1
203/2 g + b\f
where the local perimeter P(E, ) is defined by

P(E,Q) = sup{/Edivgd:c;gewg(Q))d, 19(2)| gleeQ} =/Q|VXE\-

This limit was proved rigorously in [106] (see also [86] Appendix C]) for the hard-sphere case f = fu.
In that case 8 =1 and v = 40%/2, so the formula for the limit becomes

1 2a
—F7= | P(E,Q) +

40_3/2 ( ( ’ ) + bf
Here we make a couple of remarks: First, functionals like (9.3), in which the area of the free surface
OF N and the contact area 02 N E are weighted differently, appear naturally in various applications,

such as the capillary energy for the modeling of sessile liquid drop in contact with a solid support. It is
well known that the minimization of such energies leads to contact angle conditions. Second, we note

(9.3) ———H" (00N E)>

e
9To see this, notice that when € is the half space {zgy > 0}, we have 7:(z) = 1 e~ %d and so el o

o a+by/o

31/2 a+bf§(zd)
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that when — fb‘l\/g > 1, the energy ([9.3)) is not lower semi-continuous and can therefore not be the I-limit

of .. In fact, the following result was proved in [106 [86] when f = f:

Theorem 9.1. Assume that §) is a bounded open set with C1® boundary and take f = foo and G given
by (1.4). Assume further that a and b are non-negative constants such that a +b > 0. The functional
4. T'-converges, when ¢ — 0 to

G(p) = 40%/2 [/Q Vel + /m min (1’ afiﬁ) Pdﬂ”l(x)] if p € BV(Q;{0,1}),

00 otherwise.

The result also holds when a(z), b(x) are bounded, Lipschitz non-negative functions defined on 052

such that a(z) + 8(z) > n > 0 and that H" 2 (8 { af\%b > 1}) < oo (this technical condition ensures

does not oscillate too much around the value 1). A crucial tool for

. 2a(x)
that the function x — IV

the proof of this result is the following alternative formula for ¥.:

1 L vonrdes [ 9o
90 = 52 [ heul)do+ o [ (=0 e+ [ Voo
e? b 2 39m—1 1 a 2 3am—1
+5 [ Ve ko @ g [ Lo ar ),

where ¢.(2) = [, G=(x,y)p(y) dy solves (9.1)).

Theoremwas also proved in [104] for the soft-sphere case f = f,,, with m > 2 when a = 0 (Neumann
boundary condition). The approach of [I06] and [104] can be combined to get the result when f = f,,
and for general coefficients a and b (although the formula for the coefficient in the boundary integral is
not straightforward).

When a = 0 then % (xg) is proportional to the local perimeter P(FE, Q) and thus only measures the
area of 0F N, while when b = 0 (Dirichlet boundary conditions), then % is proportional to the full

perimeter P(E). When a+2\(;3b € (0,1), the areas of 0E N Q and E N IR are weighted differently.

As mentioned above, the boundary term in %, translates into a contact angle condition in the limiting
Hele-Shaw free boundary problem: It was proved in [85] that the limit € — 0 of (9.1)-(9.2) leads to the
same Hele-Shaw free boundary problem ((1.19) in 2, supplemented with Neumann boundary condition

Vp-n=0 on 0f)

and the condition (see Figure |4

(9.4) cos(e) := —min (1, on 0E(t) N 09,

2a
a++/ob

where a denotes the angle between the free surface F and the fixed boundary 99 (see Figure [4]).
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n
FIGURE 4. The contact angle condition

In particular, for Neuman condition a = 0 (no absorption of the chemical on 9f2) we get o = 7 so
the contact must be orthogonal, while for Dirichlet condition b = 0 (and whenever the absorption rate
satisfies a/b > /o), the contact must be tangential (« = 7). Let us note that a similar contact angle
condition was derived recently in [70] for the geometric mean-curvature flow.

The precise result in this case, which is proved by establishing the equivalent of Proposition with

the boundary term (see [86, Proposition 5.2]), is as follows:

Theorem 9.2. [86, Theorem 1.6] Under the assumptions of Theorem @, and given a sequence €,, and
initial data p;: such that 9., (p;r) < M and p;? = pin = XE,, € BV(Q) as e, — 0, let p*(t,x) be the
weak solution of .

Then the conclusion of Theorem@ holds, with replaced by

in

(9.5)
/ /pv-f—@pdivg(t)dajdtz—'y/ /[divf—u@u:DfHVp\dt
o Ja o Ja

— v min (La—fiL/EIJ) /OOO/BQ [divé —n®@n: DE pdH™ () dt,

for any vector field € € C°((0,00) x ;R?Y) such that £ -n =0 on 9.

The fact that (9.5) implies the contact angle condition (9.4) can be seen by using the classical formula

(for a smooth interface ¥):
/div{—v@u:Df:/ﬂfﬁ/—‘—/b-{,
b b r

where v is the normal vector to 3, k denotes the mean curvature of > and b is the conormal vector along
I' = 9%. Indeed, formally at least, the right hand side of (9.5) is (using the fact that £ - n =0 on 9Q):

o oo [ e (12 ) [ e o]
7{/En§-u+/Fmin(1,af‘jm))ag54,

where b and & are unit conormal vectors along I' = 90X N 0N bis tangent to X while ¢ is tangent to 02

(see Figure . When £ = ¢ on 02, we deduce cosa = b- &= min (1, a+2\(}3b)'
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9.2. Interactions dependent only on the distance in a bounded domain. While the framework
discussed above makes sense in the context of chemical interactions, there are other settings in which
interactions depend on the distance between particles, even in the presence of fixed boundaries (or
obstacles). This is often the case of social interactions which are facilitated by sight [11]. Another
example is the modeling of cell-cell adhesion [28], [57] by an attractive force between cells that are within
a given distance from each others and the formation of membraneless organelles in eukaryotic cells
[72, [107] (in that case, the bounded domain is the cell). In that case, we have

/ Gela =)o) dy = | Gl ~ y)ply) dy

where p is the extension of p to R? by 0. For simplicity, we focus on the hard-sphere case f = fuo,
although the soft-sphere case could be treated similarly. The energy functional then reads

[ o)) = 5o@ocla) da = = [ o) = 570G # ) do

R 2
which is the same energy as studied in Section [8] applied to p instead of p. Its I'-limit is proportional to
the (full) perimeter functional P(E). The limit ¢ — 0 of the aggregation-diffusion equation (|1.20]) then
leads to the Hele-Shaw free boundary problem ((1.19) supplemented with the contact angle condition

cosa = —1

that is @ = 7: The boundary of the domain 92 acts like an hydrophobic surface and any contact of the
free surface with the fixed boundary will be tangential.

Other contact angle conditions may be derived by taking into account the interactions of the particles
with the boundary of the domain (in the modeling of cell-cell adhesion, the fixed boundary may represent
a different species with a different inter-species adhesion strength). To illustrate this effect, we introduce
the potential 7.(x) = G¢ * Xre\q and consider the equation

edp + div (pV(Ge * p)) + ndiv (pVT.) = div (pVp), p € Dfso(p) in [0,00) x £,
(9.6) pVI[Ge xp+n1e —p]-n =0 on [0,00) x 99,
pl,0) = p5, (x) in .
The new drift term appearing in this equation models the attraction of the particles toward R%\ Q (or
repulsion if n < 0). It describes the interactions of our particles with (different) particles located outside
of Q. These interactions are assumed to be of similar nature but possibly different strength (another
classical example is that of a fluid resting on a solid surface: The fluid molecules interact with each
others as well as with the solid).
The respective strength of the interactions — the coefficient 1 — determines the contact angle condition.
This can be seen by considering the energy associated to , which reads:

1 1
_ —1 _ = _
gnﬁ(p) = / Joo (p) + 20/7 2P¢€ npT. dx.

Using the fact that 7.(z) = = — [, G y) dy, we can write

Gye(p) = /Q foolp) + 5%(1 —p) —npTe + % (Clrp — ¢e> dz

B 1 1 _
=c 1/Qfoo(p)+2¢s(1—p)dx+(2—77)6 1/ngdx.

This energy has two terms: The first term was studied for example in [78] where it was shown (for a
different kernel, but the proof extends to ([1.4) using the arguments of [86]) that it I'-converges to the
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local perimeter
1

Ag3/2
The second term yield a contribution from the boundary. When G is the Newtonian attractive kernel

(1.4), then 7. solves
(9.7) Te — €2 AT = Xpa\q-

P(E,Q).

When € is the half space {x € R?; 24 > 0}, we can solve (9.7) explicitly and find 7.(z) = ste™ 4 for

20
x4 > 0 so that 17.(2)xs,>0 converges to ﬁé(md) as € = 0 and

1
—1 n—1
€ pTe dx — 7/ pdH ).
/Q 203/2 [ 50 (=)

This convergence can be justified for general domains €2 with smooth boundary. In fact, we can show:

Proposition 9.3. Assume that Q is a bounded open set with C* boundary and take f = fo and G
gwen by (1.4). For all n € [0,1/2], the energy functional 4, . T'-converges to

1 1 /1 i

Note that the result holds for 7 € [0,1) but the proof is more delicate than the proof given below
when 1 > 1/2. This Proposition suggests that a result similar to Theorem holds for : Under
some assumptions on the convergence of the energy, the limit ¢ — 0 in leads to the Hele-Shaw free
boundary problem (with surface tension) (1.19), supplemented with the contact angle condition

cosax =2n—1

at the triple junction. We can thus have contact angles between 7 and 0 when 7 takes values between
0 and 1. When n > 1, the attraction towards the boundary dominates the dynamics and the particles
will spread over the whole boundary to maximize the contact area. A rigorous justification of this result
would require proving the convergence of the first variation of the energy (the equivalent of Proposition

)
Idea of the proof of Proposition We note that

1
/pTde:/p*GEXRd\QdSL’:/¢EXRd\QdSL’:/ —p— ¢ dx
Q Q Q 0o
and we write

1 1 1 1 1
_ -1 _ _ = -1 I _
Gne(lp) = (1—2n) /Q foo(p) + 5P~ PP dr + e 21 /Q foo(p) + 5P~ 5PPe — 5PTedT

2

where every term is non-negative. The first term is (up to a multiplicative constant) the energy ¢. and
thus I'-converges to 40#3/2(1 —2n)P(E) (when n < 1/2). The second term can be written as

iy / Foolp) + 5 7-(2)p(a) (1 — pla)) da + ¢ / [ Glo—)lots) — pla)? dody.

where the first integral is the double well-potential and the second integral is similar to the energy
studied, for example, in [1]. This energy I'-converges to 27740%/2P(E, Q). The limiting energy is thus
1
4032 403/2
which is equivalent to (9.8). O

=e'(1-2n) /IR hoo(p) + 1,6(1 — ¢)dx + s‘lzn/ﬂ foo(p) + %qbg(l —p)da
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10. CONCLUSION

In this paper, we presented a road map to investigate phase separation phenomena in biological (and
other) systems. We start from an agent-based microscopic description of attractive behavior limited
by a volume exclusion principle, accounting for the natural incompressibility of the agents. The key
takeaway is that phase separation is natural when repulsion is modeled by nonlinear diffusion with
m > 2 (soft-sphere models) or with density constraint (hard-sphere models), and when the long-range
attractive kernel is integrable. We note that the restriction m > 2, which is required for the function
h(p) defined by to be a double-well potential, is also consistent with known results on the existence
of stationary states and energy minimizers for when o > 0 (see [6] 18 81]) — the existence of such
stationary states seems necessary for our analysis which concerns the behavior of solutions of over
large time scales.

Based on recent works, we proposed a rigorous mathematical approach to derive effective models of
geometric nature which describe the evolution of the sharp interface over appropriate time scales after
aggregation occurs. In particular, the results presented here show that surface tension and contact
angle dynamics, classically associated with fluid interfaces, are natural consequences of volume-limited
aggregation. This is in agreement with many real-life observations: for instance, the liquid-like behavior
of membraneless organelles in eukaryotic cells has been well documented [16] [72].

This review leads to several important open questions. Among them is the well-posedness of the
hard-sphere microscopic model for general initial conditions and its convergence as 6 — 0 to the
macroscopic model (1.10). Solutions to can be formally obtained in the limit m — oo in the
soft-sphere model (1.6) or via a JKO type discrete scheme, but neither approaches has been made
rigorous.

Concerning the derivation of the free boundary problems, we emphasize once more that all stated
rigorous results are conditional, which require an assumption on the energy convergence. Obtaining non-
conditional convergence results remains out of reach, not only in the context of the problems discussed
in this review, but for related free boundary problems as well. Last but not least, these conditional
results have been proved only for the particular kernel GG, solution of . On the other hand, the I'-
convergence of the energies _Z. and ¢, has been proved for very general G. Thus we may conjecture that
these conditional results can hold for a large class of non-negative integrable kernels. Further potential
generalizations of our analysis also include the derivation of two-phase free boundary problems, either
by considering pressure function f for which the two wells of the function h are both positive (leading
to a Mullins-Sekerka free boundary problem), or for multi-species models such as those proposed in [57].

APPENDIX A. FROM MICRO TO MACRO: CONVERGENCE § — 0

Proof of Theorem[3.3. The continuity equation and imply that p? is bounded in C'/2([0, T]; P2 (R%)).
It follows from a refined version of Ascoli-Arzela theorem, as in [31l Proposition 4.1], that there exists a
subsequence such that p?(t) narrowly converge to some function p(t) (uniformly in t).

Since K is supported in Bj, we have K * ¢ — ¢ uniformly for any uniformly continuous function
. Using the bound on the second moment , we can then show that Ks * p°(t) converges narrowly
to p(t).

We also note that implies that p’ * K; is bounded in L>(0,T; L™(R%)) and thus also in
L>(0,T; L?(R%)). Furthermore, using the fact that ¢° = G x p% solves o¢? — nA@°® = p°, we see that ¢’
and Ks x ¢° are bounded in L>(0,T; H'(R?)).

However, this convergence is not enough to pass to the limit in the equation and the main idea in [31]
is to rewrite the limiting equation (when f is given by (1.2)) as

(A.1) Op = —div (pVG x p) +2V - (pFVp?)
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and to adjust, in a similar way, the weak formulation of the regularized equation (1.6). Indeed, given a
test function 1 € C°([0,T] x RY), a straightforward computation with integration by parts yields

/w(Tz)dp (T, ) /wad,om —A /&ngdptx)

=/ /V(K(;*K(;*qﬁ‘s)-depé(t,x)dt—L/ /VKg*Kg*p) Lo dpd (t, ) dt
0

m—1

T T

= / /V(K(; % %) - [Ks + (p° V)] — m/ /(K5 % pPP)" 2V (K5 % p°) - [Ks + (p° V)]
0 0

=/ /(Ké*p5>V(Ka*¢>5)-w—2/ /(Ka*p%%wm*p&)% vy

//vmw //K5>kp V(Ks*p°)% - E°.

The error term in comes from the commutation between convolution and multiplication, i.e.
Eo(x) := [Ks * (p5V1/J)](x) — (K5 * p°)Vip(x). We will see that this error term vanishes in the limit.
Passing to the limit in the second term of (which has the same structure as ) requires the
following convergences:

m
2

(Ks+p°)% — p%, (strong) in L},, and V(Ks=* p°)% = Vp%, (weak)in L7,

This weak-strong convergence pair is proved by considering the evolution of [ p°log p°. Indeed, since
&lpin] < 400 and plogp < p™ for m > 1, we see that [ pi, log pin < +0o. Formally (these steps can
be made rigorous by using the piecewise constant interpolation given by the JKO scheme as in [31]), by
differentiating [ p° log p° in time we get:

2 [t m ¢
[Pz ta) - [togpn == [ [ 1905 H P+ [ [ 0050 Vs 10
0 0

where

/()7V(K5*¢5)«VK5*p5 // (K5 +¢°) Ky * p° 7*f//(K5*¢6)K5*p 4= //IK(s*p\z

and so

2 [ my o [ I
/p‘s(t,x)logp‘s(tyx)JrE// V(Ksxp®)* |2+;//(K5*¢5)K5*p‘;:/mengiﬁ;//\Ka*p‘;\Z-
0 0 0

|
We recall (see [31, Remark 4.2]) that the entropy is bounded below by the second moment as follows:

1
[ 7 t.)tog s’ t.0) = ~drog(em) — 5 [ faPs?

and since m > 2, we have

//|K5*p| <C/ /Kg*p +|K5*p‘md$

< C(1+ &lpw)) t.

This implies that the sequence (Ks*p°)% is bounded in L?(0, T; H'(R?)) uniformly in § > 0. Proceeding
as in [31, Proposition 4.3] (using a refined version of the Aubin-Lions Lemma [127, Theorem 2]) we can
then show that up to another subsequence we have

Ksp’ = p in L™([0,T] x RY),  V(Ks*p°)% — Vp? in L2([0,T] x RY).
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We already mentioned that Ks % ¢° was bounded in L>(0,T; H'(R%)), which implies

V(K5 * ¢°) = V¢ in L*([0,T] x RY).
Finally, (see [31, Lemma 5.1]) we have that E°(¢,z) converges to zero in L™([0,T] x R%). These conver-
gences are enough to show that (A.3) vanishes as § — 0 and to pass to the limit in (A.2). O

APPENDIX B. CONVERGENCE RESULTS FOR THE STEFAN PROBLEM

Proof of Proposition[7.1. We have Z.[p°] > _#*[p°] and the functional #* is convex and thus lower
semicontinuous with respect to the weak topology. The liminf property follows.

To prove the limsup property, we will simply use the fact that ¢#. can be bounded by some Allen-Cahn
functional for which the I" convergence has been proved elsewhere. Indeed, we can write

J[ Gl s ety = [ Glpty+2) - ot sy

2

where

lo(y +2) — py)|* = /0 Vply +tz) - zdt

1
< [ 190ty + )P a =P
0
We deduce

// (2~ 9)[p(x) — ply 1dwdy</ /Aded|Z|G()|VP(y+tz)| dz dy dt
< [ [ ke [ ol ayaza
<e [ EPGE)d: [ ow)P

Sl < [ ) de D [ Vi) da

for some constant D. The functional in the right hand side is an Allen-Cahn functional for which the T'
convergence is proved, for example in [9]. Any recovery sequence for this functional will be a recovery
sequence for fZ.. O

We thus have

Proof of Theorem[7.2. The first part of the proof is classical (See for instance [104, Proposition 4.2] we
recall the main steps here: We note that p° solves (6.3) with

Help®(t)] +/0 /Rd Pl P dzdt < 7Z:[p5,],  sup |z|?p°(t) dz < C(T).

te[0,T] J R4
We have in particular (see [5])
1/2

T
dw<pf<t>,p€<s>>s</0 /dew“dxdt> (t - )12

so p° is bounded in C'/2([0, T]; P2(R?)). Together with the bound on the second moment, this implies
that there exists a subsequence p*» such that p*~ (t) narrowly converges to p(t) locally uniformly in ¢ (see
for example [19, Proposition 4.1]). In addition, the fact that m > 2 together with the bound on the energy
implies that p° is bounded in L>(0, oo; L?(R?)) and so j° = p°v° is bounded in L?(0, o0; L*/3(R%)). Up
to another subsequence, we can thus assume that j¢ converges to j (weakly) and a classical argument
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implies that j = pv for some v € L%(dp(t)) (see for example [86, Proposition 4.1]). We can pass to the
limit in the continuity equation to show that p, v satisfy the continuity equation

Op + div (pv) = 0.

To complete the proof, we will use the assumption of convergence of the energy (7.3 to pass to the
limit in the momentum equation. First, since h(p®) > h**(p®) > 0 and

T T
liminf/ / h**(pg)dxdtz/ / h**(p) dzx dt
=20 Jo Jre 0 Jre

(by the convexity of A**) and since § [[ga, ga Ge(x —y)[p(x) — p(y)]* dz dy > 0, we see that (7.3) implies
that

T T
(B.1) / h(p*™ ) dx dt — / / h**(p)p dz dt for any ¢ € L,
0 JR 0 JR
(B.2) B(p) = h**(p) > 0 in LX(0,T) x RY),
T
(B.3) [ Gela=ulo () = o )P dedyat 0.
0 R4 x R4
We now write the weak formulation of the momentum equation, using the fact that v = —Vh/(p®) +

VB, (p°) (see (6.3)):

[ sasan [ [ S+ mlpe o
(B.4) =/OT /Rd[psnh’(pe") —h(psn)]divgdxdt—/OT /Rd VB, [p] - € du dt.

We will complete the proof of the theorem by passing to the limit in (B.4) thanks to the following
Lemma:

Lemma B.1. Assume (B.1), (B.2), and (B.3)). Then:
For all £ € C((0,00) x R* R?), there holds

n— oo

T
(B.5) i / / p"V B, [p™] - Edudt = 0.
0 R4

For all £ € C2°((0,00) x R4 RY), there exists a subsequence €, such that

(B.6) lim /OT /Rd [pE%h’(pEL) - h(pe'n,)} divédadt = /OT /Rd [oh™'(p) — h™* (p)] div € dz dt.

n—oo

This lemma implies (for a given ¢ € C°((0,00) x R4;R9)) and with the corresponding subsequence

such that holds)

T T T
/ / pv-Edrdt = lim/ / peévfi»-gdxdtz/ / [ph**' (p) — W**(p)] div € da dt
0 JRrd n—=o0 Jo JRre 0 JRd

and since this holds for all £ € C2°((0, 00) x RY; R%), the theorem follows. O

It remains now to prove the above lemma.
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Proof of Lemma[B.1. In order to prove (B.5), we use the same computation used in [106] [86]: Recalling
that ¢° = G. * p solves 0¢° — 2A¢° = p, we can write:

B7) 5 / i A . Gela = lola) = o) drdy
[ [l o
o[ [ oo e [l [fome]
:U/OT//WXW |:ip—¢>€:2 da:dy+52/0T//RdXRd|V¢6|2dxdy

and

/ T/R VB €dadt = [ T/R PVl o] Cdrdt
-/ T/R =06Vl — o7 cdndr s [ T/R 0656, — o] Edady
= g/OT/Rd[sbg — o 1 2div Eda dt + €2 /OT/Rd -V Ap. - € dxdt

T
= g// [pe — o pf]2div & da dt
2 0 R4

1o |Ve.|?
+a2// divé 4+ DE : Ve @ Vo + ¢V - AE da dt,
0 JRd

2
which together imply

T T
| Bl cdndt] < aivelos [ ] (oo -t do
0 Rd 0 JRrd

T
+ O Del)e? [ (90 i+ CAg]

T
<c© ( L L G = @) = Py + ) .
Thus yields .

We now turn to the proof of (B.6). Given & € C2°((0,00) x R R?), we fix @ = (0,T) x Bg such that
Supp ¢ € @ and we introduce the measurable sets

E={h"*(p)=01nQ, F={h"(p)>0}NQ.

First we claim that there exists a subsequence ¢/, such that

(B.8) lim // {p%h’(pfiz) - h(pail)} div € da dt — 0.
E

n—oo

Indeed, using (B.1), we get h(p) — 0 a.e. in E (for some subsequence). Furthermore, for any § > 0,
there exists Cs such that |ph’(p) — h(p)| < § + Csh(p) (this is because the function in the left hand side
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vanishes when p = 0 or € which are the only zeroes of h and the two functions have the same growth at

. We deduce
limsup [[ |pok (o) — hufﬁ)kﬁvﬂdmdtﬁ”dh{ﬂLwlhnmn{/ §+Csh(p™) d dt < ||div &L~ |Q|0
n—00 n—00 E

and ( - ) follows by taking § — 0.

Next, we will prove that the strict convexity if A** in {h**(s) > 0} implies the strong convergence of
p° to pin F. We define w® = max{p®, 8}, which only takes values in the set where p — h**(p) is strictly
convex. Since w®" and p» are bounded in L?(Q), they both have some weak limit w and p (up to some
subsequence). And since w®" > p°», we have w > p. Furthermore, we have

B (W) = B (o) < h(p"™)
(the first equality holds since h**(p) = 0 when p < ) and the convexity of A** implies

/ M (w) < liminf/ R (won) < limsup/ h**(weln) < limsup/ h(p*) :/ h**(p) §/ h (w)
Q Q Q Q Q Q

where we used the assumption of convergence of the energy (7.3)). We deduce that we have equality in

all these inequalities. In particular
ng/wmwz/mwo
Q Q

/Q B (p) = /Q B (w).

The first equality and strict convexity of h** in the set of values of wen (t, ) implies that wen converges
strongly (and a.e.) to w. The second equality (together with the fact that w > p and the strict
monotonicity of h** in (,00)) implies that p = w in F. Finally, since w®» > p®», we have

/|w”—p"\—/w"—p —>/w p=0

and so p» converges to w = p in LY(F) and a.e. (up to yet another subsequence). Together with (B.8]),

this implies . O
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