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Abstract
Technology mapping involves mapping logical circuits to a library
of cells. Traditionally, the full technology library is used, leading to
a large search space and potential overhead. Motivated by randomly
sampled technology mapping case studies, we propose MapTune
framework that addresses this challenge by utilizing reinforcement
learning to make design-speci�c choices during cell selection. By
learning from the environment, MapTune re�nes the cell selec-
tion process, resulting in a reduced search space and potentially
improved mapping quality.

The e�ectiveness of MapTune is evaluated on a wide range of
benchmarks, di�erent technology libraries and technology map-
pers. The experimental results demonstrate that MapTune achieves
highermapping accuracy and reducing delay/area across diverse cir-
cuit designs, technology libraries and mappers. The paper also dis-
cusses the Pareto-Optimal exploration and con�rms the perpetual
delay-area trade-o�. Conducted on benchmark suites ISCAS 85/89,
ITC/ISCAS 99, VTR8.0 and EPFL benchmarks, the post-technology
mapping and post-sizing quality-of-results (QoR) have been sig-
ni�cantly improved, with average Area-Delay Product (ADP) im-
provement of 22.54% among all di�erent exploration settings in
MapTune. The improvements are consistently remained for four
di�erent technologies (7nm, 45nm, 130nm, and 180 nm) and two
di�erent mappers.

1 Introduction
Targeted specialization of functionality in hardware has become ar-
guably the best means for enabling improved compute performance
and energy e�ciency. However, as the complexity of modern hard-
ware systems explodes, fast and e�ective hardware explorations
are hard to achieve due to the lack of guarantee in the existing in
electronic design automation (EDA) tool�ow. Several major lim-
itations prevent practical hardware explorations [1–3]. First, as
the hardware design and technology advance, the design space of
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modern EDA tools has increased dramatically. Besides, evaluating
a given design point is extremely time-consuming, such that only a
very small sub-space of the large design space can be explored. Last
but not least, while the initialization of design space exploration is
important for the �nal convergence, it is di�cult to initialize the
search for unseen designs e�ectively.

Recent years have seen increasing employment of decision in-
telligence in EDA, which aims to reduce the manual e�orts and
boost the design closure process in modern tool�ows [1, 2, 4–12].
For example, various of machine learning (ML) techniques have
been used to automatically con�gure the tool con�gurations of in-
dustrial FPGA tool�ow [1, 4, 5, 13–15] and ASIC tool�ow [2, 7? –9].
These works focus on end-to-end tool parameter space exploration,
which are guided by ML models trained based on either o�ine [2]
or online datasets [1, 4]. Moreover, exploring the sequence of syn-
thesis transformations (also called synthesis �ow) in EDA has been
studied in an iterative training-exploration fashion through Convo-
lutional Neural Networks (CNNs) [8] and reinforcement learning
[9]. While the design quality is very sensitive to the sequence of
transformations [8], these approaches are able to learn a sequen-
tial decision making strategy to achieve better quality-of-results
[8, 9]. Moreover, [15, 16] demonstrate the e�ectiveness of light-
weight Multi-Arm Bandit (MAB) models in identifying the optimal
synthesis �ow and it achieves a balance between exploring and
exploiting arms through multiple trials to maximize overall payo�s.
In addition, neural network based image classi�cation and image
construction techniques have been leveraged in placement and
route (PnR), in order to accelerate design closure in the physical
design stage [17–23]. As the design of digital circuits continues to
grow in complexity, technology mapping process faces an increas-
ingly large search space due to the vast number of cells contained in
modern technology libraries. Utilizing the entire technology library
as an input for technology mapping can result in excessive runtime
and sub-optimal results, which has been demonstrated with our
comprehensive case studies using 7nm ASAP library [24–26].

To address this issue, we argue that carefully calibrated partial
technology libraries that contain a subset of cells have been pro-
posed to mitigate the search space and reduce runtime. However,
the selection of an optimal subset of cells requires signi�cant ex-
pertise and experience to carefully consider the design goals, target
technology, and characteristics of each cell. This process is known
as cell selection and represents a signi�cant challenge for EDA
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research. In addition, the optimal selection of cells process could
result in a new area-delay trade-o�. Thus, identifying whether
there exists new performance Pareto frontier from the technology
mapping during the exploration stage is of great interest.

Thus, this paper presents a novel Reinforcement Learning guided
sampling framework to explore the design space of partially se-
lected technology library in optimizing and exploring the technol-
ogy mapping performance, without changing the mapping algo-
rithms, namely MapTune. The main contributions of this work are
summarized as follows:

• We present a comprehensive case study utilizing the 7nm ASAP
library [24] to showcase the performance implications of various
partially random-sampled libraries. Our study reveals substantial
variations in delay (up to 40%) and area (up to 60%) across selected
designs.

• In this paper, we introduce a novel cell selection framework, Map-
Tune, based on Multi-Armed Bandit (MAB) and Q-Learning, seam-
lessly integrated within the ABC framework [27]. This framework
facilitates e�ective library tuning for technologymapping, wherein
timing evaluations are performed during the post-sizing stage us-
ing Static Timing Analysis (STA) techniques.

• We evaluate MapTune framework using designs from �ve distinct
benchmark suites: ISCAS 85/89 [28], ITC/ISCAS 99 [29], VTR8.0
[30], and EPFL benchmarks [31] mapped on four di�erent libraries:
7nm ASAP library [24], FreePDK45 45nm libary [32], SKYWATER
130nm library [33], GlobalFoundries 180nm MCU library [34]. The
results demonstrate average Area-Dealy Product (ADP) improve-
ments of 22.54% by solely tuning the libraries.

• MapTune will be released as open-source project in the integra-
tion of ABC [27] framework at https://github.com/Yu-Maryland/
MapTune.

2 Background
2.1 Technology Mapping and Library
Technology mapping is a critical phase in the logic synthesis pro-
cess, converting high-level circuit descriptions, such as those at the
Register Transfer Level (RTL), into technology-speci�c gate-level
netlists, particularly for Application-Speci�c Integrated Circuits
(ASIC) designs. It involves selecting appropriate cells from an EDA
library to realize a circuit in a chosen technology, e�ectively bridg-
ing high-level design with physical implementation. This step not
only follows logic optimization but is also essential for optimizing
Power, Performance, and Area (PPA), signi�cantly in�uencing the
cost, performance, and manufacturability of a circuit by determin-
ing the optimal gates and their interconnections.

Various algorithms have been developed to address the tech-
nology mapping problem, crucial in logic synthesis for ASIC de-
sign. These include tree-based approaches [35, 36], which focus on
mapping trees or sub-trees to speci�c gates, and Directed Acyclic
Graph (DAG)-based methods [37–39] that consider the entire cir-
cuit topology for enhanced optimization. Additionally, genetic al-
gorithms [40], inspired by natural selection, use a population of
solutions evolved over time to �nd optimal or near-optimal con�g-
urations for technology mapping. Recently, ML approaches have
also been involved in improving the technology mapping process,
either by correlating the technology-independent representation

to technology-dependent PPAs (prediction models) [25, 41], or by
directly optimizing the technology mapping algorithms [26]. These
techniques aim to optimize PPA by minimizing gate count and in-
terconnections, reducing power consumption, and meeting timing
constraints. Thus, technology mapping is essential for producing
e�cient, cost-e�ective, and high-performance circuits in modern
electronic systems.

Technology libraries are critical for technology mapping, as they
provide prede�ned gates and components optimized for speci�c
fabrication processes. Consequently, signi�cant e�orts have been
made to optimize or generate standard cell libraries to improve the
PPAs in the design �ow [42]. However, there has been no e�ort to
analyze the impact of these libraries on the technology mapping
procedure. Speci�cally, in this work, we observe and demonstrate
a counter-intuitive �nding: a partially selected set of cells from the
full technology library might signi�cantly improve the technology
mapping PPAs. The main intuition behind this is that the complexity
and algorithmic space of technology mapping algorithms increase
as the number of cells in the libraries increase, while most practi-
cal technology mappers in academic and industrial tool�ows are
heavily heuristic-based. Our comprehensive case studies in Section
3 will �rst discuss the impact of speci�c cell selection within a
full library on the technology mapping PPA results using the ABC
framework.

2.2 Learning-based techniques in EDA
Learning-based techniques have foundwidespread application across
various aspects of the EDA area, including synthesis, placement and
routing, and design space exploration for di�erent design stages.
Numerous studies have achieved substantial success in addressing
placement problems using reinforcement learning [20, 43–45]. Ad-
ditionally, various studies such as [46], [47], [48], have explored
di�erent learning techniques, including Convolutional Neural Net-
works (CNN) and Generative Adversarial Networks (GAN), during
the routing phase. Another notable application is Design Space
Exploration (DSE) for logic synthesis. The optimization of quality-
of-results (QoR) in logic synthesis often requires extensive tuning
runtime, making e�cient DSE a challenging task due to the expo-
nential number of potential design permutations. In response to
this challenge, [44, 49] have applied GAN and CNN techniques to
automate design space exploration and synthesis design �ow.

3 MapTune Case Studies
Technology mapping plays a crucial role in the logic synthesis
process within the domain of EDA. An excessively large technology
mapping library can impose signi�cant pressure on the exploration
of design space and make the search for optimal gate selection
challenging. Therefore, reducing the library size in a reasonable
manner presents opportunities for optimizing technology mapping.
Thus, to explore the impact of library sampling size on technology
mapping performance, we conduct a comprehensive case study that
involves random sampling from the 7nm ASAP library [24].

In particular, we use the complete 7nm ASAP technology library
with 161 cells as the baseline. This baseline approach represents the
conventional method that is widely employed in the industry. Then,
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we randomly sample the technology library space using three di�er-
ent sampling ranges: 1) 75 – 100 cells, 2) 100 – 125 cells, and 3) 125
– 150 cells, denoted as Sampling 1, Sampling 2, Sampling 3 in Figure
1, respectively. Note that all tests with di�erent random-sampled
partial libraries are conducted on synthesis framework ABC [50]
with mapping, gate sizing, and STA timing analysis commands1.
The case study results are presented in Figure 1.

By undertaking this case study, we aimed to investigate opti-
mization opportunities through various library sampling sizes. Our
analysis primarily focused on design-speci�c scenarios, aiming at
providing valuable insights into the selection of an appropriate
sampling size for e�cient technology mapping. Based on the exper-
imental results summarized in Figure 1, three critical observations
have been summarized as follows:

Observation 1 – The sampled partial libraries has signif-
icant impacts on QoR in the post-sizing stage. It is evident
that the results of the baseline, indicated by the red star, fall within
the distribution range of QoR obtained from the sampled partial
libraries. Consider design s13207 illustrated in Figure 1a as an
example. In terms of area, ⇠30% of the results from the sampled
libraries tend to outperform the baseline, while in terms of de-
lay, ⇠60% exhibit better performance. By reducing the number of
available components, technology mapping can focus on a re�ned
library of cells that aligns precisely with the speci�c design re-
quirements. This approach has demonstrated promising results,
facilitating �ne-grained optimizations and improved performance.

Observation 2 – QoR distributions vary signi�cantly with
di�erent sampling sizes. We discover that larger sampling sizes
tend to generate more clustered results, while smaller sampling
sizes reveal greater potential for optimization. Consider design
c2670 illustrated in Figure 1b. The results obtained from the three
di�erent sampling sizes exhibits various improvements in both
delay and area optimization compared to the baseline. Notably,
the smallest sampling range (75 - 100 cells), represented by the
blue dots, reveals a wider distribution of QoR than the two larger
sampling sizes. This disparity suggests that certain componentsmay
be underutilized when larger sampling sizes are employed, thereby
missing out on the opportunity to achieve better quality-of-results.
This observation provides us with insight into the importance of
reaching a balance between exploitation and exploration, which is
a key consideration in developing our framework.

Observation 3 – Technologymapping on partially sampled
libraries likely outperforms the baseline but not for all de-
signs. From the two aforementioned observations, we can draw
an initial conclusion that partially sampled libraries for technology
mapping are likely to achieve better results compared to using the
full library. However, it is important to note that there are excep-
tions that contradict this conclusion. For example, when examining
design b20 in Figure 1c, we observe that the baseline point falls
within the lower left corner of the range of results obtained from
the three sampled libraries. This suggests that narrowing down
the library size for this speci�c design does not entirely bene�t
technology mapping. Additionally, we must consider another po-
tential drawback of smaller sampling sizes: while smaller sizes o�er

1read library.lib;map;topo;upsize;dnsize;stime

greater potential for improved results, there is a risk of failed map-
ping due to the reduced number of available components, which
limits the ability to �nd a suitable mapping solution for certain
designs. Therefore, it is crucial to carefully evaluate the trade-o�
between optimization objectives and the probability of successful
mapping when determining the appropriate sampling size.

Through this case study, we have highlighted the impact of
partially sampled library on the the potential for achieving better
results, and the trade-o� between optimization and successful map-
ping. Our observations underscore the importance of tuning the
technology mapping library to meet design-speci�c requirements.
Furthermore, this study motivates us to explore a new framework
to address this speci�c problem iteratively by leveraging learning-
based techniques to hold promise for advancing technology map-
ping in design-speci�c applications.

4 Approach
Table 1: Notations of MapTune formulation.

Notation Description
L Set of all cell variants in the Library �le
N Number of cells variants in the Library �le
A Action space with a discrete and �nite set of actions
08 Action that select cell variant 8
S A state indicates which actions have been taken/which cell variants have been chosen

�⇡%S Normalized Area-Delay Product under current state S
?08 Probability of cell variant 8 minimizing Area-Delay Product

4.1 Formulation of MapTune
An overview of the MapTune framework is shown in Figure 2.
MapTune is dedicated to addressing a cell selection problem with
a pool of N candidates, denoted as L (LibSet). Each candidate in
L is associated with two performance metrics: ⇡4;0~ and �A40.
In this work, we use the Area-Delay Product (�⇡% ) as a single
metric to assess overall circuit e�ciency. By de�nition, �⇡% =
⇡4;0~ ⇥�A40. In each decision iteration, a subset of = candidates is
selected from L, forming a potential solution. Each candidate 8 2 L
corresponds to a binary decision variable (8 2 {0, 1}. A solution
is then represented by a multi-hot encoded vector S 2 {0, 1}N ,
where S = [(0, (1, . . . , (N�1] and

ÕN�1
8=0 (8 = =. Each distinct S

represents a unique combination of candidates, each associated
with a speci�c reward.

Here are the essential model formulation con�gurations:
Action Space: The action space A consists of a discrete and

�nite set of actions, where each action corresponds to selecting a
speci�c cell to form a subset of cells from the technology library,
subsequently utilized for the technology mapping of a design. The
cardinality of this action space is equal to N , denoting the total
number of unique cells in the initial technology library. Here, we
de�ne each action as 08 : (8 = 1, 8 2 [0,N � 1],08 2 A, where
taking action 08 means selecting cell 8 from the original library.

State: During each iteration of forming a subset of cells from
the original library with all candidate cells, the state S represents
the current data collection condition, where S = [(0, (1, . . . , (N�1].
And when

ÕN�1
8=0 (8 = =, where = is the required subset size, it

refers to a complete state.
Reward: The reward function corresponds to the cell selections

made by the agent. It is de�ned asRS = ��⇡%S = �
⇣

⇡S
⇡⌫0B4

· �S
�⌫0B4

⌘
,
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(a) s13207 (b) c2670 (c) b20

Figure 1: Technology mapping results of selected designs: Baseline: All 161 cells of ASAP7 library; Sampling 1: Randomly
sampling 75 - 100 cells; Sampling 2: Randomly sampling 100 - 125 cells; Sampling 3: Randomly sampling 125 - 150 cells.

where⇡S and�S are the metrics derived from the technology map-
ping of the design using the selected subset of cells indicated at
state S. The terms ⇡⌫0B4 and �⌫0B4 represent the baseline metrics,
established using all the cells in the original library for technology
mapping. In this case, �⇡%S is a product of normalized ⇡S and
�S . The negative function is employed to invert the metric, encour-
aging maximizing the reward by minimizing �⇡% , thus optimizing
both metrics concurrently.

Formally, we de�ne the probability vector as p = [?00 , ?01 , . . . ,
?0N�1 ]. The probability ?08 is de�ned as the likelihood of
selecting cell 8 for the sampled library can maximize the
reward. These vectors are updated at each decision epoch based
on the observed performance metric, i.e., �⇡% . The objective is to
iteratively re�ne p such that the probability of selecting candidates
that lead to minimizing �⇡% is maximized.

4.2 Implementation
In the realm of Reinforcement Learning, we choose two direc-
tions to formulate the MapTune Framework: Multi-Armed Bandit
(MapTune-MAB) and Q-Learning (MapTune-Q). More speci�cally,
our prominent MapTune-MAB algorithms are with n-greedy strat-
egy [51] and Upper Con�dence Bound strategy [52], denoted as
MapTune-n and MapTune-UCB, respectively. For MapTune-Q meth-
ods, we implement and compare both the Deep Q-Network (DQN)
[53] and the Double Deep Q-Network (DDQN) [54].

4.2.1 MapTune-MAB As for the bandit problem settings, we refer
to each cell 8 2 L in the library as an arm 8 , during each iteration,
if an action 08 is taken, this means arm 8 is selected for this action.

MapTune-n Agent. The MapTune-n agent utilizes n-greedy to
balance exploration and exploitation via a parameter n 2 [0, 1].
This parameter dictates the probability of random action selection
(exploration) vs. choosing the action with the highest probability
leads to higher reward based on historical data (exploitation). For-
mally, the agent selects action 08 2 A according to the following
rule:

08 =
⇢

argmax08 2A ?08 with parameter 1 � n
a random selection 08 2 A with parameter n

MapTune-UCB Agent. The MapTune-UCB agent integrates a
con�dence interval around the reward estimates based on historical

trial data to tackle the similar exploration-exploitation problem
e�ectively. Action selection is governed by the following formula:

08 = argmax
08 2A

(?08 + 2
s

log(C)
=08

) (1)

where C is the current iteration, =08 is the number of times that
action 08 is taken during C iterations , 2 is the coe�cient that mod-
ulates the extent of exploration.

Note that, for both MapTune-n and MapTune-UCB agents, the
probability vector p are updated as following:

?08 (C + 1) = ?08 (C)=08 (C) + RS (C)
=0 (C)

(2)

where ?0 (C) is the probability of action 08 at iteration C , =08 (C) is
the number of times that action 08 is taken during C iterations. In
this context, the probability of taking action 08 leads to minimizing
�⇡% is an average of the obtained reward during the data trial
process. Note that, we ensure every time when updating ?08 for
the next iteration (C + 1) at state S(C), a required number of arms
has been selected, so that the reward RS is in�uencing a subset of
arms during each iteration.

4.2.2 MapTune-Q Following the same action space, state and re-
ward setup, we can implement MapTune-Q Agent similarly. Instead
of in�uencing the probability of action decision directly from the
observed reward, our prominent MapTune-Q methods facilitate the
DQN to approximate the optimal state-action value function with
the associated reward. Both MapTune-DQN Agent and MapTune-
DDQN Agent are implemented as following by adapting the same
environment settings:

MapTune-DQN Agent.Given a state vector S and action 08 as
the input of the DQN, the model will predict a Q-value& (S,08 ). To
keep the consistency, we use the same probability ?08 = & (S,08 ) to
refer to the predicted Q-value of the taken action 08 . The model also
derives a target Q-value, denoted as ?C0A

08
through Bellman equation

as follows:
?C0A08 = R + W max

08
?08 (3)

where R is the current reward introduced by taking action 08 , and
W is the discount factor to emphasize the signi�cance of the future
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Figure 2: MapTune Framework Overview. Termination is
based on the user-de�ned number of iterations for ? update.

rewards. Note that, only after a certain number of actions have been
taken reaches the required selection size, the R will be re�ected as
the actual ��⇡% as aforementioned.

During each iteration, we use the DQN by parameter \ to calcu-
late the Q-function and choose the action with the highest proba-
bility (i.e., ?08 ) leads to maximizing the reward. For the trainable
parameters of DQN, we use Mean Squared Error (MSE) as the loss
function to calculate between the predicted Q-value (?08 ) and target
Q-value (?C0A

08
), then through backward propagation, the network

parameters are updated hence a�ecting further probabilities of
chosen actions. It can de�ned as follows:

!\ = "(⇢ (?08 , ?C0A08 ) (4)

MapTune-DDQN Agent. To mitigate the overestimation bias
in the DQN due to the maximization step in the Bellman Equation
3, we use DDQN to optimize this process. DDQN incorporates addi-
tional network, the target DQN (&C0A64C ), which mirrors the online
DQN (&>=;8=4 ) in terms of number and con�gurations of layers
but with only periodically updated weights. When taking a state S
and action 08 , both &C0A64C and &>=;8=4 will produce a Q-value de-
noted as, ?08 = &>=;8=4 (S,08 ) and ?008 = &C0A64C (S, argmax08 ?08 ),
respectively. Consequently, we calculate the target Q-value ?C0A

08
as

following:
?C0A08 = R + W?008 (5)

While &>=;8=4 update the parameters using the same settings as
in MapTune-DQN Agent, the weight update of &C0A64C is under a
soft update rule as follows:

\C0A64C  g\>=;8=4 + (1 � g)\C0A64C (6)

where g is a small coe�cient that controls the rate of the update
hence stabilizing the learning process.

5 Results
We demonstrate the proposed approach on designs from �ve bench-
mark suites: ISCAS 85, ISCAS 89, ITC/ISCAS 99, VTR8.0 and EPFL
benchmarks, to evaluate the performance of MapTune after technol-
ogy mapping and gate sizing are performed. Speci�cally, MapTune
explores the technology libraries and evaluates it by mapping on
the library using ABC with the same command as in Section 3.
Note that, by default, the ABC built-in map command is a Delay-
driven mapper. To provide more robustness to this work, we also
use map -a command in ABC which is an Area-driven mapper by

default for experiments. All experiments are conducted with an
Intel®Xeon®Gold 6418H CPU and NVIDIA RTX™A6000 GPU. We
evaluate the mapped results with di�erent sampling sizes in Map-
Tune, which searches for the best achievable results. Through the
observed results, we evaluate the design space exploration using
MapTune, which aims to search for Pareto Frontier in area-delay
trade-o�s. All experiments are conducted with the 7nm ASAP li-
brary [24], FreePDK45 45nm libary [32], SKYWATER 130nm library
[33], GlobalFoundries 180nm MCU library [34]. For simplicity, we
will refer to them as ASAP7, NAN45, SKY130, and GF180 respectively.

All results presented in this section are conducted with MapTune
framework given a one-hour timeout constraint. All MapTune-MAB
and MapTune-Q methods are implemented with a batch size of
10. Following the approach used in the motivating case studies,
MapTune is evaluated by �xing its sampling size range over the
same technology library among di�erent optimization methods. To
ensure a fair comparison, sampling sizes are set as follows: 1) 45 -
135 cells; 2) 35 - 75 cells; 3) 220 - 310 cells; and 4) 40 - 130 cells for
ASAP7, NAN45, SKY130, and GF180 library, respectively, with a step
size of 10 within the sampling range.

5.1 Technology Mapping Results
Due to the variations of the proposed approaches, we structure
the experimental results to answer the three following research
questions (RQ):
RQ1: How e�ective is MapTune in optimizing ADP?
MapTune shows a stable convergence rate regardless of meth-
ods/designs. In Section 4, we employ Normalized �⇡% as a single
metric to guide our MapTune framework. Here, we compare the
normalized �⇡% optimization trends across selected designs and
methods. Due to page limits, we choose nine representative designs
mapped on ASAP7 library with Delay-driven mapper, as depicted
in Figure 3. We focus on the �rst 1200 seconds time span to empha-
size the rapid convergence rates of the di�erent methods within
MapTune.

As illustrated in Figure 3, across nine selected designs, various
MapTune methods are able to converge to a lower achivable �⇡%
within the given optimization time span. Take design bar in Figure
3b as an example, all four MapTune methods can achieve at least
⇠15% ADP reduction within 300 seconds, while MapTune-UCB can
obtain an over 20% ADP reduction in the �rst 15 seconds which is
signi�cantly rapid.

Despite the rapid convergence feature among various methods
and their variational settings, we do notice MapTune-MABmethods
show a slight superiority than MapTune-Q methods in terms of
general convergence rates and lowest achievable�⇡% . For instance,
for design c880 as shown in Figure 3e, MapTune-n converges to
the lowest �⇡% within 160 seconds, while MapTune-DDQN even-
tually achieves a ⇠5% higher �⇡% despite a similar convergence
time. MapTune-DQN converges to a similar �⇡% as of MapTune-n
however su�ers more than 5⇥ convergence time.
RQ2: Are MapTune adaptive to di�erent technologies?
MapTune is e�ective regardless of various technology li-
braries. In Figure 4, we showcase the �nal converged �⇡% for
eight selected designs on four libraries tuned by MapTune. Note
that, in this �gure, we choose the one with the best �nal converged
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(a) b14 (b) bar (c) c1238

(d) c1355 (e) c880 (f) ode

(g) s35932 (h) s838a (i) sin

Figure 3: Comparison of ADP convergence rates of nine selected designs mapped on ASAP7 library tuned by various MapTune-
MAB and MapTune-Q methods with ABC Delay-driven mapper. Baselines (constant one) are collected with the original
technology library. *The lower the better.

�⇡% within MapTune-MAB and MapTune-Q methods respectively,
denoted as Best MAB and Best QL.

As shown in Figure 4, for the same design mapped on di�er-
ent technologies, MapTune achieves at least a 4% �⇡% reduction
(as shown in Figure 4a, design b14 mapped on GF180 tuned by
MapTune-MAB with Delay-driven mapper) over the baseline (i.e.,
all cells retained in the original library, depicted by the red dashed
line). More speci�cally, for design s838a mapped on various tech-
nology libraries tuned by MapTune, an average of 36% �⇡% reduc-
tion can be obtained. This highlights e�ectiveness of MapTune on
diverse technology libraries.
RQ3: How e�ective is MapTune regarding di�erent technol-
ogy mappers?
MapTune is e�ective regardless of di�erent technology map-
pers. Besides various technology libraries are compared in Figure
4, both ABC built-in Delay-driven and Area-driven mappers are
also evaluated for MapTune framework. For the eight selected de-
signs with both mappers on di�erent technology libraries tuned by
MapTune, the �nal converged ADP are all brought to a lower level
comparing to the baseline. For example, for design s35932 shown

in Figure 4f, MapTune achives an average of 40.12% ADP reduc-
tion with Delay-driven mapper while an average of 40.00% ADP
reduction with Area-driven mapper highlighting that MapTune is
e�ective regardless of technology mappers.

5.2 Pareto-Optimal Exploration
While we have con�rmed that MapTune is able to identify design
point that signi�cantly improves the quality-of-results (QoR), we
want to see whether MapTune is able to identify Pareto frontier
of technology mapping. One of the key aspects in this domain is
the trade-o� between delay and area, two primary metrics that
dictate the e�ciency and compactness of a given solution. With the
results at hand, the focus lies on discussing how the algorithm has
managed to identify a new frontier that is superior to the baseline
and con�rming the perpetual trade-o� between delay and area.

We present the exact Delay and Area results in Table 2 and
Table 3 from the Delay-driven mapper, and Area-driven mapper,
respectively. For space constraints, we showcase results from 20
selected designs across the entire benchmark suites. The �nal map-
ping results for each method were obtained at the one-hour timeout,
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Table 2: Detailed delay/area comparison results between ABC (baseline) and MapTune in Delay-driven mapping. Our results
shows more than 20.34% delay improvements with slightly area increase (<2%) or simultaneous area reduction, on average.

Delay (?B)

Design ASAP7 NAN45 SKY130 GF180
Baseline Best MAB Best RL Baseline Best MAB Best RL Baseline Best MAB Best RL Baseline Best MAB Best RL

b10 55.03 42.94 (-21.97%) 45.69 (-16.97%) 241.39 175.88 (-27.14%) 173.1 (-28.29%) 1145.98 799.06 (-30.27%) 821.04 (-28.35%) 4603.08 3560.60 (-22.65%) 3589.27 (-22.02%)
b12 116.45 89.63 (-23.03%) 81.86 (-29.70%) 424.46 284.98 (-32.86%) 273.76 (-35.50%) 1549.49 1212.27 (-21.76%) 1287.23 (-16.93%) 8173.18 6058.64 (-25.87%) 6120.06 (-25.12%)
b14 1013.26 472.98 (-53.32%) 492.91 (-51.35%) 1429.50 1118.92 (-21.73%) 1203.23 (-15.83%) 6885.36 5707.95 (-17.10%) 6102.48 (-11.37%) 27208.01 25863.77 (-4.94%) 25577.95 (-5.99%)
b20_1 656.76 481.22 (-26.73%) 503.69 (-23.31%) 1573.15 1369.98 (-12.91%) 1394.64 (-11.35%) 6660.12 5800.71 (-12.90%) 6038.11 (-9.34%) 37376.29 27323.8 (-26.90%) 29971.08 (-19.81%)
bar 109.36 96.03 (-12.19%) 83.63 (-23.53%) 459.82 259.00 (-43.67%) 261.78 (-43.07%) 1716.51 1095.46 (-36.18%) 1166.22 (-32.06%) 10544.08 6152.74 (-41.65%) 6947.68 (-34.11%)

c1238 94.61 80.32 (-15.10%) 84.3 (-10.90%) 388.76 308.88 (-20.55%) 326.04 (-16.13%) 1764.11 1295.82 (-26.55%) 1349.81 (-23.48%) 8039.22 6302.22 (-21.61%) 6990.11 (-13.05%)
c1355 111.23 103.75 (-6.72%) 103.75 (-6.72%) 579.92 392.28 (-32.36%) 406.47 (-29.91%) 1976.14 1815.32 (-8.14%) 1832.60 (-7.26%) 11295.16 8955.87 (-20.71%) 8955.90 (-20.71%)
c5315 198.75 168.02 (-15.46%) 174.85 (-12.03%) 884.01 667.62 (-24.48%) 687.15 (-22.27%) 3262.46 2927.58 (-10.26%) 3019.47 (-7.45%) 18189.21 14338.69 (-21.17%) 13708.21 (-24.64%)
c880 118.43 107.99 (-8.82%) 112.94 (-4.64%) 362.81 342.43 (-5.62%) 342.43 (-5.62%) 1825.23 1652.25 (-9.48%) 1688.04 (-7.52%) 8526.98 6953.58 (-18.45%) 7051.45 (-17.30%)

multiplier 1598.54 1260.14 (-21.17%) 1267.93 (-20.68%) 4856.00 4216.85 (-13.16%) 4429.79 (-8.78%) 34431.54 20674.34 (-39.96%) 21196.68 (-38.44%) 99312.62 96962.83 (-2.37%) 92458.75 (-6.90%)
ode 906.43 590.64 (-34.84%) 626.32 (-30.90%) 2015.62 1763.65 (-12.50%) 1864.10 (-7.52%) 9918.08 8571.75 (-13.57%) 8591.19 (-13.38%) 43618.88 38601.39 (-11.50%) 38556.65 (-11.61%)

priority 1260.12 1055.66 (-16.23%) 1050.30 (-16.65%) 3659.98 3477.99 (-4.97%) 3477.99 (-4.97%) 22218.13 15721.45 (-29.24%) 15606.88 (-29.76%) 120522.85 76260.92 (-36.72%) 74356.55 (-38.31%)
s1488 50.46 47.15 (-6.56%) 46.71 (-7.43%) 230.23 163.86 (-28.83%) 166.30 (-27.77%) 978.64 800.39 (-18.21%) 814.95 (-16.73%) 4391.10 3533.09 (-19.54%) 3426.87 (-21.96%)
s1494 50.36 45.99 (-8.68%) 45.71 (-9.23%) 253.81 164.9 (-35.03%) 172.67 (-31.97%) 939.60 805.15 (-14.31%) 810.01 (-13.79%) 5039.91 3408.24 (-32.37%) 3372.47 (-33.08%)
s35932 87.11 43.75 (-49.78%) 44.65 (-48.74%) 265.45 166.4 (-37.31%) 178.06 (-32.92%) 1414.57 785.21 (-44.49%) 788.74 (-44.24%) 6968.70 3535.62 (-49.26%) 2956.22 (-57.58%)
s838a 106.92 63.02 (-41.06%) 75.51 (-29.38%) 447.68 249.14 (-44.35%) 253.98 (-43.27%) 1695.11 995.8 (-41.25%) 1071.75 (-36.77%) 7176.47 5116.82 (-28.70%) 4780.47 (-33.39%)
s9234 154.28 128.61 (-16.64%) 133.07 (-13.75%) 560.33 458.73 (-18.13%) 477.27 (-14.82%) 2242.39 1902.39 (-15.16%) 1915.98 (-14.56%) 12882.61 10049.83 (-21.99%) 10356.36 (-19.61%)
sin 1639.39 1068.69 (-34.81%) 1181.55 (-27.93%) 4170.50 3772.51 (-9.54%) 3627.14 (-13.03%) 23617.97 17100.18 (-27.60%) 18111.63 (-23.31%) 87953.53 78433.59 (-10.82%) 77112.08 (-12.33%)
sqrt 81597.74 61400.04 (-24.75%) 74079.97 (-9.21%) 147455.03 114225.2 (-22.54%) 116682.71 (-20.87%) 643198.38 482223.94 (-25.03%) 487509.94 (-24.21%) 3517744.75 2803110.25 (-20.32%) 2818643.00 (-19.87%)
voter 564.57 422.69 (-25.13%) 408.10 (-27.71%) 1625.70 1731.55 (6.51%) 1757.63 (8.12%) 6910.82 6307.93 (-8.72%) 6362.95 (-7.93%) 37259.50 31563.56 (-15.29%) 35214.18 (-5.49%)

Avg. Delay Change -23.15% -21.04% -22.06% -20.29% -22.51% -20.34% -22.64% -22.14%
Area (`<2)

b10 118.74 122.01 (2.75%) 117.34 (-1.18%) 136.19 146.03 (7.23%) 144.70 (6.25%) 648.12 624.35 (-3.67%) 615.59 (-5.02%) 2179.83 2283.01 (4.73%) 2228.13 (2.22%)
b12 629.39 577.06 (-8.31%) 633.82 (0.70%) 692.40 734.43 (6.07%) 754.38 (8.95%) 3400.76 3671.02 (7.95%) 3538.39 (4.05%) 11208.69 11676.27 (4.17%) 11733.34 (4.68%)
b14 2951.46 2861.88 (-3.04%) 2950.76 (-0.02%) 3643.40 4030.17 (10.62%) 3895.3 (6.91%) 18531.51 18950.68 (2.26%) 18964.44 (2.34%) 58690.87 59384.55 (1.18%) 59619.44 (1.58%)
b20_1 5034.18 5584.96 (10.94%) 5248.57 (4.26%) 6641.49 7037.83 (5.97%) 7017.88 (5.67%) 33651.02 34520.61 (2.58%) 34470.56 (2.44%) 103310.50 113142.8 (9.52%) 107670.17 (4.22%)
bar 1881.64 1622.46 (-13.77%) 1827.52 (-2.88%) 2075.33 1999.79 (-3.64%) 1988.08 (-4.20%) 15033.17 11781.30 (-21.63%) 11319.61 (-24.70%) 36782.77 27742.94 (-24.58%) 27960.26 (-23.99%)

c1238 265.94 275.5 (3.59%) 278.07 (4.56%) 367.88 386.23 (4.99%) 386.50 (5.06%) 1823.00 1816.74 (-0.34%) 1833.01 (0.55%) 5927.04 6499.99 (9.67%) 6039.00 (1.89%)
c1355 343.15 319.13 (-7.00%) 319.13 (-7.00%) 267.86 302.71 (13.01%) 298.98 (11.62%) 1919.34 1482.67 (-22.75%) 1512.70 (-21.19%) 4688.95 4757.00 (1.45%) 4717.48 (0.61%)
c5315 904.43 857.07 (-5.24%) 840.27 (-7.09%) 994.04 1055.49 (6.18%) 1053.63 (5.99%) 5277.56 5425.20 (2.80%) 5310.09 (0.62%) 15454.21 16593.52 (7.37%) 17673.55 (14.36%)
c880 224.65 190.82 (-15.06%) 193.16 (-14.02%) 240.73 233.28 (-3.09%) 234.08 (-2.76%) 1169.87 1146.10 (-2.03%) 1143.60 (-2.25%) 4030.39 3854.77 (-4.36%) 3826.23 (-5.07%)

multiplier 16728.51 16864.04 (0.81%) 16386.52 (-2.04%) 16237.97 17010.17 (4.76%) 16438.00 (1.23%) 78690.47 81863.52 (4.03%) 82953.30 (5.42%) 274606.34 272070.88 (-0.92%) 280667.28 (2.21%)
ode 9341.46 9678.79 (3.61%) 10084.69 (7.96%) 10211.47 10535.99 (3.18%) 10341.81 (1.28%) 49906.61 50335.77 (0.86%) 50922.59 (2.04%) 162034.30 166284.20 (2.62%) 167006.42 (3.07%)

priority 322.86 315.39 (-2.31%) 320.29 (-0.80%) 680.43 646.38 (-5.00%) 649.31 (-4.57%) 3663.51 2936.57 (-19.84%) 3016.64 (-17.66%) 10183.53 10791.60 (5.97%) 10776.24 (5.82%)
s1488 246.34 223.72 (-9.18%) 228.85 (-7.10%) 428.53 456.46 (6.52%) 445.55 (3.97%) 1951.87 1963.13 (0.58%) 1949.37 (-0.13%) 6258.52 6921.47 (10.59%) 7015.86 (12.10%)
s1494 246.11 228.15 (-7.30%) 237.01 (-3.70%) 408.04 474.54 (16.30%) 461.24 (13.04%) 2004.42 1979.40 (-1.25%) 2023.19 (0.94%) 6528.52 7272.70 (11.40%) 7310.02 (11.97%)
s35932 5688.3 5704.86 (0.29%) 5658.44 (-0.52%) 5885.78 6979.84 (18.59%) 6663.3 (13.21%) 32073.26 34531.87 (7.67%) 34396.74 (7.24%) 94316.77 112157.16 (18.92%) 106001.81 (12.39%)
s838a 225.58 266.41 (18.10%) 228.61 (1.34%) 231.95 254.83 (9.86%) 255.63 (10.21%) 1116.07 1154.86 (3.48%) 1178.63 (5.61%) 3758.18 3705.50 (-1.40%) 3938.19 (4.79%)
s9234 1080.55 1121.84 (3.82%) 1097.58 (1.58%) 1302.34 1318.56 (1.25%) 1331.86 (2.27%) 6632.61 6546.28 (-1.30%) 6816.54 (2.77%) 20105.84 20964.16 (4.27%) 20476.83 (1.85%)
sin 3567.78 3816.46 (6.97%) 3578.28 (0.29%) 4252.81 3996.38 (-6.03%) 4228.87 (-0.56%) 19977.91 20264.44 (1.43%) 20339.51 (1.81%) 63149.32 64347.90 (1.90%) 63814.46 (1.05%)
sqrt 4686.83 2913.67 (-37.83%) 2631.17 (-43.86%) 24080.18 17959.52 (-25.42%) 20780.19 (-13.70%) 98564.53 85310.57 (-13.45%) 84581.12 (-14.19%) 366113.25 252371.17 (-31.07%) 314102.38 (-14.21%)
voter 11340.67 10181.97 (-10.22%) 10391.69 (-8.37%) 16298.35 10402.2 (-36.18%) 10666.33 (-34.56%) 50180.62 49650.12 (-1.06%) 49891.60 (-0.58%) 195868.91 181044.73 (-7.57%) 170245.55 (-13.08%)
Avg. Area Change -3.42% -3.89% 1.76% 1.76% -2.68% -2.49% 1.19% 1.42%

Table 3: Detailed delay/area comparison results between ABC (baseline) and MapTune in Area-driven mapping. Our results
shows more than 20.85% delay improvements with slightly area increase or simultaneous area reduction, on average.

Delay (?B)

Design ASAP7 NAN45 SKY130 GF180
Baseline Best MAB Best RL Baseline Best MAB Best RL Baseline Best MAB Best RL Baseline Best MAB Best RL

b10 78.00 56.59 (-27.45%) 60.44 (-22.51%) 249.83 193.37 (-22.60%) 179.48 (-28.16%) 1076.14 755.82 (-29.77%) 815.00 (-24.27%) 5037.13 3932.94 (-21.92%) 4220.97 (-16.20%)
b12 133.02 107.70 (-19.03%) 105.85 (-20.43%) 392.13 312.97 (-20.19%) 316.54 (-19.28%) 1896.75 1311.05 (-30.88%) 1279.23 (-32.56%) 9132.96 6493.24 (-28.90%) 6806.19 (-25.48%)
b14 718.17 569.61 (-20.69%) 527.29 (-26.58%) 1558.66 1272.08 (-18.39%) 1249.09 (-19.86%) 7521.55 5973.44 (-20.58%) 5952.85 (-20.86%) 31771.41 29077.95 (-8.48%) 28262.66 (-11.04%)
b20_1 821.18 648.92 (-20.98%) 643.02 (-21.70%) 2129.22 1465.56 (-31.17%) 1515.98 (-28.80%) 8077.29 5949.87 (-26.34%) 6441.54 (-20.25%) 41607.07 30930.43 (-25.66%) 31001.52 (-25.49%)
bar 128.94 105.15 (-18.45%) 102.49 (-20.51%) 470.66 254.97 (-45.83%) 256.95 (-45.41%) 1541.36 1319.64 (-14.38%) 1364.77 (-11.46%) 10048.86 6095.23 (-39.34%) 6163.29 (-38.67%)

c1238 124.14 96.49 (-22.27%) 92.86 (-25.20%) 391.93 336.43 (-14.16%) 356.84 (-8.95%) 1871.51 1423.62 (-23.93%) 1426.17 (-23.80%) 9359.37 7142.81 (-23.68%) 7250.06 (-22.54%)
c1355 138.47 112.23 (-18.95%) 112.23 (-18.95%) 555.56 447.75 (-19.41%) 447.75 (-19.41%) 2039.63 1878.48 (-7.90%) 1822.67 (-10.64%) 12310.56 9675.28 (-21.41%) 9675.28 (-21.41%)
c5315 229.13 184.71 (-19.39%) 186.02 (-18.81%) 892.24 688.88 (-22.79%) 699.90 (-21.56%) 3228.29 3011.14 (-6.73%) 2912.83 (-9.77%) 19885.61 13224.56 (-33.50%) 13645.25 (-31.38%)
c880 152.27 119.03 (-21.83%) 112.72 (-25.97%) 438.36 360.19 (-17.83%) 357.32 (-18.49%) 2093.78 1462.71 (-30.14%) 1472.74 (-29.66%) 10432.21 7795.75 (-25.27%) 7553.17 (-27.60%)

multiplier 1730.96 1613.41 (-6.79%) 1472.71 (-14.92%) 5065.54 4735.58 (-6.51%) 4814.37 (-4.96%) 27388.50 19885.95 (-27.39%) 19934.38 (-27.22%) 128414.73 108910.55 (-15.19%) 98087.97 (-23.62%)
ode 805.92 706.92 (-12.28%) 699.14 (-13.25%) 2235.29 1883.13 (-15.75%) 1986.79 (-11.12%) 9189.29 8276.70 (-9.93%) 8448.82 (-8.06%) 44018.07 40538.12 (-7.91%) 39287.02 (-10.75%)

priority 1168.48 1178.5 (0.86%) 1143.62 (-2.13%) 4570.09 3492.89 (-23.57%) 3577.46 (-21.72%) 15662.87 13501.69 (-13.80%) 13467.05 (-14.02%) 119129.84 76262.34 (-35.98%) 76684.87 (-35.63%)
s1488 74.48 51.32 (-31.10%) 51.40 (-30.99%) 229.02 170.08 (-25.74%) 171.43 (-25.15%) 979.55 751.57 (-23.27%) 787.24 (-19.63%) 4348.27 3673.70 (-15.51%) 3659.24 (-15.85%)
s1494 58.68 49.39 (-15.83%) 48.85 (-16.75%) 254.51 174.14 (-31.58%) 181.60 (-28.65%) 1035.66 764.72 (-26.16%) 768.71 (-25.78%) 5321.30 3817.89 (-28.25%) 3800.43 (-28.58%)
s35932 201.3 48.59 (-75.86%) 49.00 (-75.66%) 242.91 194.31 (-20.01%) 178.06 (-26.70%) 1178.92 796.76 (-32.42%) 806.94 (-31.55%) 7884.46 4682.06 (-40.62%) 4681.56 (-40.62%)
s838a 174.36 79.58 (-54.36%) 76.84 (-55.93%) 448.87 316.57 (-29.47%) 310.30 (-30.87%) 2649.33 1230.48 (-53.56%) 1230.23 (-53.56%) 7944.43 5308.84 (-33.18%) 5801.50 (-26.97%)
s9234 190.33 154.52 (-18.81%) 156.32 (-17.87%) 622.95 498.10 (-20.04%) 524.48 (-15.81%) 2758.56 2060.54 (-25.30%) 2175.33 (-21.14%) 15761.50 10964.62 (-30.43%) 11589.27 (-26.47%)
sin 1428.39 1152.76 (-19.30%) 1197.45 (-16.17%) 4334.68 3931.06 (-9.31%) 3932.31 (-9.28%) 20230.89 16712.39 (-17.39%) 16284.0 (-19.51%) 86733.62 80945.42 (-6.67%) 80799.16 (-6.84%)
sqrt 79262.41 65561.55 (-17.29%) 68122.86 (-14.05%) 144198.16 109393.30 (-24.14%) 106396.55 (-26.22%) 702093.06 443822.59 (-36.79%) 451261.25 (-35.73%) 2651079.50 2684096.50 (1.25%) 2602480.00 (-1.83%)
voter 554.09 522.52 (-5.70%) 550.56 (-0.64%) 1652.92 1456.98 (-11.85%) 1543.13 (-6.64%) 6949.40 6328.38 (-8.94%) 6282.78 (-9.59%) 34664.91 32527.51 (-6.17%) 28732.47 (-17.11%)

Avg. Delay Change -22.27% -22.95% -21.52% -20.85% -23.28% -22.45% -22.34% -22.70%
Area (`<2)

b10 102.88 107.54 (4.53%) 97.98 (-4.76%) 152.15 138.59 (-8.91%) 153.75 (1.05%) 673.15 705.68 (4.83%) 648.12 (-3.72%) 2322.52 2243.49 (-3.40%) 2157.88 (-7.09%)
b12 546.34 543.31 (-0.55%) 567.80 (3.93%) 680.96 729.64 (7.15%) 714.48 (4.92%) 3271.89 3429.54 (4.82%) 3608.46 (10.29%) 10820.14 11559.92 (6.84%) 11169.18 (3.23%)
b14 2644.46 2647.03 (0.10%) 2802.86 (5.99%) 3583.82 3779.59 (5.46%) 3840.77 (7.17%) 17915.93 18217.47 (1.68%) 18296.30 (2.12%) 55988.57 56379.32 (0.70%) 57413.26 (2.54%)
b20_1 4720.89 4664.43 (-1.20%) 4654.64 (-1.40%) 6335.06 6750.02 (6.55%) 6656.65 (5.08%) 32595.01 35129.94 (7.78%) 33732.35 (3.49%) 98757.66 106605.49 (7.95%) 106533.05 (7.87%)
bar 1637.86 1437.0 (-12.26%) 1453.33 (-11.27%) 1854.55 2013.89 (8.59%) 2010.96 (8.43%) 11581.11 9203.83 (-20.53%) 9551.66 (-17.52%) 30502.30 27859.28 (-8.66%) 27637.57 (-9.39%)

c1238 270.14 265.24 (-1.81%) 273.87 (1.38%) 421.34 389.42 (-7.58%) 376.66 (-10.60%) 1762.94 1775.45 (0.71%) 1834.26 (4.05%) 5602.15 6260.71 (11.76%) 6229.98 (11.21%)
c1355 318.89 289.27 (-9.29%) 289.27 (-9.29%) 245.52 245.25 (-0.11%) 245.25 (-0.11%) 1291.24 1238.69 (-4.07%) 1292.49 (0.10%) 4034.78 4197.22 (4.03%) 4197.22 (4.03%)
c5315 852.64 823.71 (-3.39%) 808.78 (-5.14%) 990.05 1042.45 (5.29%) 1064.53 (7.52%) 5166.20 5144.93 (-0.41%) 5367.65 (3.90%) 15234.69 18696.52 (22.72%) 18678.96 (22.61%)
c880 202.72 183.12 (-9.67%) 196.66 (-2.99%) 242.06 238.17 (-1.61%) 247.65 (2.31%) 1269.97 1196.15 (-5.81%) 1203.65 (-5.22%) 3802.09 3723.06 (-2.08%) 3815.26 (0.35%)

multiplier 16125.25 14903.09 (-7.58%) 16071.59 (-0.33%) 15953.88 15417.09 (-3.36%) 15387.57 (-3.55%) 79746.48 80374.59 (0.79%) 79396.15 (-0.44%) 247087.31 245930.45 (-0.47%) 271576.97 (9.91%)
ode 8505.39 8722.81 (2.56%) 8935.32 (5.05%) 9867.80 10173.70 (3.10%) 9969.68 (1.03%) 48400.17 48915.66 (1.07%) 48889.39 (1.01%) 154263.28 158592.22 (2.81%) 164299.73 (6.51%)

priority 386.54 337.56 (-12.67%) 313.76 (-18.83%) 724.05 650.37 (-10.18%) 653.56 (-9.74%) 3065.44 3349.46 (9.27%) 3447.06 (12.45%) 10155.00 10916.73 (7.50%) 11162.59 (9.92%)
s1488 206.92 218.12 (5.41%) 220.22 (6.43%) 426.93 460.18 (7.79%) 453.80 (6.29%) 1951.87 2001.92 (2.56%) 2004.42 (2.69%) 6383.64 6892.93 (7.98%) 6996.10 (9.59%)
s1494 219.52 222.78 (1.49%) 227.91 (3.82%) 418.68 459.65 (9.79%) 461.51 (10.23%) 1940.61 2044.46 (5.35%) 2066.98 (6.51%) 6271.69 6903.90 (10.08%) 6798.53 (8.40%)
s35932 5626.95 5605.95 (-0.37%) 5596.85 (-0.53%) 5874.88 6054.43 (3.06%) 6646.28 (13.13%) 30548.05 32513.68 (6.43%) 31446.41 (2.94%) 92244.50 97231.99 (5.41%) 96740.27 (4.87%)
s838a 228.85 239.81 (4.79%) 256.37 (12.03%) 234.88 255.36 (8.72%) 260.95 (11.10%) 1117.32 1177.38 (5.38%) 1232.43 (10.30%) 3931.60 4133.56 (5.14%) 4105.02 (4.41%)
s9234 1031.33 1031.56 (0.02%) 1037.86 (0.63%) 1260.84 1320.42 (4.73%) 1301.27 (3.21%) 6373.61 6476.21 (1.61%) 6537.52 (2.57%) 19647.04 21256.12 (8.19%) 20044.37 (2.02%)
sin 3154.88 3668.09 (16.27%) 3537.46 (12.13%) 3733.84 3597.92 (-3.64%) 3626.11 (-2.89%) 18058.57 17909.68 (-0.82%) 18355.10 (1.64%) 59511.87 58047.67 (-2.46%) 57966.45 (-2.60%)
sqrt 4808.83 4522.13 (-5.96%) 4379.83 (-8.92%) 22275.64 16751.08 (-24.80%) 17262.07 (-22.51%) 107377.98 83705.28 (-22.05%) 79645.13 (-25.83%) 295388.31 251383.33 (-14.90%) 253400.72 (-14.21%)
voter 8316.90 7143.73 (-14.11%) 6764.19 (-18.67%) 10472.95 9996.81 (-4.55%) 9875.52 (-5.70%) 52048.67 45740.12 (-12.12%) 45150.80 (-13.25%) 168534.28 154517.94 (-8.32%) 173170.55 (2.75%)
Avg. Area Change -2.19% -1.54% 0.27% 1.32% -0.68% -0.10% 3.04% 3.85%
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(a) b14 (b) bar

(c) c1238 (d) c880

(e) ode (f) s35932

(g) s838a (h) sin

Figure 4: Comparison of �nal converged ADP of eight selected designs mapped on various technology libraries tuned by
MapTune-MAB and MapTune-Q methods with ABC Delay-driven (D) and Area-driven (A) mappers. Baselines (constant one) are
collected with the original technology library. *The lower the better.

corresponding to the best achieved ADP for each MapTune-MAB
and MapTune-Q method.

Analyzing the tables reveals that MapTune emphasize on delay
optimization with both ABC technology mappers. Across designs,
libraries, and methods, we observe an average delay reduction of
21.77%, while area reductions average only 0.79% for Delay-driven
mapper. Similarly, for Area-driven mapper, the average delay reduc-
tion is 22.30%, but there exists an area penalty of 0.5% on average.
In fact, delay tends to bene�t more from the tuned technology li-
braries optimized by MapTune with modest area trade-o�s. This
is evident in cases such as the design multiplier mapped with
SKY130 library tuned by MapTune-MAB which achieves a substan-
tial 39.96% delay improvement with a 4.03% area penalty as shown
in Table 2. There still exists opposite cases that indicating trade-o�

delay for area optimization. As for design sqrt mapped on GF180
library tuned by MapTune-MAB with Area-driven Mapper shown
in Table 3, MapTune introduces 1.25% delay penalty resulting a
14.90% area reduction ultimately. Such Pareto-Optimal trade-o�s
are often desirable, as signi�cant delay/area reductions can poten-
tially bene�ts more throughout the design �ow than the introduced
modest area/delay penalty.

6 Conclusions
This paper explores the use of partially sampled technology libraries
to reduce the search space for better QoR in technology mapping.
Our case study empirically demonstrates the importance of this
process, given its potential impact on the trade-o� between area
and delay, as well as its capability to reveal new performance Pareto
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frontiers. In response to this challenge, we introduce MapTune, a
novel sampling framework based on Reinforcement Learning by
leveraging both MAB and Q-Learning and seamlessly integrated
within the ABC framework. Extensive evaluations using �ve dis-
tinct benchmark suites con�rmed the e�ectiveness of MapTune
framework for technology library tuning. By solely focusing on
library optimization, MapTune is able to achieve an average ADP
improvement of 22.54% and identify pareto-optimal results. Fu-
ture work will concentrate on cross-design library exploration and
integration with automatic library generation tools.
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