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Abstract

This work establishes conditional lower bounds for average-case parity-counting versions of the problems k-XOR, k-
SUM, and k-OV. The main contribution is a set of self-reductions for the problems, providing the first specific distributions,
for which:

* parity-k-OV is nVk) average-case hard, under the k-OV hypothesis (and hence under SETH),
* parity-k-SUM is nVE) average-case hard, under the k-SUM hypothesis, and
* parity-k-XOR is nVE) average-case hard, under the k-XOR hypothesis.

Under the very believable hypothesis that at least one of the k-OV, k-SUM, k-XOR or k-Clique hypotheses is true, we

show that parity-k-XOR, parity-k-SUM, and parity-k-OV all require at least nE ) (and sometimes even more) time on
average (for specific distributions).

To achieve these results, we present a novel and improved framework for worst-case to average-case fine-grained
reductions, building on the work of Dalirooyfard, Lincoln, and Vassilevska Williams, FOCS 2020.

1 Introduction

During the last few years there has been significant progress on the theoretical foundations of average-case fine-grained
complexity. This area utilizes fine-grained worst-case to average-case reductions to provide lower bounds conditioned on
popular hardness hypotheses from fine-grained complexity, for key computational problems over natural input distributions
[BRSV 18! IGol20, BBB19, IDLW?20\ |Gol20, [HS20]. The major progress has so far been mostly restricted to subgraph
counting problems in graphs [BRSV18| |Gol20], satisfiability [CHV22|] and the so-called factored problems [DLW20].
However, no average-case hardness has been proven so far for the core problems of fine-grained complexity like k-SUM,
k-OV, and k-XOR, even for their counting versions.

A first step was made by [DLW20] who showed average-case hardness for certain “factored” counting versions of
k-SUM, k-OV and k-XOR. However, these versions are much more expressive than their non-factored counterparts, and
less natural. Ideally, we would like to get average-case hardness for the traditional detection versions of k-SUM, k-OV, and
k-XOR, as these problems are central in fine-grained complexity. Yet, even for the counting versions of these problems it is
completely unclear how to obtain hardness from the hardness of their “factored” cousins.

In this paper, we take another step forward. First, we present new average-case lower bounds for the counting versions
of k-SUM, k-OV, and k-XOR under any of the following traditional fine-grained complexity hypotheses: the worst-case
random ETH, the k-XOR hypothesis, the k-SUM hypothesis, or the k-Clique hypothesis. Second, we show that our lower
bounds also hold for the parity versions of the problems where we only need to return the parity of the count (i.e., returning
a single bit). The hardness of the parity versions can naturally be seen as an intermediate step towards the ultimate goal of
resolving the average case complexity of the detection problems.

Previously, such average-case hardness for the parity version has been shown to hold for the k-clique problem [BBB19].
However, it is not clear how to apply the techniques in [BBB19] to the parity versions of k-SUM, k-OV, and k-XOR.
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In this paper, we build upon the framework of Dalirrooyfard, Lincoln, and Vassilevska Williams [DLW20] who
introduced factored versions of problems and proved average-case hardness results for them. We show how to reduce
factored problems to their non-factored counterparts. By doing so, we can not only handle the counting versions of the
more natural problems, but also their parity versions. In particular, we present easy-to-sample distributions on which the
average-case parity versions of k-OV (parity-k-OV), k-SUM (parity-k-SUM), and k-XOR (parity-k-X OR) problems are hard.

The definitions of the problems are as follows. The parity-k-SUM problem takes n numbers in the range [—nk 7n"] as
input and asks for the parity of the number of k-tuples of input numbers that sum to zero. The parity-k-OV problem takes n
Boolean vectors as input and asks for the parity of the number of k-tuples of vectors whose bitwise product is the all-zeros
vectOIE The parity-k-X OR problem takes n vectors as input and asks for the parity of the number of k-tuples of vectors
whose bitwise XOR is the all-zeros vector. The best known algorithms for parity-k-SUM on d bit numbers, parity-k-OV on
d bit vectors, and parity-k-X OR on d bit vectors in the worst-case run in dn®® time.

The hardness for all the above problems are shown from the very believable hypothesis that at least one of the k-XOR,
k-SUM, k-Clique, k-OV, or random ETH hypotheses are true. Moreover, we provide random self-reductions, i.e., we derive
average-case lower bounds for each problem from the corresponding worst-case hypothesis. Self reductions themselves are
very interesting as they are often the first step towards showing the tight average-case hardness of the underlying problems
over the distributions on which they are conjectured to be hard.

Further, extending the average-case hardness of the parity counting version of k-clique considered by Boix-Adsera,
Brennan and Bresler [BBB19], we obtain fine-grained average-case hardness results for counting the number of subgraphs
H in a graph G, modulo 2, for any k-node pattern H.

In the process, we also simplify the framework of [DLW20] which we hope will lead to a wider adaptation of the
framework.

THEOREM 1.1. (INFORMAL) Assuming that at least one of the worst-case k-OV, k-SUM, or k-XOR hypotheses holds, all
of parity-k-OV, parity-k-SUM and parity-k-X OR are n2VK) hard on average for a natural distribution.

THEOREM 1.2. (INFORMAL) Assuming that at least one of the randomized exponential time hypotheses (rETH), k-OV,
k-SUM, k-clique or k-XOR hypotheses hold, all of the counting problems parity-k-OV, parity-k-SUM, and parity-k-X OR

Q(k!/3)

are n -hard on average for a natural distribution

To the best of our knowledge, these are the first average-case super-linear lower bounds for any of these problems.
1.1 QOur Results Our results on average-case hardness of parity-k-OV, parity-k-SUM, and parity-k-X OR are summarized

in Table [I] We give hardness results that are implied by the random exponential time hypothesis (rETH), the k&-XOR
hypothesis, and the k-SUM hypothesis, formally defined in Section |2}

rETH k'-XOR Hypothesis | k'-SUM Hypothesis | k'-Clique Hypothesis
parity-K-0v | NeVE) [1.3] | NKTAo() i3] | NKT/A() 3] | NOWEKD/6-0(1) 1 5

parity-K-SUM | N2V EE) f1.a) | nVFEFR =0 1 4] | NIVE/21/2-00) ) 4] | NV ED0/6-00) 5
parity-K-XOR | NK'[1.3) | NIVE2I2-0()[; 3) [ NIK/212-0y 3) | NOWAKFD/6-0() {5

Table 1: Average-case hardness of parity-k-OV, parity-k-SUM, and parity-k-X OR from multiple well-known hypotheses.
The rows correspond to problems that are solved in the average-case. The columns are worst-case hardness hypotheses.
Note that we use k' to indicate that the hardness comes from a k' # K for these problems (a smaller &’ is used to prove the
hardness for a larger K).

Formal statements of the theorems are given below. The key take-away is that if the size of the problem is N, we can
show N2(VEK) average-case hardness for parity-k-OV, parity-k-SUM, and parity-k-X OR assuming the worst-case hardness

Equivalently, this is the number of k-tuples with generalized inner product 0.
%In fact, a stronger statement is true: If any of the problems k-OV, k-SUM, k-clique or k-XOR require n2®) time in the worst case then all of the
counting problems parity-k-OV, parity-k-SUM, and parity-k-X OR are ng(l‘l/z)—hard on average.



of k-OV, k-SUM, and k-X OR respectively. Furthermore, we show NQ<K]/3> average-case hardness for parity-k-OV and
parity-k-X OR from any of the hypotheses, and we show N' Q(VK/1g(K)) average-case hardness for parity-k-SUM from any of
the hypotheses.

We generate hardness over distributions that are not the uniform distribution, but they are easy to sample E For
simplicity, we do not provide the details of the distributions in the theorem statements below and refer the readers to the
respective sections where the theorem proofs are provided for further details.

THEOREM 1.3. Let K be a constant. Let P € {parity-K-OV, parity-K-XOR}. There are easy to sample distributions
DY (N,K),DE(N,K) and DY (N,K) such that any algorithm that solves P of size N with vectors of dimension ®(K1gN)
with probability 1 — ﬁ requires at least:

o N®K) time assuming rETH, if the input is drawn from DY(N,K).
o NK'/4=01) ine assuming the \/K-XOR hypothesis, if the input is drawn from Dg (N,K).

o NK'/4=0() time assuming the K'/3-SUM hypothesis, if the input is drawn from Dg(N,K).

THEOREM 1.4. Let K be a constant. There are easy to sample distributions D{(N,K),D>(N,K) and D3(N,K) such that
any algorithm that solves parity-K-SUM of size N with vectors of dimension ®(K1gN) with probability 1 — ﬁ requires
at least:

[ K
o NWVER fie assuming rETH, if the input is drawn from Dy (N,K).
K
o NV 8K ol) time assuming lgLK-XOR hypothesis, if the input is drawn from Dy(N,K).

o NIVE/21/20(1) fine assuming \/K-SUM hypothesis, if the input is drawn from D3(N,K).
We also get hardness for average-case parity-K-OV and average-case parity-K-XOR from the k-clique hypothesis.

THEOREM 1.5. Let P € {parity-K-XOR, parity-K-OV, parity-K-SUM}. Let the input size of P be N. If the k-clique
hypothesis, where K = (g) is true then there is an explicit distribution Dp(N,K) on the input of P where P is

NWVZK+1o/6-o(1) average-case hard, where @ is the exponent of matrix multiplication.

Along the way we answer a question raised by Jafargholi and Viola (see Appendix B [JV16]) where they show how to
reduce 4-clique to 6-SUM over the group Zj, but left it open how to carry the reduction over Z; or Z. In Theoremusing
Theorem (where the Zj appears) we resolve the question by having a framework which works over this field.

1.2 Technical Overview In this section, we give a high level technical overview of our results. We start with the
simplification of the framework of Dalirrooyfard, Lincoln and Vassilevska Williams [DLW20].

Simplification of the worst-case to average-case reduction framework. Dalirrooyfard, Lincoln and Vassilevska
Williams [DLW20] developed a framework for deriving worst-case to average-case reductions for a given problem P to its
factored version provided that P can be represented as a ‘good low degree polynomial’ f over I, for some prime p, i.e. for
every x, f(x) = P(x) mod p.

The ‘good low degree polynomials’ are those polynomials that have a low degree d and their input is partitioned into d
sections such that each monomial has exactly one variable from each section. The later property is referred to as ‘strongly d-
partititeness’ in [DLW20]. Via [DLW20] we have that for problems that have a good low degree polynomial representation,
there is a worst-case to average-case fine-grained reduction for a natural easy-to-sample-from distribution.

Our first contribution is a simplification of the framework of [DLW20], which strengthens the framework and makes it
more efficient. We relax the framework of [DLW20] as follows.

3This is quite common in average-case fine-grained complexity, for example see [GR18]



First, instead of representing a problem via a polynomial modulo a prime, we consider polynomials over the integers.
We then relax the notion of strongly d-partiteness by allowing our polynomials to be just d-partite. This means that the
input variables to the polynomial are still partitioned in d sections, however each monomial has at most one (as opposed to
exactly one) variable from each section. We denote such polynomials as fine d-degree polynomials. This relaxation of the
d-partiteness property allows more freedom in the framework.

Note that removing restrictions on the framework expands the set of problems that it can be applied to (handling parity,
functions with a larger degree, and functions that aren’t “strongly d-partite”). We hope the proof simplification, and reducing
restrictions pave the road for future broader adaptation of the framework to understand fine-grained average case complexity
of new problems.

We now describe the new framework. The degree d of the polynomial describing the problem P appears in the success
probability that we need for an average-case algorithm for P required by the reduction. The success probability of an
average-case T (n) time algorithm is the probability that the algorithm gives the right answer in at most 7'(r) time steps. In
the following statement of our framework, we need success probability of around 1 — 1/ 1g%n.

THEOREM 1.6. Let P be a problem that takes an input I € {0,1}" and has an output over the integers in [—M,M] for some
integer M. Additionally, assume that a fine d-degree polynomial f exists such that P(I) = f(I) for all 1 € {0,1}". Let A be
an average-case algorithm that runs in time T (n) such that when V is sampled uniformly from 73, then:

1
>1— .
2972(d + log, M)A

Then there is a randomized algorithm B that runs in time 0((2d+210g2M)d(n+T(n))) such that for any vector
ve{0,1}":
Pr[B(¥) = P(¥)] > 3/4.

We further strengthen Theoremeor problems with binary output, so that the success probability needed is 1 —1/ 24+3
(see Theorem|3.1).

We now give the main ideas behind our framework. We reduce a worst-case instance to 2°@) average case instances.
For binary-output problems (Theorem [3.1), we generate d + 1 random vectors of length n (where n is the size of the input,
i.e. the number of input bits) and then for each of the 2d+1_ non-triviaE linear combinations of these vectors (mod 2), we
make an average-case instance by adding (mod 2) the linear combination to the original input to create a random input. Then
it is easy to see that the output of the worst-case instance is simply the sum of the outputs of these 297! — 1 average-case
instances, as all the random vectors we added cancel out their contributions once we sum them up.

However, this approach does not work for general integer problems (Theorem [I.6), as every bit in the original input is
a number. Therefore, we cannot do the bit operations like we could do with mod 2. Instead, we produce 2¢ average-case
instances as follows. Given a d-partite input, let us refer the partition of the input bits by Py, .., P;. We produce n random
t-bit numbers 7y, ..., r,, where we specify 7 later in the algorithm. We then consider all possible 2¢ assignments of 0, 1 to the
partitions Py,..., Py as labels. Let vectors w € {0,1}¢ represent these labels. Each label vector i produces a new instance
of the problem as follows: Let x; be the i/’ bit of the input, and suppose that it is in partition P;. If the label of P; is 0, i.e.
w[j] =0, then we add r; to x;. If the label of P; is one, then we add —r; to x;. In other words, we add (— 1)”7[/'] r; to x;. So this
produces 2¢ instances, one for each possible vector .

Note that we are extending each input bit to ¢ bits since we are adding a 7-bit number to it. So we need to convert
these instances with nz-bits of input back to instances with n-bits of input to be able to use the fine d-degree polynomial
representing the problem. The idea for this conversion is based on the following observation: if we are multiplying d
numbers each with ¢ bits, we can instead break this down into ¢ bit-wise multiplications that we weigh appropriately, by
expanding each number ¥ = (X[t — 1],...,¥[0]) into Y'~) ¥[i]2". For example, to compute ¥- ¥, we could instead compute
the following > bit-wise multiplications: for each i,j € {1,...,t}, compute x| - ¥[j] with weight 2/*/. Summing up the
outcome of these weighted bit multiplications is equal to X - y.

4where there is a non-zero coefficient
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Figure 1: An example of a factored k-OV instance, where each factored vector has g sets of 4-bit numbers (b = 4), see V in
list i as an example for a factored vector. In reducing a factored k-OV instance / to a kg-OV instance [*, we take each set in
factored vectors as a new list, as specified by the red markers.

By expanding each input bit and taking r > log M, we can ensure that we don’t lose any information while adding these
random numbers to our input. Moreover, d-partiteness is needed in converting the long inputs back to n-bit inputs. Without
d-partiteness it is not clear how to break each instance with long inputs into shorter input instances.

From Factored Problems to Unfactored Problems. Our main results are reductions from factored problems to un-
factored problems for both counting and parity versions. More particularly, from factored k-A to K-B where A, B € {XOR,
SUM, OV}, and KX is a function of k.

To understand our techniques it is crucial to understand factored vectors and factored problems. As mentioned earlier,
a factored vector ¥ of dimension d with parameters b and g = d/b consists of g sets ¥[1],...,V[g], each containing b-
bit numbers. For instance for b = g = 2, a factored vector w could have sets w[0] = {11,01} and w[l] = {00,11}.
Each factored vector can represent many un-factored vectors. For instance, w represents the following 4-bit vectors:
1100,1111,0100,0111.

We first clarify the notation for a vector and a factored vector. For a vector v, ¥[i] is the i'’* bit of ¥, so ¥[i] € {0, 1}. For
a factored vector v, V[i] is a set of vectors of length b, i.e. ¥[i] C {0, 1}".

Suppose S(w) is the set of un-factored vectors that a factored vector w represents. Then (the counting version of)
factored k-OV with parameters b and g gets as an input k lists /j,...,I;, each consisting of n factored vectors and wants
the number of un-factored vectors u, ..., u such that u; - ... - u; = 0 (they are orthogonal) and u; € S(V;) for some factored
vector v; € I;, foralli = 1,...,k. See Figurem

The counting versions of the factored problems satisfy the constraints in the framework proposed in [DLW20].
Similarly, they satisfy our less restrictive constraints in frameworks specified in Theorem [I.6]and Theorem [3.1| However,
while [DLW20] stopped at proving average-case hardness for counting versions of the factored problems, our main
contribution is to reduce the factored problems to their un-factored versions via an efficient reduction. This completes
the loop so that we can get hardness results for natural core problems in fine-grained complexity, and not just for artifically
defined factored problems.

An efficient reduction between factored problems and un-factored problems is surprising due to the expressiveness of



the factored versions. Intuitively, a factored problem represents a very large compressed instance of the original problem.
Consider the case of k-OV, a factored k-OV instance represents a super polynomial number of (highly correlated) vectors.
Reducing back to k-OV naively would require a super-polynomial input size. As k-OV is only n* hard this would be too
inefficient. We present a reduction method that manages to capture the compression in the way we produce our instance.

Now we explain our reduction from a factored k-OV instance I with parameters b and g to a K-OV instance I*, where
K = kg. We illustrate the reduction using the counting version, but the same reduction also works for the parity version. The
k-OV instance [ consists of k lists I1,...,I; of factored vectors, and the K-OV instance /* has K lists I}, ..., Ig of vectors.
We are going to turn each “subset” of the factored vectors into a list: To make this concrete, consider all the factored vectors
in the ith list I; of the k-OV instance I, for some i € {1,...,k}. Consider the jth set ¥[j] of b-bit vectors for each of these
factored vectors ¥ € I;. The union of these sets is going to construct the (i — 1)g + jth list I(*l._l)g +j of the K-OV instance I*
(see Figure ).

If we let list I(*F1 Y] be exactly the union of the sets the reduction won’t work. In fact we need to make sure that the
b-bit vectors selected from lists (i — 1)g+1,...,(i — 1)g + g of I* are all from the same factored vector in /. To do this we
expand each b-bit vector to add some “check" bits.

Moreover, this bit expansion has another effect: Suppose the vectors picked from lists (i—1)g+1,...,(i—1)g+gin I*
are all from factored vector V in list i of . We build our reduction in such a way that the dot product of these vectors results
in an un-factored vector from S(V), i.e. the set of un-factored vectors that the factored vector ¥ represents. This way, the dot
product of all K = kg vectors in I* is going to simulate one solution to the k-factored instance 1.

The reductions from factored k-SUM and factored k-XOR to K-SUM and K-XOR respectively are similar, we only have
to replace dot product to the appropriate function and make some minor adjustments. Finally, note that these reductions
work when we consider the parity versions of the problems.

From Worst case to Average case. In order to get hardness for average-case parity-k-OV from rETH, we first (1)
reduce (worst-case) K-OV (for some K that is a function of k) to (worst-case) factored parity-k-OV, (2) reduce worst-
case factored parity-k-OV to average case factored parity-k-OV, and then (3) use the reduction explained above to reduce
(average-case) factored parity-k-OV to (average-case) parity-k-OV. To get hardness for average-case parity-k-SUM and
parity-k-X OR from parity-k-SUM and parity-k-X OR respectively, we perform similar reductions to the steps above. Note
that as mentioned, [DLW?20] would get stuck in the last step, and hence could not get hardness for un-factored version of
the problems above.

To get hardness from a different problem, for example from the K-SUM hypothesis to average-case parity-k-OV, we
add a step to the reduction above. We first (1) reduce K-SUM to factored parity-K-SUM and then (2) worst-case factored
parity-K-SUM to average-case factored parity-K-SUM. Then we apply the additional step: (3) we reduce factored parity-
K-SUM to factored parity-K-OV. Finally (4) we reduce factored parity-K-OV to parity-k-OV. In other words, when we
reduce factored parity-k-SUM with parameters b and g to factored parity-k’-OV with parameters b’ and g’, we want to keep
b, g and k' as close to b,g and k as we can, respectively. In Section we give more efficient reductions between factored
problems (between any two of factored k-OV, k-SUM and k-XOR), using some of the encoding ideas explained above. Note
that in this additional step, both problems considered are factored, so we only need to encode one operation (say sum) into
another (say dot product).

1.3 Comparison to Prior Work Perhaps the most related result to ours is the classical worst-case to average-case
reduction for the problem of computing the permanent of an n X n matrix, which is complete for the counting complexity
class #P [Lip89LICPS99, |Gur06].

There has been a number of other works in the recent past that showed fine-grained average-case hardness of various
computational problems. Ball, Sabin, Rosen and Vasudevan [BRSV18]| kickstarted this series of works by using the
local correctability of low-degree polynomials (equivalently Reed-Muller codes [[Lip89} [FF9T, IGLR 191, [GS92]) to show
the hardness of counting problems modulo large enough prime numbers assuming one of several popular worst-case
conjectures in fine-grained complexity. Subsequent works of Goldreich and Rothblum [GR18] and Boix-Adsera, Brennan
and Bresler [BBB19] used the same local correctability properties to show the hardness of counting the number of k-cliques
for some samplable distribution [GR18]] and for Erdos-Renyi graphs [BBB19|]. As for the other problems, average-case
hardness for the uniform distribution of k-SUM was shown when the range the numbers are drawn from is large [BSV21].



Specifically, if n numbers are drawn uniformly at random from [—R, R] then an algorithm for &-SUM running in Ro(1/18(k))
would give surprising improvements for lattice problems.

Chen, Hirahara, and Vafa [CHV22| attempted to find the minimal worst-case complexity assumption which implies
average-case hardness for NP and PH. Most relevantly for this paper they show that if } ;-SAT can’t be solved in time
20V") then Y, Time[n] can’t be solved in quasi-linear time. Our results give stronger lower-bounds, but we start from
stronger assumptions (e.g. rETH).

Some recent work has given average-case to average-case reductions. These papers show the equivalence or hardness
of new distributions with previous well-studied distributions. In [DKK21] the authors reduce between sparse and dense
settings of k-SUM and k-XOR. In [[ASS™23] the authors also present average-case to average-case hardness results for -
SUM, paying particular attention to the sparse regime where r integers are chosen uniformly at random from {0,...,M — 1}
for M > r*. Tn our paper, by contrast, we focus on worst-case to average-case reductions. However, these recent papers
highlight the interest in the hardness of k-SUM and k-XOR in the average-case.

While the results of [BBB19] and [Gol20] give average-case hardness for counting the parity of the number of k-

cliques these results have not yet been applied to give lower bounds for other problems. The overhead of Boix-Adsera,

k k
Brennan and Bresler grows as lg(n)(2) and Goldreich’s paper grows as 2(2), however, the hardness of k-clique grows as nf

[BBB19][GolI20]. This causes the reductions to break down when k = (lg(n)/+/1glg(n)) and k = w(Ig(n)) respectively.

Dalirooyfard, Lincoln and Vassilevska Williams [DLW20] do show an average-case hardness result for factored
parity-k-X OR, however they did not show hardness for (un-factored) parity-k-XOR. The key contribution of this work
is a (worst-case) reduction from factored problems to their un-factored (i.e. regular, good old) versions.

There has also been several recent works that study the fine-grained complexity of parity problems. For example,
[DHM™14] demonstrates a lower bound for the permanent from #ETH, the counting version of ETH. To do this they
show a sparsification lemma for #£ETH. Dell, Lapinskas and Meeks [DL21, IDLM?22] study fine-grained reductions from
approximate counting to decision. These results can’t be used to get average-case decision hardness from the average-case
hardness of counting problems (e.g. [BBB19], [DLW20], and this paper) because the worst-case to average-case counting
reductions rely crucially on the exact answers, not approximate answers. Another work on the fine-grained complexity of
parity is that of [AFW20] which shows that distance problems such as graph diameter fine-grained reduce to computing
the parity of the corresponding distance values. These works study the worst-case versions of parity problems whereas our
focus is on average-case hardness.

2 Preliminaries

For a distribution D and a variable r, r ~ D means that we sample r from the distribution D. For a vector V, V ~ D" means
that we sample each entry of V from D.

For any counting problem P, let &P be the parity version of P, where the output of &P is the parity of the output of P.
For the rest of this paper we will use @SAT, ©k-OV, ®k-XOR, and ©k-SUM to refer the problem of returning the parity of
the number of solutions to these problems.

2.1 Factored Problems We use factored problems as a bridge to reduce worst-case to average-case of many problems.
Factored Vector [DLW20] Given parameters b and g, a (b, g)-factored vector ¥ consists of g sets of b-bit zero-one
vectors. In particular, fori € {1,...,g}, V[i] is the i’ set of b-bit vectors. Let the set of factored vectors with parameters g
and b be Fac(b,g).
Below are three (3,2)-factored vectors i,V and w.

i[0] = {101,011} i[1] = {001,100}
0] = {} ¥[1] = {000,011,100, 111}
w[0] = {100} w[1] = {010,111}

We first define the factored k-OV problem using the example above, and then give a definition for factored problems
in general. A factored k-OV problem of size n consists of k sets Vi,...,V; each with n factored vectors. For our example,



we consider a 2-OV instance of size 3, where V| =V, = {&,V,w}. Informally, the problem asks to compute the sum
of the number of “ways" each two factored vectors from Vi and V;, can be orthogonal to each other. For example, the
number of ways # and w are orthogonal is the number of vectors uy € #[0], u; € #[l], wo € w[0], w; € W[1], such that
ug-wo=0and u; -w = qi There are in fact only two 4-tuples of (ug,u;,wo,w) with this property: (001,001,100,010)
and (001,100, 100,010). It is easy to see that the number of ways V is orthogonal to i and w is zero, so the answer to this
factored 2-OV problem is 2.

Factored Problems [DLW20] Let f be a function that gets k b-bit numbers as input and outputs zero or one. For any
function f that gets k b-bit vectors as input and outputs zero or one, we define the factored § problem Fk-f(n,b, g) as follows.
The input to the problem is & sets Vi, ..., V; each having n factored vectors from Fac(b, g), the set of (b, g)-factored vectors.
We refer to n as the size of the problem. Informally, the output is the sum of the number of “ways" any k factored vectors
Vi € Vi,...,Vk € Vi “zero" §: the number of gk-tuples (w},...,w§,wi,...,w{) where wlj € vi[/], and f(w{,wé,...,w,i) =0
forall j=1,...,g. So more formally, the output of a Fk-f(n,b,g) instance is defined as follows:

Fkf(Vi,.... Vi)=Y Hwl,... wh)Vivjw! € %[j] and Vj: f(wi ..., w]) = 0}|

171,...,\7k€Vl oo Vi

In the above definition j € {1,...,g} andi € {1,... k}.
Now the decision version of the problem returns True if Fk-f(V,..., Vi) > 0, and the parity version ®Fk-f outputs the
parity of Fk-f(V1,...,Vy). In this paper we mostly focus on the parity version of the problems.

2.2 Un-factored Problems We state our hardness hypotheses. We state these hypotheses in the word-RAM with
O(log(n)) bit words.

DEFINITION 2.1. (THE k-CLIQUE HYPOTHESIS) Given an unweighted graph G with n nodes and m = O(n*) edges
counting the number of k-cliques in the graph requires n®/3=0() time, even for randomized algorithms.

DEFINITION 2.2. (THE k-XOR HYPOTHESIS) In the k-XOR problem, we are given k unsorted lists Ly,...,L; each
containing n d-bit vectors for some dimension d = O(logn), and want to determine if there are vi € Ly,..., v € L
such that the XOR of vi,va,...,vx equals zero. The counting version of k-XOR asks how many tuples of k numbers
ay € Ly,...,a; € Ly XOR to zero. The k-XOR hypothesis states that the k-XOR problem requires nlk/21=0() time, even
for randomized algorithms.

DEFINITION 2.3. (THE k-SUM HYPOTHESIS [[GO935]) In the k-SUM problem, we are given k lists Ly,...,L; each
consisting of n numbers (over 7 or R) and want to determine if there are ay € Ly,...,a; € Ly such that Zé‘:l a; = 0.
The counting version of k-SUM asks how many tuples of k numbers ay € L1, ... ,a; € Ly sum to zero. The k-SUM hypothesis
states that that the k-SUM problem requires nlk/21=0() time for randomized algorithms [GO93].

DEFINITION 2.4. ((STRONG) EXPONENTIAL TIME HYPOTHESIS[IPO1]]) Let ¢ be the smallest constant such that there
is an algorithm for k-CNF SAT that runs in 2°<"°") time. Let ry be the smallest constant such that there is a randomized
algorithm for k-CNF SAT that runs in 2" +°(") time.

The Exponential Time Hypothesis (ETH) states that ¢, > 0 for all k > 3.

The Random ETH (rETH) states that ri > 0 for all k > 3.

The Strong Exponential Time Hypothesis (SETH) states that there is no constant € > 0 such that ¢, < 1 — € for all
constant k.

Intuitively, ETH states that k-CNF SAT requires 2(") time and SETH states that there is no constant £ > 0 such that
there is a O(2"(1-9)) time algorithm for k&-CNF SAT for all constant values of &.

DEFINITION 2.5. (THE k-OV HYPOTHESIS [VAS18]]) In the k-OV problem, we are given k lists Ly, ...,Ly of n zero-one
vectors of length d as input. If there are k vectors vi € Ly, ...,v; € Ly such that for Vi € [1,d] 3j € [1,k] such that v;[j] =0

STwo zero-one vectors a = (ay,...,q) and b = (by,...,b;) with length ¢ are orthogonal (have dot product zero) if a-b = Yi jaibi=0.



we call these k vectors an orthogonal k-tuple. The output of k-OVis true if there is an orthogonal k-tuple in the input and
false otherwise. The counting version of k-OV asks for the number of orthogonal k-tuples. The k-OV hypothesis states that

that the k-OV problem requires n*=°M) time, even for randomized algorithms [Vasl8]].

First we recall a result that shows hardness on k-OV assuming rETH.

LEMMA 2.1. Assuming rETH there exists a fixed constant cg¢ such that ¥c > cg the k-OV problem with n vectors each of
length cklg(n) requires n®®) time.

Proof. By tETH 3-SAT requires 2°(") time. We use the Sparsification Lemma from Calabro, Impagliazzo and Paturi
[CIPO6] to state that if 3-SAT requires 2°(") time then 3-SAT with at most m = (6/€)°n clauses requires 2°")~¢" timeE. So
we can say that there is some constant ¢ such that 3-SAT requires 2©) time on formulas of size m = cn.

Now we can use Williams’ reduction from sparsified K-SAT to k-OV [Wil05], where we just apply it for K = 3. In this
reduction we create N = 2"/ vectors of length d = m = cn. When written in terms of N we get that d = cklg(N), and k-OV
for N vectors of dimension cklg(N) requires 2©(*) time under rETH. a

Now we show that k-XOR and k-SUM are hard on small range numbers, under the k-XOR and k-SUM hypothesis
respectively.

LEMMA 2.2. If the k-SUM hypothesis is true then the k-SUM problem on numbers in the range [—2n*,2n¥] (klg(n) + 2 bit
numbers) requires nlk/21=0(1) fime.
If the k-XOR hypothesis is true then k-XOR problem on klg(n) + 2 bit numbers requires nlk/21=o(1),

Proof. In both cases we use hash functions to hash big values to the range [—an , an] which preserve linear relationships
and introduce few false positives.

We use the nearly linear hash function of Dietzfelbinger [Diel§]] E This hash function has no false negatives (any
solution remains a solution) and the expected number of false positives is at most n* /R = 1/4. So, the chance of no false
positives is at least 3/4.

We show that the same idea works for k-XOR. Consider an instance of k-XOR with kn vectors of length d (n vectors
in each partition). We create this instance as an kn X d binary matrix I where each row represents one number. Let R be a
uniformly random matrix from {0, 1}4**1e()+2) "and compute I’ =1 x R (mod 2).

The output of I’ can be interpreted as kn vectors each of length klg(n) + 2, where we have “shrunk” each vector. Note
that I’ can be seen as a k-XOR instance with the new vectors, where each vector is assigned to the partition that the original
vector was assigned to.

Now we observe that all linear relationships between the rows of I are preserved in I, that is if I[j;] @ I[j»] &...I[j;] =0
then I'[j;] & I'[jo] @ ...I'[j¢) = O, for ji,...,js € {1,...,kn}. So, all witnesses to the original k-XOR problem remain
witnesses here. The probability that £ vectors, for any constant £, in I’ sum to the zero vector when the corresponding
vectors in I did not is 27¥12(W=2 (note klg(n) 4+ 2 is the new length of our vectors). If £ vectors sum to a non-zero value then
note

I'p@.. 1 =5=1[H]R®..d[j]R = (I[[]®..A[jd])R.

Now consider any given bit of 5. If the original vectors were non-zero then 5[i] is a 1 or 0 mod 2 with equal probability.
The length of the new vector is klg(n) + 2, so the probability the new sum is the all zeros vector is 2% 1€(")=2_1f we union
bound across all k-tuples of vectors the probability that we have a false witness is at most 1/4s. So, if we can solve the
k-XOR problem on I’ with vectors of length klgn + 2, then we can solve the k-XOR problem on vectors of any length with
a reduction that takes time ndklg(n), which is the input size multiplied by a sub-polynomial factor. a

LEMMA 2.3. If the k-OV hypothesis is true then parity-k-OV requires nk—o(D),
If the k-XOR hypothesis is true then parity-k-X OR requires nlk/21=o(1),
If the k-SUM hypothesis is true then parity-k-SUM requires nlk/21=o(1),

SThe previous sparsification lemma is also sufficient for this result [TPZ98]. However, we actually use the more efficient version for convenience.
"The readers can see its use on k-SUM in [Pat10] and [Wanl4].



Proof. These are standard folklore reductions, however we present them here for completeness. First, we check if there are
a huge number of solutions. Second, we sub-sample the input and ask the parity solver for the parity of the input. If there
are no solutions then the parity solver will always return even parity. We will argue that with good probability we will return
odd parity if there are any solutions.

For each of k-OV, k-SUM and k-XOR we are given k lists Ly, ...,L; of either numbers or vectors, call this an instance
I. Let S;(I) be the set of numbers or vectors in list L; that appear in at least one solution the problem. Let C;(I) = |S;(1)].

Now, our goal is to sub-sample the lists in such a way that we are left with a single solution. The sampling procedure
is as follows. Consider a tuple (ji,..., i) € [1,1g(n) + 1]*. For each list L; we will sub-sample a list deleting each entry
with probability 1 — 27/, We do this 1g?(n) times for each k-tuples (ji, ..., jx) € [1,1g(n) + 1]* (note this produces only
O(lg’“r2 (n) = n"“)) instances). We then run a parity counter on each instance we produce, if any parity counter returns odd
we return that there exists a solution (note the parity can never be odd if there were zero solutions to start with). If all return
even then we return that there is no solution. Because we make n°(!) calls to instances, if this reduction is correct, it implies
that up to sub-polynomial factors the running time of parity counting versions of the problems are at least the running time
of the decision versions.

Let us argue correctness. We will imagine the sampling procedure as happening to each list in order to argue
about the probability of a single solution being left. Let ¢; = C;(I). Now consider all the calls we make where
llg(c1)] > j1 > [lg(c1)]. The probability that our sub-sampling procedure leaves exactly one element of S;(I) is
27 (1—2-ma-t > L. %2. So with probability at least 27 we retain exactly one element of S;(7). Call this new
instance with just L; sub-sampled /;. Now we proceed as follows, imagine we are given an instance /;_; where the first
i — 1 lists have only one element that participates in a solution, i.e. C¢(f;_;) =1 for all £ € [1,i — 1]. Now let ¢; = C;(f;_1)
(Note this count is on our new instance /;_; where the first i — 1 lists have been sub-sampled). Once again consider j; where
llg(ci) + 1] > ji > [lg(c;) + 1]. The probability that our sampling leaves exactly one element of S;(/;_;) is once again
c127/i(1 —274)%~1 > 275 Note that the values of interest for the above argument for j»,..., jx depend on which elements
were sampled so far. Now consider [, an instance where we have sampled such that there is exactly one solution per list,
this leaves exactly one solution. Such an instance is sampled with probability at least 27, for the correct set of ji,..., ji,
if there were any solutions in the originally instance /. We sample for each set of j lgz(n) times, so the chance we find a
solution is Z’Q(lgz(")). So, we have correctness, finishing our reduction. |

2.3 Framework Definitions

DEFINITION 2.6. (POLYNOMIAL EXTENSION) Let f: {0, 1} — Z be any function. A t-variate polynomial g over Z is said
to be an extension of f if g agrees with f at all Boolean-valued inputs, i.e., g(x) = f(x) for all x € {0,1}. For a problem P
with t zero-one inputs and an output in 7., the extension of P is defined similarly.

The following definitions are inspired by [DLW20], where all functions and problems are considered modulo some
prime p. Here, we first re-define the notions in [DLW20] without use of any field IF;,, and then relax these definitions.

DEFINITION 2.7. ((MODIFIED) STRONGLY d-PARTITE POLYNOMIAL [DLW20]) Let f be a polynomial in Flxy,. .. x,).
We say f is strongly d-partite if one can partition the inputs {x,...,x,} into d sets Sy,...,Sq such that f can be written
as a sum of monomials x;, ---x;, of degree exactly d with coefficients in F where every variable x;; is from the partition S;.
That is, if there is a monomial xl?l‘ . x,‘lf in f then it must be that for all j, c; =1 and for all j # L if x;; € Sy, then x;, ¢ S

This definition is equivalent to the definition of a set-multilinear polynomial in circuit complexity [Sap15].

Next, we will define a d-partite polynomial. This is a weaker definition than the strongly d-partite polynomials defined
by [DLW20], in the sense that the monomials are no longer required to have degree exactly d. We also focus on polynomials
over the integers.

DEFINITION 2.8. (d-PARTITE POLYNOMIAL) Let the polynomial f be polynomial in Z[x,,...,x,].We say f is d-partite if
one can partition the inputs into d sets S1,...,Sq such that f can be written as a linear combination of monomials of the
form x;, ---x;, where £ < d,where for all all p # q and p,q € [1,{], the variables xi, and x;, are from different partitions

SjysSiy Jp # Jg Jpsiq € [d].



We will define P (V) to be the correct output for problem P given input V. Note this is only well defined when ¥ € {0, 1}".
Now we will define a version of the good low-degree polynomial from [DLW20] where d, the degree of the polynomial, is
an explicit parameter. This is because unlike [DLW20], we don’t want to restrict d.

DEFINITION 2.9. ((MODIFIED) GOOD LOW DEGREE POLYNOMIAL) Let P be a problem taking in n-bit inputs and
outputting an integer in the range [—M,M| where M is a integer and M < n® for some constant c¢. A good d-degree
polynomial for P is a polynomial Q over Z where:

e The polynomial Q is an extension of P.

* The polynomial Q is strongly d-partite.

The definition of good low degree polynomials in [DLW20] is over a prime field I, instead of Z. [DLW20]] showed that
all factored problems have good d degree polynomials for an appropriate d and prime numbers p. However they actually
show that there are polynomials that are strongly d-partite and their values matches that of the problem exactly, and not
modulo prime p. We restate this result below, and in this paper by good low degree polynomial we refer to Definition [2.9]

LEMMA 2.4. [[DLW20] For any integers n,g,b > 0 with b = o(logn) and function f, Fk-f(n,g,b) has good gk-degree
polynomial.

We are going to use Lemma|2.4|as a middle step in a lot of our reductions.

Next we will define fine d-degree polynomial, which is a less restricted version of good d-degree polynomial. We will
use this later in our reduction to CNF-SAT. We have reduced the constraints on the function by switching from strongly
d-partite to simply d-partite.

DEFINITION 2.10. Let P be a problem taking in n-bit inputs and outputting an integer in the range [—M,M] where M is a
integer and M < n° for some constant c. A fine d-degree polynomial for problem P is a polynomial Q over Z where:

* The polynomial Q is an extension of P.

» The polynomial Q is d-partite.

3 Framework

In this section our inputs are drawn from the uniform distribution over all inputs. First we prove a theorem that holds when
a problem P has all outputs in {0, 1} (as happens with parity).

THEOREM 3.1. Let P be a problem that takes an input I € {0,1}" and has a binary output, i.e. P(I) € Z,. Additionally,
assume that a d-degree polynomial f exists such that P(I) = f(I) (mod 2). Let A be an average-case algorithm that runs
in time T (n) such that when V is sampled uniformly from 75, then:

PriA(¥) = P(¥)] > 1 —1/2¢73.
Then there is a randomized algorithm B that runs in time O (2™ (n+T(n))) such that for any ¥ € {0,1}":
Pr[B(¥) = P(V)] > 3/4.

Proof. Let us say that we are given an input ¥V = (vy,...,v,) on which we want to compute P(V). All summations in this
proof are taken mod 2. We will describe the algorithm B given our algorithm A.

Consider d + 1 random vectors yi,...,¥s+1 € {0,1}", where each bit of every ¥; is taken uniformly at random. We will
describe 2¢+! — 1 inputs is, where @ # S C [d + 1]. Let

s = V+ 2)7,
ics
Now we define the output of B(V) as
B(¥) = Z A(us) (mod 2)
0A£SC[d+1]



Claim: if all 297! calls to A return the correct values then B(¥) = P(¥). For any polynomial g, integer k and
vectors i, X1, ..., % € {0,1}", we define Ty (id,x1,. .., %) = Yorscx 8( + LiesXi). So we have B(V) = Yor5c(q41)Alils) =
Yorscias) f(i#s) = Tr(V, 31, .., ¥a+1). We want to show that T¢(V, 31, ..., y441) = f(V).

Let m be any polynomial with one monomial and » inputs and degree 1 < k < d. We show that 7}, (6,)71 yeees¥ar1) =0.
To see this, we want the number of linear combinations ):dH by, for b; € {0,1}, where m(Zfljll b;¥;) = 1 to be even (each
selection of b;s maps to a set S). This number is the number of solutions of a linear system of k equations in d 4 1 variables,
and so is divisible by 29+17* 5o it is even. Note that b; = 0 for all i is not a valid answer to this linear system, and so we
don’t count it.

Now let m := m(ry,..
|L|] <d. If we prove that T
Tr(V, 01,5 vai1) = f(V).

To prove that T,,(V,y1,...,v4+1) = m(¥), in the polynomial m(iis) = m(V+ Y,;cg¥:) we consider ¥ as fixed and js as
variables, so we can write m(iy) as follows:

= [Licy i be one of the monomials of f, for variables r; € {0,1} and L C [n] where
Viy---yYar1) = m(¥), then summing these equalities for all monomials m, we get that

+n)
(v,

s) = Z aL\L’mL’(Zfi)v

L'CL i€S
where my:(ry,...,r,) := [Lier ri» and aL\L/ HzEL\L’ V[i]. For L' = 0, we define my; as the fixed value monomial 1.

Now note that Ysse (a1 M (LiesYi) = Tn,,s (0,%1,...,¥4.1) which is zero for L’ # 0, and is || for L = 0. So

Tm(va)?]a“-)ydll) = Z m(ﬁg)

0A£SC[d+1]

= Z aL\L/mL/ Zyl
0ASC[d+1]L'CL i€S

= Z a\r Z myy Zyi
L'cr 0#SC[d+1] i€S

= Z aL\L’TmL/ (635;1 PERE 7)_;d+1)
L'CL

=|Slar

=a;, =m(V).

Thus, B(V) = f(¥) = P(¥) when all of our calls to A return correctly.

Claim: the probability that all 2¢*! calls to A return correct values is at least 3/4. First, note that for all § # S,
iis looks like each bit was chosen uniformly at random iid from Ber[1/2]. Of course, #ig and iy can be very correlated, but
each looks iid from Ber[1/2]. This is true because sum of iid bits is uniformly random and so each bit of v is XORed with a
random value.

Second, we can use the union bound. The probability A errs is at most 27973, We make 24+ calls, so the probability
that A is wrong at least once is at most 272 = 1/4. So, all of our 2¢*! calls will be correct with probability at least 3 /4.

Analyzing B. So, if A runs in T (n) time then B takes O(2¢*!'n+ 29717 (n)) time, we need to form each of the 2¢*!
inputs and we need to make 24+ calls to A.

Second, B is correct if all of its calls to A give correct answers, and that happens at least 3 /4 of the time. So, as desired,
for any v € {0, 1}"™:

-,

Pr(B(I) = P(V)] > 3/4.
a
In the following, we extend Theorem to hold for problems that have their outputs over the integers in [—M, M].

THEOREM 3.2. Let P be a problem that takes an input I € {0, 1}" and has an output over the integers in [—M,M] for some
integer M. Additionally, assume that a fine d-degree polynomial f exists such that P(I) = f(I) for all I € {0,1}". Let A be
an average-case algorithm that runs in time T (n) such that when V is sampled uniformly from 7, then:
1
24+2(d 4+ logy M )¢




Then there is a randomized algorithm B that runs in time O ((2d +2log,M)?(n+T(n))) such that for any vector
¥e {01}
Pr[B(¥) = P(¥)] > 3/4.

Proof. Our approach is similar to Theorem|3.1] with a few modifications. Let M be the range of the fine d-degree polynomial
f of P, so that f(I) < M for any input instance I. Let z = [log, M so that 2° > P(¥) for all ¥/ € Z4. Note that M < p-n?, so
logo M < dlog,n

Suppose that we are given an input ¥ = (vy,...,v,) on which we want to compute P(V). Let part(v;) be the partition
that v; belongs to. Note that it suffices to compute P(¥) mod 2%. Consider n random numbers ry, ..., r,, each havingt = z+d
bits. We will describe 2¢ inputs i, where each input is indexed by a unique string s = {0,1}¢. Let

1
0

—vi+r;, if s[part(v;)]
u, =
l —vi—ri. if s[part(vi)]

where u; is a ¢ bit number, so all operations are mod 2’. Note that since v; is a one-bit number and r; is a ¢-bit number, we
consider v; as a z-bit number by ¢ — 1 zeros to the ¢ — 1 significant bit, so that the definition of #; makes sense. Let

ﬁS: (ula'“aun)'

Now for C that we define later, B(V) will be outputting:

o1 S
3.1) B(V) = > Z C(is) mod2°
se{0,1}4
To define C(ii) for an input i = (uy,...,u,) where u; is a t bit number, we do the following bit manipulation. Let

u;[b] € {0,1} be the b bit of u;, for b € {0,...,t —1}. Let

(3.2) C(ﬁ) = Z 2% JrerbdA(”tl [bpart(m )]7 <oy Un [bparl(un)])'

This completes the definition of B.

Note that computing C needs ¢ calls to A, and we need to compute C for 2¢ inputs. So overall we have (2¢)¢ calls to A.

Claim: if all (2r)“ calls to A return the correct value then B() = P(V¥) We first prove that if f =¥ f; where f; is
the sum of all the monomials of f of degree ¢, then C(if) = Y.(—1)?~“£,(ii) (mod 2'). Consider a monomial u;, ...u;, in f,
suppose that it is the j# monomial in f. For now we suppose that all our calls to A output the correct value, so all the calls to
A on the righthand side of Equation can be replaced by f. So consider the j"* monomial of all the terms on the righthand
side of Equation WLOG suppose that part(u;,) = w. They are of the form 2°1%+0ey; [by] .. uy, [bg]20+1+Fba So
their sumis (2' — 1) u;, ..oy, = (= 1)y, ...w;, (mod 2). So C(ii) = Y(— 1)~ fu(@) (mod 27).

Now we show that there is no monomial in B with an r; variable in Equation To see this, fix some i. For any
s € {0,1}4, let s'[¢] = s[f] for all £ # part(v;), and let §'[part(v;)] # s[part(v;)]. Note that s” = s. Now if a monomial
contains 7; in iy for some s, then iy has the same monomial but negated.

Now consider a monomial v;, ...v;, in f(V). We want to find the coefficient of this monomial in B. This monomial is in
each C(it;) for all 5. Since its coefficient in f;(it;) is (—1)¢, its coefficient in C(ify) is (—1)' - (—1)4~*. So its coefficient is 1
in B mod 2%.

Claim: the probability that all (2)¢ calls to A return correct values is at least 3 /4. First note that for each s, the ¢
bit numbers u; look as if each of their bits is chosen uniformly at random iid from Ber[1/2]. Note that i; and iis can be very
correlated, but each looks iid from Ber[1/2].

Second, we can use the union bound. The probability that A errs is 1 — m. We call A 29(z+d)? times, so the

probability that A is wrong at least once is at most 272 = 1/4. So all calls will be correct with probability 3 /4.

Analyzing B. If A runs in T (n) time, then B takes O(2¢(z+d)?(n+T(n))) = O((2d +2log, M) (n + T (n))) time.
Moreover, B is correct if all of its calls to A give correct answers, and that happens at least 3 /4 of the time. So, as desired,
for any v € {0,1}": Pr[B(V) = P(¥)] > 3/4. a



4 Reductions Between Factored Problems

In this section we discuss reductions between factored problems. These reductions help us to get hardness results for
average case problems from SETH, k-XOR and k-SUM hypothesis. Dalirrooyfard et al [DLW20] have the following generic
reduction.

THEOREM 4.1. [[IDLW20] Let k > 2. Then we have
» A ©Fk-f(n,b,g) — ©Fk-XOR(n,k>b,g) reduction exists that takes time O(ng2k3b).
* A OFk-XOR(n,b,g) — ©Fk-OV(n,2k>b, g) reduction exists that takes time 0(ng22k31’).
» A ©Fk-XOR(n,b,g) — ®Fk-SUM(n, ([1gk] + 1)b, g) reduction exists that takes time O(ng2"'e¥).

In their application area, they did not care about constant factor blow ups to b and g in their reductions. However, we
need to have the smallest blowup possible, and therefore more efficient reductions.

4.1 More efficient reductions between factored problems We improve the reductions from Fk-f to Fk-OV, Fk-XOR,
and Fk-SUM.

THEOREM 4.2. Let k > 2. We reduce Fk-f with n factored vectors and g sets of b-length strings to Fk-XOR, Fk-OV and
Fk-SUM with n factored vectors and g sets of strings of length kb,2kb and kb respectively. In fact, we prove the following.

» A ©Fk-f(n,b,g) — ©Fk-XOR(n,kb,g) reduction exists that takes time O(ng2?).
* A ©Fk-f(n,b,g) — ®Fk-OV(n,2kb,g) reduction exists that takes time O(ng2*?).

» A ©Fk-f(n,b,g) — ©Fk-SUM(n,kb,g) reduction exists that takes time O(ng2?).

Proof. Define S?l to be the set of k-tuples of b-length strings, with the first string equal to u;, such that they satisfy f.
Formally, let S%' = {(uy,s2,...,5¢)|f(u1,52,...,5¢) = 1 such thats; € {0,1}"Vi € [2,k]}. Let the k partitions of the Fk-
f instance be Py,..., P;. For each of these reductions our goal will be to have the strings of the first partition guess the full
set of k strings. Then the strings in the other partitions will verify these values. This will become clear once we define the
reductions. Note that as long as we have a way to check the equality of k separate strings pairwise simultaneously we can
use this reduction technique.

Fk-XOR: We will define k functions 1,7, ..., ¥ from strings of length b to strings of length bk. These functions will
help us define the Fk-XOR instance. The function ¥; will be applied to the strings of partition P;. For convenience 0* is the
string of x zeros. Let e be the concatenation operator.

(4.3) Yi(uy) ={ujosye... .05 (ui,s2,...,5) € S';l}
4.4) h(uz) = {s1 0 uz « 042’5y € {0,1}"}
(4.5) () = {001 0 ;0 06—} i € [3,4]

Now we define the Fk-XOR instance with factored vectors that have g sets of kb-length strings. To do so, we define I';(V) as
a function that takes as input a factored vector ¥ with b and g sets and returns a factored vector with bk bits and g sets. Let
[;(¥)[j] be the j* set of the factored vector produced by I';. We define I';(¥) using the function ¥. We define I';(¥)[j] to be
the set of strings s € % (u) for all strings u in ¥[j], the j" set of the factored vector V.

(V) [j] = {s|s € y:(u) for all u € ¥[]}.

We define the i partition of the Fk-XOR instance by P/ = {ii|ii = I';(¥) for all ¥ € P;}. Our new instance is the instance of
Fk-XOR over P[, ..., F,.

To prove that the reduction works, suppose that Vy,. ..,V is a solution to Fk-f, where each V; is a factored vector, and
suppose that in this solution, the string ”1] € V;[j] is chosen. Then we show that 'y (V}),...,['+(Vk) produces an analogous



solution in the Fk-XOR instance. For each j =1,...,g, this solution picks u{ . ué .® uk from 'y (V), ”1 o u) J o Qk=2)b

from ['y(¥;) and 00~ 1" e ulj ¢ 0%=0% from Iy(¥) for i = 3, ..., k. From the definitions this solution exists and the strings xor
to zero.

Now consider a solution in the Fk-XOR instance. So there exist factored vectors V{,Vs, ...,V in the Fk-f instance where
[ (V1),12(%2),. .., Tk(Vy) create a solution for the Fk- XOR instance. Suppose that in this solution, for each i = 1,... k
and j =1,...,g, a string in ¥ (u /) is chosen, where ul € vi[j]. Fix some j. We want to show that f(ul, uk) = 1 or
equivalent]y (u{7 uk) € S'f’l The first b bits of any string in ¥ (u ) is ”1» the first b bits of any string in ¥ (u; ) fori>2is

b and so the first b bits of )/z(u2) must be ”1 so that the xor of these strings becomes zero. So the string chosen from yz(uz)
is u{ oue 0%=2)2_ Now looking at the second b bits of each string, the strmgs chosen from y; (u ) and yg(uz) have non-zero
bits in those positions and so the second b bits of the string from Yi(u ) must be u . Similarly, looking at the i’ b bits of
all the strings, the only strings that have non-zero bits are in }/,( ) and 7, (u ) and so the /" b bits of the string from y; (u{ )
must be u/. So the string chosen from ¥; (u]) is u] eu}e...eul and so (u],...,ul) € S;'. Note that previously we proved
that this solution in Fk-f is analogous to the solution in Fk—XOR that we started from.

So we proved that the number of solutions in both instances is the same.

Fk-OV: As before we will define k functions i, 7, . . ., ¥ from strings of length b to strings of length 2bk. The function
¥ will be applied to the strings of partition P,. We will define § to be an operator on zero-one strings that flips all the bits.
So for example if s = 01101 then § = 10010. Now note that if |s| = |s'| = b and the bitwise AND of se§ and s’ e s’ is the
all zeros string then s = 5. We will use the all ones string to replace the all zeros string in the Fk-XOR reduction because

x N\ 1 = x, allowing the ones to not interfere with the two strings we want to compare in that location.

4.6) ’J/l(ul):{ul01210S20§20....sk0§k|(u1,S2,...,Sk)GS‘;I}
(4.7) Y(uz) = {51 @51 @ity o1z @ 15722051 € {0,110}
(4.8) Yi(u)) = {101 o jj; 0 ;0 1°030Y i € [3 k]

Similarly to the case of XOR we will define I';(V) as a function over factored vectors with b and g sets that returns a factored
vector with 2bk bits and g sets. Let I';(¥)[j] be the j” set of the factored vector produced by I';. Then we define

L:(V)[J] = {s]s € %(u) for all u € V[i]}.

Now we will define the " partition in the Fk-OV instance as P/ = {ii|ii = [;(¥)¥¥ € P;}. Our new instance is the instance of

Fk-OV over P;,...,P,. Note that the number of new solutions in the new version is exactly the same as in the old version,
and it can be proven similar to the Fk-XOR case.

Fk-SUM: We are going to use the same basic idea here as in the two previous problems. The strings in the first partition
are going to guess the whole solution to the Fk-f, and the other partitions confirm this guess. Additionally given a string
|s| = b let v(s) return the number in [—2°~1 20=1 — ] Erepresented by the zero one string s. Once again we will define
functions that produce sets from a single string. Here they will be sets of numbers (which of course can be written and
interpreted as strings).

(4.9) Yi(ur) = {v(u) +Zz’” DV (si)| (1,82, 50) € S§'}
(4.10) Y (u2) = {v(s )+2”u2\s1 e {0,1}*}
(@.11) ¥iu) = {v(ui)2""V} Vi€ [3,4]

Similarly to the case of XOR we will define I';(¥V) as a function over factored vectors with b bits and g sets that returns a
factored vector with bk bits and g sets. Let T';(¥)[j] be the j™ set of the factored vector produced by I';. Then we define

(V) [J] = {s]s € %(u) for all u € V[i]}.

8Note that in non-factored k-SUM you want k numbers which sum to zero. In Fk-SUM , and factored k-SUM more generally, the number has been
split into g sections of b bits. We look for k vectors where each of the b bit parts sum to zero. As long as lg(k)$ = n° (1) the factored split-up-mod version
can solve the version where you have natural numbers over a larger range. (For intuition: you basically need to guess and enforce carries.)



Now we define the i"” partition of the Fk-SUM instance as P! = {ii|ii = I';(¥)¥¥ € P;}. Our new instance is the instance of
Fk-SUM over Pj,...,F,.

Now as before, we can use these to check if we have a valid solution. Any valid solution in Fk-f corresponds to exactly
one solution of this new Fk-SUM instance (you must line up correct values for each entry in ; which correspond to a full
guess of a solution to §. To get a total sum of zero each portion must sum to zero.

Runtime. The runtime in each case is the size of the instance produced. We prove the runtime of Fk-XOR reduction,
and the rest is similar. For any b-bit string u, the set ¥ (1) has size at most 2~1?_ the set 75 (u) has size 2° and the set ()
for i > 2 has size 1. In partition P; in the Fk-f instance, we have n factored vectors each having g sets of at most 2” strings of
length b. So in total in partition Py there are at most 72" strings, and so in P/ there are at most n2b . 2k=1)b strings. Similarly,
in P} there are at most n2%" strings and in P! for i > 2 there are at most n2b strings. So in total the size of the Fk—XOR
instance is O(ng2°%). a

4.2 Even More Efficient Reductions to k-SUM The generic reductions are much improved over the previous incarna-
tions. However, we can do even better when specifically going from Fk-OV or Fk-XOR to Fk-SUM. Here we will use the
fact that the sum of k numbers in {0, 1} is in [0,k]. The reduction from Fk-XOR to Fk-SUM is stated in [DLW20] but we
prove it here again for completeness.

LEMMA 4.1. A ©Fk-OV(n,b,g) — ®F(k+1)-SUM(n+ 1,b[1g(k)],g) reduction exists that takes time O(ngk2").
A ©Fk-XOR(n,b,g) — ©F (k+1)-SUM(n+1,b[1g(k)],g) reduction exists that takes time O(ngk2?).

Proof. For our convenience let ¢ = [1g(k)]. The first part of both reductions is the same and we explain it here. Then we
explain the second part of each separately.

In both reductions we start with a k partite problem with k partitions containing factored vectors, Pj,...,P. In both
reductions we will produce new lists of factored vectors P/ by padding the original factored vectors. Here we explain what
P{,..., P} are, and then we define P} separately for when our reduction is from Fk-OV and Fk-XOR.

Specifically, given a string s with b bits s[0],...,s[b — 1] let pad(s) be a function which returns a string of length cb
where pad(s)[ci] = s[i] and pad(s)[j] =0 if j Z0 mod c. So, we have padded the string with zeros around each number.
Now let padding a factored vector be defined as running the function Fy.q(V) over a factored vector V. We define this
function as i = Fj,qq(V) such that for all i € [1, g]

ili] = {pad(s)|s € Vi]}.
That is, we pad every string that appears in every set of the factored vector. Now finally let us define PAD(P;) as
PAD(P;) € {Fpaa(V)|V € B}

We define P/ = PAD(P;). Consider k zero one strings sy, ...,s; and then consider the sum of the padded strings as if they
were integers x = pad(s;) + ...+ pad(sy). Then the sum s;[i] + ...+ s¢[i] is equal to the number represented by the bits
x[ci,ci+ ¢ — 1]. By padding our vectors we ensure that our sums are separated. Now note that with Fk-OV we are looking
for vectors where for all i € [0,b] the number represented by x|ci,ci + ¢ — 1] < k. Further note that for Fk-XOR we are
looking for vectors where for all i € [0,b] the number represented by x[ci,ci+c¢— 1] =0 mod 2. We are going to control
this sum by creating appropriate factored vectors in partition B). We in fact create a single factored vector with “guesses”
of all possible “valid" sums (strings where each group of bits x[ci,ci + ¢ — 1] is one of the possible valid values). Below we
formally define ).

Fk-OV: Let S be the set of all string representations of numbers in [0,k — 1]. Let Sconcar be the set of all possible
concatenations of strings sy, ...,s, where s; € S—;. Let SE.(fn)w, be the set of all numbers represented in Scepcqr, NOW negated.
Finally define a factored vector iigy where for all i € [1,g] we have igy[i] = Sg;n)m,. Now define P} to be a partition
containing only #gy. Note that the number of solutions exactly match in the Fk-OV instance and the Fk-SUM instance.
Considering any solution to the Fk-OV instance, for each bit in the strings chosen from set j of the k factored vectors, the
sum of these bits is less than k since there is a zero among them, and so their padded sum equals to some value represented
in Sconcar» and so there is (exactly) one string in the j* h set of #py whose sum with the other strings chosen from the j’h set
of the k factored vectors is zero.



step 1 step 2 step 3 step 4
BFE-P size n BFE-Q size n p| Average-Case Fk-Q p| Average-Case BK-Q)
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Bk-P size n

P

Figure 2: Roadmap of the approach to prove average-case complexity for the K-Q problem from k-P problem. Each problem
is k (or K) partite, and the size of the problems refer to the number of vectors or factored vectors in each partition.

Moreover, if for some j = 1,...,g, the vectors selected from the j* set of the k factored vectors are not orthogonal,
there is a bit which is one in all the & strings. So the sum of the padded strings in the corresponding Fk-SUM instance is k,
and there is no string in gy [j] that can make this sum zero.

Fk-XOR: Let S, be the set of all string representations of even numbers in [0, k]. Let Sconcqr be the set of all possible
concatenations of strings sy, ...,s, where s; € Seye,. Let SE;,,)M, be the set of all numbers represented in S.ncqr,» NOW negated.
Finally define a factored vector iixor where for all i € [1,g] we have iixogl[i] = Sé;,l)cm. Now define P to be a partition
containing only iixpg. Similar as above, we can see that the number of solutions exactly match. 0

5 Worst-Case to Average-Case Fine-Grained Problems

In this section we will show that we can get average-case lower bounds for some of the most important problems in
fine-grain complexity from worst-case hypotheses. The distribution on which these problems are hard is not the uniform
distribution, but an easy to sample distribution.

Our high level approach is as follows. We want to derive hardness for average-case K-OV, K-XOR and K-SUM of size
N. We want to base the hardness on k-OV, k-XOR or k-SUM hypothesis, for some k as a function of K, and we use Lemma
2.3 which states that under k-OV, k-XOR and k-SUM hypothesis, ©k-OV, ©k-XOR and @k-SUM are hard respectively.
Suppose that the starting problem is @k-P and the problem that we seek average case hardness for is ©@K-Q (for example
P can be OV and Q can be SUM. They can be the same problem as well). We do the following steps to reduce worst-case
@®k-P to average-case GK-Q. See Figure[2]

1. We reduce @k-P to factored ®k-P (Theorem[5.1).
2. We reduce factored ¢k-P to factored @k-Q (Section [d)).
3. We reduce worst case factored @k-Q to average case factored ©k-Q on uniform distribution (Theorem|5.2).
4. Finally we reduce factored ©k-Q to GK-Q. (Theorem|5.3).
Note that if the problems P and Q are the same, we don’t need step 2. In the following subsections we introduce the

tools used for each step, and then we put them together to prove our results.

5.1 Step 1: Un-factored to factored reduction Dalirrooyfard et al [DLW20] show that one can reduce any problem to
its factored version with only constant blowups in the size of the problem.

THEOREM 5.1. ([DLW20])) In O(n) time, one can reduce an instance of size n of k-OV, k-XOR, k-SUM and ZkC to a single
call to an instance of size O(n) of Fk-OV, Fk-XOR, Fk-SUM and FZkC respectively.

A brief explanation of the proof of Theorem [5.1]is as follows. The reduction works by splitting up each vector/number
into g pieces of length b bits. Then, from each original vector, we make one factored vector that has g sets each containing
exactly one vector (the g vector pieces from the original). So in fact, if the dimension of the original vectoris d thenb-g =d.
For k-SUM if the numbers were d bits long then b- g = d. This means that Gk-OV, Gk-XOR, and $k-SUM reduce to a
single call of size n of ®Fk-OV, ®Fk-XOR, and ¢&Fk-SUM respectively.

Using rETH, k-XOR and k-SUM hypothesis, the following lemma which is inferred from [DLW20] specifies the
parameters for which factored versions of k-OV, k-XOR and k-SUM are hard under the corresponding hypothesis.

LEMMA 5.1. We have the following hardness results from rETH, k-XOR and k-SUM.



1. There exists a fixed constant ¢ such that the ®Fk-OV(n,b,g) problem where bg = cklg(n) and kg = o(1g(n)) requires
n2®) time if rETH is true.

2. The &Fk-XOR(n,b,g) problem requires n'*/21=°0) time when bg > kig(n) 4+ 2 and kg = o(Ig(n)) if the k-XOR
hypothesis holds.

3. The ®Fk-SUM(n,b,g) problem requires n'*/*1=°() time when bg > kig(n) +2 and kg = o(1g(n)) if the k-SUM
hypothesis holds.

Proof. Ttem[l|directly results from Lemmal[2.1]and Theorem

Using Lemmaand Theoremwe have that the worst case @Fk-XOR and ©Fk-SUM problems require n/*/21-0(1)
time when bg > klg(n) + 2 if the k-XOR hypothesis or the k-SUM hypothesis hold respectively, and hence we get items
and[3 d

5.2 Step 2: Transferring Between Problems If the problems P and Q are the same there is no need for this step. If they
are not the same problem then we will use the results from Section ] to transfer between the problems.

5.3 Step 3: Worst-case to average-case reduction of factored problems Lemma [2.4]states that for any problem Fk-
f(n,b,g), there is a good kg-degree polynomial. Then from Theorem we have the following hardness result from worst
case Fk-f to average case Fk-f.

THEOREM 5.2. Let P be any factored problem ©Fk-f(n,b, g) with n factored vectors made up of g subsets of {0,1}°. Then
an algorithm for P on the uniform average-case that runs in time T (n) and succeeds with probability 1 — % implies a
worst case randomized algorithm that succeeds with probability 3 /4 that runs in 2*T (n) time.

5.4 Step 4: Reduction from Factored to Un-factored Versions In this section we are going to present a reduction from
factored problems to their un-factored versions. Each factored vector has g sets of b-bit strings, so we are going to treat
these g sets as additional partitions, and hence we are going to have gk partitions. We are going to make these b-bit strings
longer, to encode which factored vector they are coming from. Hence we are going to represent a single factored vector
with g subsets of {0, 1}” with g2” vectors of length k- g -1g(n) + bg, in g new partitions.

The reductions from factored to un-factored versions of problems will be quite inefficient. However, even these
inefficient reductions will give us meaningful new lower bounds on these problems. In some sense the key insight of
this reduction is that factored problems present a lossy way to re-write our problems as low degree polynomials.

THEOREM 5.3. We have the following reductions from factored problems to their un-factored versions.

s An instance of Fk-XOR(n,b,g) can be turned into one instance of kg-XOR with k2°n vectors of length bg + (k —
1)glg(n).

s An instance of Fk-OV(n,b, g)can be turned into one instance of kg-OV with k2n vectors of length bg +2(k—1)glg(n).

* An instance of Fk-SUM(n,b, g) can be turned into one instance of kg-SUM with k2Pn vectors of length (b+1g(k))g +
2(k—1)g(lg(n) +1g(k)).

Proof. The idea of these reductions is to generate an instance with kg partitions. Each group of g partitions P, e ,ng i1
will represent a single partition P; from the original problem. Each factored vector from the original problem will be
represented with at most g2° vectors, at most 2 vectors in each of the g partitions associated to the partition this vector is
from in the original problem. We will use 0 and 1* to refer to strings of length x of all zeros and all ones respectively. We
will use o to mean concatenation. Let v,(¢) be a function from integers ¢ € [0,n — 1] to the zero one string indicating that

number. For example, v4(3) = “11".



Fk-XOR to gk-XOR First we will define a function ¥, (¥, 4,1, j) which takes a single factored vector ¥, the index of ¥
in its partition ¢, an index i € [1,g], and the partition index j. The function ¥, (V, ¢, 1, j) is going to produce a set of strings,
where each string in this set is associated to a string s € V[i]. The output strings will be having two sections. The first section
is a validity check. The reason for the validity check is as follows: in the gk-XOR instance, we are going to select one
vector from each of the kg partitions, and as said above, partitions ng (D)1 ,Pg’ (-1)+g will represent partition P; in the
original instance. So the vectors chosen from each of these g partitions must be from the same factored vector in order for
the reduction to work. The validity check is going to enforce this property. More formally, the validity check ensures that
strings chosen from Pé’, (=1)+i and P;(j_l) iy are from the same factored vector. We are going to have k(g — 1) validity
checks, one foreachi=1,...,g— 1, and to ensure no overlaps we “separate” all k(g — 1) validity checks by putting them in
a unique position in the string.

The second section of each output string is intended to encode the string s € V[i] it is associated to. We encode s in a
way that when we consider all possible strings formed by xoring one string from each set Yy, (V, 4,1, j) for all i € [1, g] the
second parts of the strings will capture all the strings represented by the factored vector V.

Let H; = 0'g(m(s=10=1) and let T, = 0'2((e=1)(*=J) these are the zeros that separate the validity checks from each

other. Let v(£) be the bitwise negation of the string v ().

(5.12) Yoor (0,4, 1, ) ={H; @ v,,(¢) 0 082 o T ese (1) ls € ¥[1]}
(5.13) Yeor(V, 0,1, j) ={H; 0 0= oy, (1) 0 v, (¢) 0 08—~ o 00’71 05007~ |5 ¥[i]}
(5.14) Yeor(V, 4,8, ) ={H; 0 08WE2 oy, (1) o T; 00’8V g |s € Vg]}
Now we can define our new sets P/,. .\ .for j=1,...,k:

g(j—1)+i

Pojinsi= U Yor(Vnbois )
vpeP(j]
So each new partition Pg (j=1)+i is the union of all of the sets representing the i’ groups of strings from factored vectors in
partition P;. Now we show why the reduction works.

First suppose that we pick g strings sg(;_1)4; from Pg/.(j_1>+1- for i € [1,g]. Then for i=1,...,g— 1 the bits from
lgm)(g—1)(j—1)+1g(n)(i—1)+1tolg(n)(g—1)(j—1)+Ig(n)i+ 1 are zero for all strings except the strings chosen
from P;;,; and Péf j+i+1- In order for the xor of these strings to be zero, it must be that these two strings are both having
the same value of ¢, so they must be from the same factored vector. So the bits from [Ig(n)(g—1)(j —1),1g(n)(g — 1)/]
will XOR to zero iff all of these strings were generated with the same value of ¢. So, a choice of gk strings will only XOR
to the all zeros string on the bits [0,1g(n)(g — 1)k] iff for all j the strings s,(;_1)4; from ng (j—1)+i Were generated with the
same /. Note that we select a unique ¢ for each factored vector in each partition. This shows that each choice of kg vectors
in the un-factored instance is corresponding to a choice of k factored vectors (with a choice of b-bit strings) in the factored
instance. From the definition of the un-factored version it can be seen that each choice of k factored vectors (with a choice
of b-bit strings) corresponds to a choice of kg vectors in the un-factored instance, and essentially these two correspondences
are the same.

Now it is easy to see that the XOR of these gk vectors is zero if and only if the XOR of the corresponding factored
vectors with the corresponding choices of b-bit strings in the factored instance is zero. Note that each factored vector is
choosing one vector in each of its g sets, so each factored vector in the factored instance is representing a bg-bit string in
the solution. Then bg last bits of the XOR of strings chosen from Pg’(jil) L fori=1,... g creates this gb-bit vector that the
factored vector from partition j chooses in the solution.

Since each solution in the factored instance is corresponding to a unique solution in the un-factored instance, the number
of solutions to the new (gk)-XOR problem is equal to the number of solutions to the original Fk-XOR problem.

Fk-OV to gk-OV We are taking the same idea as above, but, making it work for for bitwise AND instead of bitwise
XOR. First we will define a function Yoy (V, 4,1, j) which takes a factored vector ¥, the index ¢ of that factored vector in its
partition, an index i € 1, g], and the partition index j. Redefine H; = 12'2()(8=1U~1) and let T; = 128 (=D(*=)) these are

the ones that separate the validity checks from each other. Let A,,(¢) = v(£) e v({) and let A,,(£) = v(£) e v({).




(5.15) Yov(#,0,1,j) ={H; e A, (£) 0 121672 o T; ese 17871 s € v[1]}
(516)  yov(¥,6,i,j) ={H; e 172 0 4, () @ 4, (¢) 0 1B 0y @1Pi"Vage 1?7 |5 e ]}
(5.17) Yov (¥,0,8,j) ={H; e 12162 o7 () e T; o178 o5 s € g}

Now we can define our new sets P, . "
g(j—1)+i

fgufw+i:: LJ Yov (Ve, 4,4, ).
VeeP(j]

So each new partition Pg’, (—1)+i is the union of all of the sets representing the i’ groups of strings from factored vectors in
partition P;. As in the k-XOR reduction, our validity checks in the first half of the strings validate that we have selected &
factored vectors, so each orthogonal gk-tuple of vectors correspond to k-orthogonal factored vectors in the factored instance
with a choice of b-bit strings in each of their g sets. Moreover, each choice of k factored vectors with a choice of b-bit
strings corresponds to a choice kg vectors in the un-factored instance. Now the second part of the strings defined in Yoy
shows that k factored vectors with a choice of b-bit strings are orthogonal if and only if their corresponding kg vectors in
the un-factored set are orthogonal. To see this, note that each factored vector is choosing one vector in each of its g sets, so
each factored vector in the factored insance is represenging a bg-bit string. In the un-factored instance, the last bg bits of
the bitwise AND of the strings chosen from Pé (j=1)+i fori=1,...,g create this bg bit vector that the factored vector from
partition j represents. So the number of solutions to the new (gk)-OV problem is equal to the number of solutions to the
original Fk-OV problem.

Fk-SUM to gk-SUM We are taking the same idea as above, but, making it work for addition, instead of bitwise AND
or XOR. Let X = 20+120) |y = 2(le(n+1e(k)) "and 7 = yle~—1).

(5.18) Tsum (7.0, 1, ) ={X*Z771(0) +s |s €91}
(5.19) ysum(%,4,i,j) ={X8Z/"1 (Y=l —y~%0) +sX'1 s € [i]}
(5.20) Tsum (¥, .8, ) ={-XZ/~1vs 2 +sX¢7! |s € lgl}
Now we can define our new sets P/,. .\ .
g(i—1)+i
Pé(j*l)eri: U ’}/SUM(‘_)'é?gaLj)'

vieP(]]
So each new partition Pg (=1)+i is the union of all of the sets representing the i’ groups of strings from factored vectors
in partition P;. As in the k-XOR and k-OV reductions, our validity checks in the first half of the strings validate that we
have selected & factored vectors. Note that the part of the string that encodes ¢ is multiplied by a large power of 2, to make
it separate from the second part of the string. Note that again the last bg bits of each string associated to a b-bit string s
are meant to encode s. Similar as previous cases, it can be seen that the solutions in the factored instance and un-factored
instance correspond to each other, and hence the number of solutions to the new (gk)-SUM problem is equal to the number
of solutions to the original Fk-SUM problem. 0

5.5 Average-case hardness of ©K-OV We are going to prove Theorem|1.3|for ©K-OV. We want to show that for any K
and N, &K-OV of size N is hard over some distribution. We start from step 4 and work our way back to step 1, figuring out
the necessary parameters based on K and N. See Figure

We define the distribution using Theorem|5.3] Choosing appropriate parameters b and g, this Theorem gives a reduction
from EBFk-OV(ZIZ—I;’(,b, g) to ®K-OV of size N with vectors of dimension bg + (k— 1)glgn where k := K /g (step 4). Starting
from a uniform distribution on @Fk-OV(ZIX—Ig(7b,g), we get a distribution for ®K-OV through this reduction. We call this

distribution Doy (N, K, b, g).



step 1 step 2 step 3 step 4

|ETH | k-0V(n)
[k-XOR (1) | &F£-XOR(n. b/2k. g)

k-SUM (1) | &Fk-SUM(n, b/2k, g)

Figure 3: Reductions to average case K-OV of size N. The size of the unfactored problems is mentioned as a parameter in
front of them. To see what the values of b, g,n and k are in terms of K and N see Table

©Fk-OV(n, b, g) P AC &Fk-OV(n,b,g) P AC &K-OV(N) |

@®k-OV(n) | Bk-XOR(n) | ®k-SUM(n)
b IgN IgN IgN
g VK K23 K273
n VN VN VN
k VK K173 K173

Table 2: parameter values for reductions from k-OV, k-XOR and k-SUM to average case K-OV, where the starting problem
is of size n and K-OV is of size N. The exact values are within constant factor away from the values mentioned in the table.

Letn:= zl\b/—’;( To show that &K-OV is hard on this distribution with some success probability g, we have to show that
®Fk-OV (n,b,g) is hard on uniform distribution with success probability ¢ and we will derive the appropriate value for g
and b. We show multiple hardness for average case ®Fk-OV (n,b, g) under different hypothesis.

First note that by Theorem if worst-case ®Fk-OV(n,b,g) requires T(n) time, then uniform average-case ®Fk-
OV (n,b, g) with success probability g = 1 —27%¢ /8 = 1 — 27K /8 requires T'(n) /2¢ = T (n) /2% (step 3). So we have to find

a lower bound for ®@Fk-OV (n, b, g) in the worst case. First we show hardness under rETH.

THEOREM 5.4. Let K be a constant. Under rETH, any algorithm that solves average case ®K-OV of size N with vectors of
K

dimension ©(K1gN) with probability 1 — ZT where the input is drawn from Doy (N,K,O(1gN),\/K) distribution requires

NVE) fime.

Proof. By Theorem(step 1), under rETH, ®Fk-OV (n,b, g) requires n**) if
1. bg > cklgn
2. kg =o(lgn)

Note that the second constraint is equivalent to K = o(lgn). We are going to chose the value of g and b as follows and
then we argue why these values give us the best bound we can get. Let b = 2clgn —0.51gK > clgn, and let g = VK. We
show that with this choice of parameters the constraints are satisfied: The first constraint is equivalent to bg> > cK lgn which
is clearly satisfied. We have that n = ;Z—i = Kn[\z'(i% = N/n*. So N = n'*2¢, Since K is a constant with respect to N and
lgN = O(lgn), the second constraint is satisfied as well. Note that in this case the dimension of vectors in the K-OV instance
isbg+ (k—1)glgn=0(Klgn). So from rETH we get that average case GK-OV of size N requires NQWVE/(142¢) = NOVE)

Now we show that our choice of parameters is optimal in the sense that in the exponent of N, the exponent of K cannot
be any constant more than 1/2. First note that because of the second constraint, b = Q(lgn). Let b = O(lgnK") for some
constant 7. Then we must have g2 = Q(K'~"), so we let g = K'~*. This means that we have n = @ (N'/1+X")) ‘and so the
exponent of the lower bound that rETH gives us is @(K 1/2-1/ 2). Setting = 0, we get the values for b and g that we set first.
Where we set g = VK. 0

THEOREM 5.5. Let K be a constant. Any algorithm that solves ®K-OV of size N with vectors of dimension @(K1gN) with

probability 1 — % where the input is drawn from Doy (N,K,0.51g %,KZB) requires at least NK' [4=0(1) firne assuming

K'/3-XOR Hypothesis.



Proof. Using Theorem 4.2 (step 2) we can reduce ®Fk-XOR(n,b/2k,g) to ®Fk-OV(n,b,g), where n = z%( andk=K/g
and we haven’t defined the values of b and g yet. This reduction takes O(ng2"/?) time.

By Theorem 5. 1] (step 1), assuming k-XOR hypothesis, ©Fk-XOR (n,b/2k, g) requires n*/2 time if
1. Zg>kign+2
2. kg =o(lgn)

The first condition is equivalent to bg> = K?lgn +4Kg, and the second condition is equivalent to K = o(lgn). Let g = K23
and b = lgn+4. Note that this means that b = 0.51g%. The first condition clearly holds. Moreover, we have that
n=N'"2/K'/3 = @g(N'/?). This means that lgn = @(IgN) and so the second condition holds. To see what lower bound
we get, Note that k = K /g = K'/3. So under K'/3-XOR hypothesis, average case ®K-OV of size N requires NK'/4=o(n),
Now we reason how we choose the values of b and g. Since g = o(lgn) from the second condition, we have that b > Ign.
Suppose that we set b = KIgn for some constant ¢. Then g = K(~9)/3 and so n = @K(Nl/(”K(')). Thus under k-XOR

NK1/3741:/370(I

hypothesis K-OV of size N requires ' To get the maximum lower bound possible we should set ¢ = 0, which

results in our initial values for b and g. 0

THEOREM 5.6. Let K be a constant. Any algorithm that solves K-OV of size N with vectors of dimension ©®(K1gN) with

probability 1 — % where the input is drawn from Doy (N,K,0.51g %,

K'/3-SUM Hypothesis.

. 1374 . ;
K?/3) requires at least N F3/4=0(1) time assuming

Proof. The approach is almost the same as Theorem|[5.5] Using Theorem 4.2 we can reduce &Fk-SUM(n,b/2k, g) to Fk-
OV(n,b,g), where n = and k = K /g and we haven’t defined the values of b and g yet. This reduction takes O(ng2"/?)
time. Then by Theorem , assuming k-SUM hypothesis, ©Fk-SUM(n, b/2k, g) requires n*/? time if %g > klgn+2 and

kg = o(lgn). Setting g = K*/3 and b = lgn +4, we get the lower bound of NX'"*/4=(1) for average case GK-OV under
K'/3-SUM hypothesis. O

5.6 Average-case hardness of $K-XOR We want to show that for any K and N, @K-XOR of size N is hard over some
distribution.

Our approach is very similar to section [5.5] and so we remove unnecessary details. We define the distribution over
which we prove ®K-XOR is hard using Theorem|5.3|(step 4). Choosing appropriate parameters b and g, this theorem gives
a reduction from GFk-XOR (£ b, g) to GK-XOR of size N with vectors of dimension bg + (k— 1)glgn where k := K /g.

WK
Starting from a uniform distribution on ®Fk-XOR ( 212—[;’( ,b,g), we get a distribution for §K-XOR through this reduction. We
call this distribution Dxogr(N,K,b,g).

To show that ®K-XOR is hard on this distribution with some success probability g, we need to show that ®Fk-
XOR(n, b, g) is hard on uniform distribution with success probability ¢ where n = 21%( To do this, we use Theorem(step
3) to reduce worst case ©Fk-XOR (n,b, g) to average case ®Fk-XOR(n,b, g) with uniform distribution with g = 1 —2"%/8.

To get hardness from k-XOR hypothesis for worst case ®Fk-XOR (n,b, g), we use Theorem(step 1), which says that
®Fk-XOR(n,b, g) requires nlk/21=0(l) time. To choose the parameters, by Theoremwe need to have that bg > klgn+-2
and K = kg = o(lgn). In this case the optimal values for b and g are Ilgn+2 = 0.51g 4—\/11% and /K respectively.

To get hardness from SETH or k-SUM hypothesis, we first use Theorem (step 2) to reduce ®Fk-OV(n,b/k,g) or
®Fk-SUM(n,b/k,g) to ®Fk-XOR(n,b, g) in O(ng2"") time, and then use Theorem(step 1) to get hardness from SETH
or k-SUM for ®Fk-OV (n,b/k,g) or ®Fk-SUM(n,b/k,g).

To get hardness from SETH, by Theorem we must have that % g > cklgn and K = gk = o(Ign). In this case the
optimal values for b and g are O(Ign) = O(IgN) and K?/3 respectively. By Theorem ®Fk-OV (n,b/k, g) requires n®*)
time.

To get hardness from k-SUM, by Theorem we must have that %g > klgn+2 and K = gk = o(lgn). In this case
the optimal values for b and g are Ign+2 = O.SIE% and K%/3 respectively. By Theorem @®Fk-SUM(n,b/k, g) requires
nl¥/21 time.

By substituting the values of b, g,k and n we get the Theorem|1.3|for ©K-XOR. See Figure 4| and Table|[3]



step 1

|ETH [ k-OV(n)
k-XOR(n)
k-SUM (n) @ Fk-SUM(n, b/2k, g

Figure 4: Reductions to average case GK-XOR of size N. The size of the unfactored problems is mentioned as a parameter
in front of them. To see what the values of b, g,n and k are in terms of K and N see Table

step 2 step 3 step 4

5 FE-XOR (1, b, g) | AC ©Fk-XOR(n,b,g ™AC & K-XOR(N)|

@®k-OV(n) | Bk-XOR(n) | ®k-SUM(n)
b IgN IgN IgN
g K273 VK K273
n VN VN VN
k K173 VK K173

Table 3: parameter values for reductions from k-OV, k-XOR and k-SUM to average case K-XOR, where the starting problem
is of size n and K-XOR is of size N. The exact values are within constant factor away from the values mentioned in the
table.

THEOREM 5.7. Let K be a constant. Let P € {parity-K-OV, parity-K-XOR}. There are easy to sample distributions
DY (N,K),DY(N,K) and D5 (N,K) such that any algorithm that solves P of size N with vectors of dimension ®(K1gN)
with probability 1 — ﬁ requires at least:

« N®K) time assuming rETH, if the input is drawn from DY (N,K).
o NK'P/4=01) iye assuming the \/K-XOR hypothesis, if the input is drawn from Dg (N,K).
o NK'/4=0() time assuming the K'/3-SUM hypothesis, if the input is drawn from DY (N,K).

5.7 Average-case hardness of ®K-SUM The approach is the same as the previous two sections, except that in step 2 we
get better bounds.

We define the distribution over which we prove ®K-SUM is hard using Theorem (step 4). Choosing appropriate
parameters b and g, this theorem gives a reduction from EBFI(—SUM(ZIZ—“;’< ,b,g) to ®K-SUM of size N with vectors of
dimension bg + (k — 1)glgn where k := K/g. Starting from a uniform distribution on @Fk-SUM(ZIX—i,
distribution for @K-SUM through this reduction. We call this distribution Dgyp (N, K, b, g).

To show that @K-SUM is hard on this distribution with some success probability g, we need to show that GFk-
SUM(n, b, g) is hard on uniform distribution with success probability ¢ where n = 2127—‘5(. To do this, we use Theorem(step
3) to reduce worst case SFk-SUM(n, b, ) to average case ©Fk-SUM(n, b, g) with uniform distribution with ¢ = 1 —27K /8.

To get hardness from k-SUM hypothesis for worst case ®Fk-SUM(n, b, g), we use Theorem(step 1), which says that
@®Fk-SUM(n, b, g) requires n/¥/21=2(1) time. To choose the parameters, by Theoremwe need to have that bg > klgn+2
and K = kg = o(lgn). In this case the optimal values for b and g are Ilgn+2 = 0.51g 4—\/’% and v/K respectively.

To get hardness from SETH, we first use Theorem|4.1|(step 2) to reduce ®F(k — 1)-OV(n— 1,b/[1g(k—1)],g) to ®Fk-
SUM(n,b,g) in O(ng2"?) time. Then we use Theoremgto show that under SETH, ®F(k —1)-OV(n—1,b/[1g(k—1)],g)

requires (n— 1)%*=1), By Theoremwe must have that mg >c(k—1)lgnand K —g = g(k—1) = o(lgn). In this

case the optimal values for b and g are Ign and cklgk. Using gk = K, we have that lgK = @(lgk), so we have k = O(, / lgLK)
To get hardness from k-XOR, we first use Theorem [.1] (step 2) to reduce ®F(k—1)-XOR(n —1,b/[1g(k—1)],g)
to ®Fk-SUM(n,b,g) in O(ng2") time. Then we use Theorem |5.1] to show that under (k — 1)-XOR, @F(k—1)-

OV(n—1,b/|1g(k—1)],g) requires a7, By Theorem [5.1| we must have that —2——¢ > (k—1)lgn+2 and K — g =
Mg(k—1)]

b,g), we get a



step 1

step 2

|ETH [ (k — 1)-0V(n — DF—F (k — 1)-0V(n — 1,b1g(k — 1)], 9)

k-XOR(n)

w| F(k — 1)-XOR(n — 1, b[lg( kfl)

step 3

k-SUM (n)

Figure 5: Reductions to average case K-SUM of size N. The size of the unfactored problems is mentioned as a parameter
in front of them. To see what the values of b, g,n and k are in terms of K and N see Table (]

—I SFk-SUM(n, b, )|

©k-OV(n) | ®k-XOR(n) | ©k-SUM(n)
b IgN IgN IgN
g | Klgk KlgK VK
n VN VN VN
k| VK/1gk | \/K/IgK VK

/JAC &Fk-SUM(n,b,g) FAC & K-SUM(N)|

Table 4: parameter values for reductions from k-OV, k-XOR and k-SUM to average case K-SUM, where the starting problem
is of size n and K-SUM is of size N. The exact values are within constant factor away from the values mentioned in the
table.

g(k—1) = o(Ign). In this case the optimal values for b and g are lgn + 2 and klgk. Using gk = K, we have that k*1gk = K,
\ iek Skand N =0(n?).
By substituting the values of b, g,k and n we get the following theorem. See Figure[5|and Table|4]

so we have

THEOREM 5.8. Let K be a constant. There are easy to sample distributions D1 (N,K),D,(N,K) and D3(N,K) such that
any algorithm that solves parity-K-SUM of size N with vectors of dimension ®(K1gN) with probability 1 —

1 .
m requires
at least:

/K
o NWVER fie assuming rETH, if the input is drawn from Dy (N,K).

K
o nVEer oW assuming ./ IgLK—XOR hypothesis, if the input is drawn from D(N,K).

NIVE/21/2=0(1) fine assuming /K-SUM hypothesis, if the input is drawn from D3 (N,K).

6 From Clique to Average-Case Fine-Grained Problems

In this section we reduce from the @k-clique problem to instances of @(g) -XOR, 69(12() -OV and @(é)—SUM. Our results
answer the open question posed in [JV16] by Jafargholi and Viola in their appendix B. In appendix B in [JV16] they show
how to reduce 4-clique to 6-SUM over the group Z5. In this section we give the generalization of this result and reduce from
average-case parity k-clique to average-case @ (5)-OV, @(4)-XOR, and @ (§)-SUM in general. Thus, we answer the open
question posed in their appendix B. This is the reverse direction of the reduction from [ALW 14], which gives a reduction
from k-SUM and £-XOR to many instances of the k-clique problem. We will handle all three problems with a similar overall
structure. We will start with ©k-OV and @k-XOR as both have n vectors in their input (where as ©k-SUM has n integers as
input).

THEOREM 6.1. We have the following reductions from average-case parity k-clique to average-case @(g) -OV and EB(];)-
XOR.

* An instance of ®k-clique on n nodes can be reduced into one instance of @(g) -XOR with O(n?) vectors of length
2(5) 1g(n).

* An instance of @k-clique on n nodes can be reduced to one instance of @(é)—OV with O(n?) vectors of length

4(5)1g(n).
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Figure 6: A depiction of the reduction from 3 clique to 3-XOR and 3-OV. We use the first section of the vectors to check
that all edges are using the same node for 'node 1°. We use the second section to check that all edges are using the same
node for 'node 2’. Same for 3. When k grows there are more than two edges coming into each node. So, the section to
check all edges incident to 'node 1’ agree on what node 1 is grows. In general you need k — 2 such checks.

Proof. We take as input a graph G with n nodes in V and O(n?) edges in E. First we will describe the general structure of
these reductions. We will also treat each node in G as having a unique label in [0,7 — 1]. This will allow us to index easily
and avoid double counting.

Intuitive explanation of the reduction Let us start with a high-level explanation of this reduction before we get
bogged down in notation. We will give an approach that lets us go from a graph to n” vectors (one for each edge). We
are looking at (];) -XOR and (g) -OV problems and we are using the (]2‘) vectors to check if a given set of (]2‘) edges forms a
clique. Each vector has k parts, where each part is encoding a node. The " of these parts is checking if all of the edges
given agree about which node is the i node in the k-clique. To do this each part is split into k — 2 parts corresponding to
checking pair-wise if all of the k — 1 incoming edges have the same node for the i’ node. So, we have an original graph with
n nodes and we are trying to create a reduction which lets us check over all sets of (1;) edges if those edges form a & clique.
This results in some involved notation: we have the labels from the original graph but also the labels in our new possible
clique. Notably, we will have some vector that corresponds to the edge between the i and j"* nodes in the clique. But,
we need to check that it is valid by checking if all other edges in this maybe-clique agree about which nodes in the original
graph correspond to the i/ and j"* nodes. We set up this structure where we can count k-cliques if we can use (]5) vectors
and check that nodes are equal. This means we can build a reduction as long as we can set up multiple equality checks in
the vector. We then use this general structure to build both the (g) -OV and (]2() -XOR reductions.

Reduction with notation and details We assume that the nodes of the graph have a fixed ordering. We will produce
(1;) lists with one vector for each edge in the graph. We will index into these lists L; ; with two numbers i, j € [1,k] and
i < j. Imagine we select a vector from each list: uj2,u13,...,u;—1 . The vector u; ; we selected from L; ; corresponds to
some edge in the original graph. Let (u; j(i),u; j(j)) be the corresponding edge to u; j (the strange notation for the nodes in
the graph u; ;(i) is capturing the fact that we need to know which vertex is the ‘i’ vertex and which is the ‘j” vertex). The
vectors in L; ; correspond to the edges that are between the i and j* nodes in the clique.

We will avoid double counting by insisting that the label of node u; ;(i) be less than the label for node u; ;(j). Note
the original graph is not (necessarily) k-partite, all edges are having corresponding values added to all lists. We want the
(g) tuple of values (u2,u13,...,ux—1 ) to form a (g) -OV or (g) -XOR iff the (é) corresponding edges form a k clique. To
make this correspondence work we will need to enforce the constraint that if a (]2‘) -tuple of values are a solution then for all
i wi j(i) = u; 7 (i) for all j and j'. That is, every solution does actually correspond to a single set of k nodes.

To do this we will split the vector into k? parts. These will correspond to checking that the nodes are consistent. For
each i we will enforce k — 2 checks. If i # 1 we will check that u; 1 (i) = u; ;(i) forall j # 1 and j #i. If i = 1 we will check



that uy »(1) = uy j(1) for all j # 1 and j # 2. We will make each check independent.

So, for each problem we want to have a way to check equality and enforce that each check is independent of each other
check. Recall that our problem definitions of & (g) -OV and @ (é) -XOR enforce that one must select exactly one vector from
each list. Let @ be concatenation. Let § be the bit-wise negation of s.

Equality Checks We will now give a function for each problem that produces equality checking.

. (g)-OV: Given two Boolean vectors s and ¢ note that < se§ >7 - < 7et >= 0 iff s = ¢. This is what we will use for
equality checking. Further note that if v-u = O then the vectors v, u, 1,1,...,1are (g) -orthogonal.

. (]2() -XOR: Given two Boolean vectors s and ¢ note that s ®¢ = 0 iff s = . Further note that if s@¢ = 0 then
s@te0®---a0=0.

Let Bool(v) return a Boolean vector of length Ig(n) that uniquely corresponds to the node v in V (consider the boolean
representation of the label of v between [0,n — 1]).

Generic Structure: For every edge (v,w) € E we will produce a vector for each list. We will define the function
Aij(v,w) such that it returns this vector. So this function, A;;(v,w), lambda takes in an edge from the original graph, (u,v),
and a pair of indices, (i and j), and produces one vector in the output. There are (];) functions (for all pairs of i and j in [1,4]
where i < j. The function A;; is used to create the vectors in L;;. So we are producing |E| vectors for each of (é)lists of
vectors.

Each vector A;;(v,w) consists of k(k—2) checks. Each of these checks is checking if two values are equal. Specifically,
each check is a check of if two vectors agree about the original value of the i’ node. We will present the structure in full
generality: how you can use a gadget for checking if two nodes have the same value to check if all k£ nodes form a clique.
In the vectors produced by A;;(v,w) the first k — 2 checks will be for node 1, then the next k — 2 checks will be for node 2,
etc. So, in the i’ set of (k —2) checks we are checking if all edges agree on the value of the i node. To do this pairwise
comparison we want to have other vectors having a neutral value in these locations (for k-XOR this is zero and for k-OV
this is one). Let & be ‘filler’ (a vector of all zeros or all ones) and let u* be x copies of a vector u concatenated. We will
define two helper functions (corresponding to the sections checking v and w).

We described equality checks above. We will use g (v) to produce a ‘positive’ value and g(_>(v) to produce the
‘negative’ value. That is, we want to produce sections of the vector that will multiply to zero iff the value passed in is the
same. There isn’t a direct notion of having a positive and negative vector in the space of vectors in OV, but, there do exist
functions, g (v) and 8(-) (v), where two resulting vectors will bitwise multiply to the zero vector iff the the vector passed
in to the two functions is equal. Finally, we will enforce that £ = |g. (v)| = [g(—)(v)| = |A].

Now, let us split up the problem of comparing these sections by creating helper functions to define each of these k
sections. Recall that we are doing something special if i = 1. To avoid doing all pairwise comparisons we simply check that
vectors A;; where i # 1 agree with the vector A;; on the value of the node j and with vector A;; on the value of the node i.
For the comparison on the j' node this happens in the j"* set of k — 2 checks, to disambiguate it is the (i — 1) such check.
So for a vector A;;(u,v) where i # 1 (remember i < j and u < v by construction) what does the a'™ set of checks look like?
We will use e as a vector concatenation symbol.

hk=2 ifa#iNa#j
Yi(uv)=q <hleg _ (u)eh > ifi=a
<hleg  (v)eh=> if j=a
So, we have an empty section of vector if we aren’t in the section for checking i or j. If we are in the section for

comparing i we check if node u matches. If we are in the section for comparing j we check if node v matches.
Now, we have special behavior around i = 1 so lets explore that vector:

n<2 ifa#1lNa#j

< g (k2> if j=a
,)/llj(u’v) = (+) k—2 . .

<g(+)(u) > fa=1Nj=2

<h g (kI > ifa=1/j#2



So, we now have an empty section if a ## 1 and we aren’t checking the value of j. If we are checking the value of j we
provide k — 2 copies of the ‘positive’ version of v (to check against other values given to j). If we are in section a = 1 then
we use the value of node i = 1 given by A1, (i =1 and j = 2) to all other values given to node 1 given by 4;;. Note that we
use the positive value for the A}, version and the negative version for 4, ;j (ensuring a zero vector iff these values are equal).

We can now define A simply as:

Aij(u,v) =< }/ilj(u,v) oyl.zj(u,v) . -~-o%}(u,v) >

Consider briefly a given section a of the vector: note that we will have k —2 copies of g(,)(-) with the value associated
with the @' node in exactly one vector (A, if @ # 1 and A, if a = 1). Then there will be k — 2 other vectors that have a
single g(_)(-) and otherwise ‘filler’. All other vectors will have purely filler in this section. Each of the (k —2) vectors with
a single g<_)(-) value puts it in a non-overlapping location that lines up with one of the positive g(+)(-) values. So, iff all
vectors agree on the value of the &’ node this section will combine to the zero vector.

Note that the vectors we put into L; ; has checks only in the sections related to i and j. Within each section we are
comparing all the sections representing nodes against one other section representing the same node, to ensure all original
nodes correspond to one set of k nodes. For each individual vector in L; ; each section that isn’t filler is compared against
exactly one other vector. We state an assumption that we show is true.

ASSUMPTION 1. g (v) and g(_y(w) and an arbitrary number of filler vectors only OV/XOR to the all zeros vector iff v =w.

Then note that this structure enforces that a (é) tuple of vectors (u12,u13...,uk—14) where u; j € L; j OVs/XORs to
the all zeros vector iff u; ;(i) = u; j(i) for all i. Let this node be v;, i.e. v; = u; (i) = u; 7(i). We now know that in the
original graph there exist (’;) edges (vi,v2),(vi,v3),...,(Vk—1,vk). That is, edges between all pairs of nodes in vy, ..., .
So, it corresponds to a clique.

We avoid double counting because of the ordering we have assumed on the vertices of the graph, so essentially in the
solution above the label of v; is less than the label of v; if i < j. Thus the count and parity of the number of cliques will
correspond to the count or parity of the number of XOR/OV solutions.

Now, all we need to do is define 4, g+ (v) and g(_(v) for OV and XOR.

Reduction for (£)-OV: For (%)-OV we will use 1 = 121¢("). We will set

g+(v) = Bool(v) e Bool (v)

and

g(—)(v) = Bool(v) e Bool(v).

Let OV (-) be the operation of entry-wise multiplying the input vectors which must all be {0, 1}* for some ¢. So zero-one
vectors of the same length. Note that

OV(g+(v),8+(W),h,....h) =0

iff v = w, so our definition follows Assumption
Reduction for (12“) -XOR: For (’5) -XOR we will use & = 02", We will set

g+ (v) = Bool(v)
and
8g(—)(v) = Bool (v).

Note that
g+(v)@gr(w)®hed...0h=0

iff v = w, so our definition follows Assumption
So, we can transform an instance of @k-clique into either (lzc) -OV or 69(12() -XOR. O

We need a different approach for k-SUM because it uses numbers instead of vectors. The underlying approach is the
same, however, it will be cleanest to present it separately.



THEOREM 6.2. An instance of ®k-clique on n nodes can be reduced to one instance of (12‘) -SUM with O(n*) numbers.

Proof. For the (é) -SUM problem we will take a similar approach. We will define numeric structures that check equality
of a specific node in the clique. Then, to simultaneously check all of these we will multiply each structure individually by
large numbers to enforce that the sum will be zero only if every single structure sums to zero separately. We are putting this
in a separate theorem because the difference in structure of a vector vs number makes it cleaner to separate.

Once again we take as input a graph G with n nodes in V and O(n?) edges in E. First we will describe the general
structure of these reductions. We will also treat each node in G as having a unique label in [0,7 — 1]. This will allow us to
index easily and avoid double counting. We will produce (g) lists with one vector for each edge in the graph. We will index
into these lists L; ; with two numbers i, j € [1,k] such that i < j.

Now we describe the reduction in detail. Given two numbers s and ¢ note that s —¢ = 0 iff s =¢. Next note that if
s—t=0thens+ (—t)+0+---4+0=0as well. Let Num(v) return the number between [0, — 1] uniquely associated with
the node v. We will now define our helper functions. For 2) SUM we use

(
8+(v) = Num(v)
- (v) = =Num(v).

We define the numbers in the (]2‘) -SUM instance so that they are composed of different sections, and we define W = 2k’n
as a very large value we can multiply to ensure that there are no carries between different sections of our numbers. By
construction we enforce that i < j. For every edge (u,v) € E we will produce a vector for each list L; ; and this vector is
Aij(u,v). We use helper functions %;(-) and define:

k
Z u V Wa k+2)

Each y/(-) which is defined below is a number in [~W* W*], and we want each ¥%(+) to be non-zero if a = i or a = j, so
that we can conclude which node is the a’ node of a possible clique. This will be more clear later.
For i # 1 let:

0 ifa#iNa#j
}/%(u,v) = g(,)(u) W3 ifi=a
g(_)(v)~Wi’2 ifj=a

Fori=1let:
0 ifaz1Na#j
o8 W ifj=a
P v) =  SE9SHAE .
Y 08+ W' ifa=1Aj=2
gy (wywi=3 ifa=1Aj#2

Now we prove that our construction works. Suppose that we take numbers A;;(u; j,v; j) from each list L; ;. First,
we want to make the following claim: We have ¥ jc(1 4 4ij(ui,j,vi,j) = 0 if and only if ¥ (14 %5 (ui j,vi,;) = O for all
a € [1,k].

To prove this claim first note that the values in yl‘;(u, J,vi,j) are bounded by [~W*, W*]. There are (’5) of these values we
are summing so the range of their sum is at most [ (5)W¥, (5)W*]. Now, note that we multiply all values of V(i j,vi j)
by Wek+2). Moreover, W *2 >> 2(5)W*. So, if there is an a where ¥, jc(; ¥ (ui j,vij) # O then for @’ < a the total
sum would be less than ¥ je(1 4] %; (ui,j,vi ;) and for @’ > a the remainder of their sum mod Wwak+2) would be zero. On an
intuitive level: no carries pass between these sums. This fifnishes the proof of the claim.

Now, we want to argue that ¥ je(1 4 ¥ (ui j,vi,j) = 0 iff for all i,i" € [I,a—1] and j,j" € [a+ 1,k] we have that
Uigq = Uy g = Vg j = Vg y. That is, all of the nodes the edges picked as their a'" node are the same.

We will need two cases a = 1 and a # 1. In both cases we rely on the fact that Num(u; j),Num(v; ;) € [1,n] and thus
our construction, once again, avoids carries.



Let us start with the case of a = 1. When i # 1 then as i < j, we have j # 1 and so %lj»(ui,j,viﬁj) = 0. So, the only
non-zero values are y};(u1 j,v1 ;) for j > 1. If j =2 then ¥ ;(u12,v12) = ¥Yy—g Num(u12)W’. Furthermore, we have
Y jovig) = X5y —Num(uy j)Wi—3.

First note that if ujp = u;; for all j € [3,k] then Z’]‘-zlyllj(ulvj,vlyj) = 0. If there is some j where
urp # uy; then (Num(u ) —Num(zhf))Wf’3 # 0.  Furthermore, le(':erl —Num(uy j)W/=3 is zero mod Wi=2,

Also Zf:—Num(ulﬁj)Wj’3 € (—Wf’3,Wf’3), whereas |(Num(u; 2) —Num(uqu))Wf’3| > WJ/3. So in this case
):’J‘.:1 yllj(ulﬂj,vl,j) # 0, and so only if all u; ; are the same node can the sum be zero.

Now suppose that a # 1: if i # 1 and j # a then y}(u;ij,vi;j) = 0. If i =1 and j # a then ¥}(u;j,vi ;) = 0.
If i=1and j=a then ¥ (u14vi4) = X4 g<+)(v17a)W[. Now consider the sum for all instances where i # 1
and j =a: Y9 ¥ (igsvia) = Yicp.a-18(—)(Via) - W2, Moreover, consider the sum for all instances where i = a:
Z§:a+1 YVai(UajsVa,j) = Ljclarih 8(—)(Ua,j) - W73 For clarity lets combine these:

k-3
Sai=Y 8y adW'+ Y g yveraa) Wit Y g (uaria) W
=0 le(0,a—3] lela—2k—3]

Note that if v ; = v; ¢ = u,,j for all i and j then this does sum to zero. If there is some index, £, where v 4 7 vy 4 OF Vi o 7 Ug r
then, as before, the multiplication by W' will cause there to be no carries and the whole sum could not equal zero. The sum
of all values multiplied by W where ¢/ < £ will have absolute value less than W', All values multiplied by W where (' > ¢
or more will be zero mod W1, So S, will not be zero mod Wt if there is some index, ¢, where Via 7 Vea OF Vig 7 Ug .

So, we only get S, = 0 if each of the k sections ¥;; of the number sum to zero. Each section is only equal to zero if all

(’;) numbers agree on the identity of ' node. So, there is a zero sum iff there is a k-clique in the original graph.
a

Putting it all together We will now state a theorem about the implications from the k-clique hypothesis (see Definition

2.1).

THEOREM 6.3. Let P € {parity-K-XOR, parity-K-OV, parity-K-SUM}. Let the input size of P be N. If the k-clique
hypothesis, where K = (1;) is true then there is an explicit distribution Dp(N,K) on the input of P where P is

NWV2K+10/6-0(1) 4yerqge-case hard, where o is the exponent of matrix multiplication.

Proof. An instance of k-clique with n nodes is n@/3=0(1) hard. We can make a K-XOR, K-OV, or K-SUM instance with
K= (g) and N = n?. The k-clique problem (for k = o(lg(n))) is equivalently hard in the worst-case and on ErdésRényi
graphs [BBB19|.

Using Theorem|[6.T|we can take an Erd6sRényi graph and apply our reduction to get an explicit average-case distribution
over K-OV, K-XOR, and K-SUM.

We let n = N'/2. We also define k(k— 1) = 2K, so k > /2K — 1. Now we can state the lower bound of n®*/3-°(1) in
terms of K and N as N®(V2K+1)/6-0(1) The rest is similar. a

7 Discussion and Future Work

In Section [4 we discuss various reductions between factored problems. A sufficiently fast reductions and the frame-
work in Section [5| would imply better lower bounds for @k-XOR and ®k-SUM. For example, a &(OV,n,k,b,g) —
(XOR, poly(n),®(k),0(b),0(g)) reduction would imply an average-case lower bound for @k-XOR of n®*) from SETH.

In Theorem we pick each bit of v iid as {0,1} each with probability 1/2. However, we can instead have zero
sampled with probability y and one sampled with probability 1 — 1.

One can go further with reductions. Notably, we don’t need to start and end with factored problems. For example, if
one can reduce from worst-case OV (not the factored version) to a small number of instances of the Fk-XOR problem each
with g sets of size b and gh = O(klg(n)) then this reduction would imply an average-case lower bound for ©k-XOR of n®*)
from SETH.



It would be interesting to show ‘Average-case Counting rETH’ is implied by rETH. That is, find a distribution D that
can be efficiently sampled where counting 3-SAT requires 29() Note our current results have clause sizes of o(1). This
result should also imply a hardness of n®*) for counting k-SUM via Patrascu and Williams [PW10).

Finally, we would ideally like to give worst-case to average-case reduction from @k-SUM (and OV and XOR) back
to itself that are tight. Our current lower bounds are of the from neVh), However, we can hope for lower bounds of n®®*)
or =2 on some efficient to sample distribution. Notably, for both k-OV and k-SUM their uniform distributions are
hypothesized to be hard on average. Could we perhaps find low degree polynomials for these problems? This approach can
not work for k-OV if SETH is true [DLW20]]. So we can concentrate to low degree polynomials that rely on some structure
of k-SUM and k-XOR that does not exist for k-OV.
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