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Valleytronics: Fundamental Challenges and Materials
Beyond Transition Metal Chalcogenides

Rui Xu, Zhiguo Zhang, Jia Liang,* and Hanyu Zhu*

Valleytronics, harnessing the valley degree of freedom in the momentum
space, is a potential energy-efficient approach for information encoding,
manipulation, and storage. Valley degree of freedom exists in a few
conventional semiconductors, but recently the emerging 2D materials, such
as monolayer transition-metal dichalcogenides (TMDs), are considered more
ideal for valleytronics, due to the additional protection from spin-valley
locking enabled by their inversion symmetry breaking and large spin-orbit
coupling. However, current limitations in the valley lifetime, operation
temperature, and light-valley conversion efficiency in existing materials
encumber the practical applications of valleytronics. In this article, the valley
depolarization mechanisms and recent progress of novel materials are
systematically reviewed for valleytronics beyond TMDs. Valley physics is first
reviewed and the factors determining the valley lifetime, including the
intrinsic electron-electron and electron-lattice interactions, as well as extrinsic
defect effects. Then, experimentally demonstrated and theoretically proposed
valley materials are introduced which potentially improve valley properties
through the changes of spin-orbit coupling, electronic interactions,
time-reversal symmetry, structures, and defects. Finally, the challenges and
perspectives are summarized to realize valleytronic devices in the future.

1. Introduction

Certain crystalline semiconductors have degenerated but
nonequivalent band edge states at different locations in the
momentum space. In such materials, the carriers possess a
valley degree of freedom in addition to charge and spin degrees
of freedom.[1] Manipulating the valley degree of freedom for
information encoding, processing, and storage enables a new
electronic property, termed “valleytronics”, which potentially
offers many advantages such as low energy consumption,[2] fast
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processing speed,[3] non-volatility,[4,5] and
long transmission[6] over conventional
charge-based electronics. The inherent
physical properties are crucial for useful
valleytronics: The ideal materials for the
applications of valleytronics should fea-
ture a band structure with two (or more)
electronic pockets that are same in energy
but as different as possible in wavefunc-
tions to prevent intervalley scattering. As
the information is stored in the momen-
tum space, the periodicity and quality
of the materials is also very important.
While conventional semiconductors

like diamond,[7] silicon,[8–10] aluminum
arsenide,[11] and bismuth[12] contain in-
equivalent valleys, it is difficult to achieve
the selective initialization, manipulation,
and readout the valley states due to the
weak coupling between the valley index
and external fields in these materials.
After the discovery of graphene in 2004,
valleytronics has entered a period of rapid
growth.[13,14] In the hexagonal honeycomb
structure of graphene, two valleys are
present at the +K and -K points at the

vortices of the hexagonal Brillouin zone. Unfortunately, carriers
in the two valleys of graphene can be thermally excited due to
graphene’s zero bandgap, so the valley polarization is not stable
at room temperature. Intriguingly, 2D transition-metal dichalco-
genides (TMDs) opened new opportunities tomanipulate the val-
ley degree of freedom because they share a honeycomb struc-
ture with graphene but possess a non-zero direct bandgap.[1]

Moreover, the inversion symmetry of monolayer TMDs is spon-
taneously broken, leading to opposite values of Berry curva-
ture, orbital magnetic moments, and optical selection rule at
±K points.[15] Under the excitation of circularly polarized light,
monolayer TMDs can convert the light polarization informa-
tion into electronic information.[16–18] In addition, external elec-
tric and magnetic fields can also manipulate the valley index in
monolayer TMDs by coupling to the valley contrasted anomalous
transport and magnetic moments, respectively.[3,19] Therefore,
monolayer TMDs and their derivatives are considered outstand-
ing platforms for exploring valleytronics. Over the years, there
has been remarkable advances in valleytronics based on TMDs,
as summarized by quite a few excellent reviews.[3,20–24] However,
valleytronics still encounters many challenges, including short
valley lifetime,[25,26] stringent requirements for monolayers,[18]

and low operating temperature.[16] Therefore, it is essential to
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explore alternative valleytronics materials beyond TMDs, which
may pave the way for future exploration of room temperature val-
leytronic devices.
In this review, we systematically review the recent progress

in novel materials for valleytronics beyond TMDs. First, we dis-
cuss the physical processes that limit the valley lifetime, which
is a critical consideration for information processing. Although
there are very limited studies on valley dynamics outside TMDs
and graphene, the fundamental physics discovered in conven-
tional valleytronic systems are likely generalizable to new mate-
rials. The intrinsic mechanisms for scattering the valley excitons
and free carriers are different, and defects (point defects and line
defects) play an important role in the process too. Based on these
discussions, we then summarize the recently proposed non-TMD
valleytronic materials from experimental observations and theo-
retical predictions.We cover both newmaterials in hexagonal and
non-hexagonal structures, as well as graphene and heterostruc-
tures between TMD and non-TMD materials in which new val-
leytronic properties are enabled by many-body effects and band-
structure engineering, respectively. A few experiments showed
promise for robust valley polarization at elevated temperatures
but lacked detailed dynamics or transport measurements yet to
directly compare with TMDs. Most of the works are theoretical
predictions for new valley manipulation methods, new phases of
matter, or large valley splitting that still await experimental vali-
dations. Finally, we outline the remaining challenges facing the
valleytronic field and possible opportunities to realize practical
valleytronic devices.

2. Intrinsic and Extrinsic Valley Lifetime

To develop new valleytronic materials, we first conduct an
overview of the key performance parameters and bottlenecks of
existing materials. First and foremost, a long valley lifetime is
crucial for storing and processing valley information. For any val-
ley polarization carriers, including excitons, electronic free carri-
ers, or bosonic excitations in materials, the valley lifetime is gov-
erned by both the lifetime of the excitation themselves, indicating
how long a non-equilibrium particle distribution can exist before
thermalization, and the valley depolarization lifetime, indicating
how long the particles take to scatter into the opposite valley. Gen-
erally, the scattering rate can be reduced by the presence of an
energy gap, either from band structure or opened by electronic
interactions. For example, monolayer graphene has very elegant
valley physics, but the carriers are located at a gapless Dirac cone
with scattering lifetime at picosecond time scale.[27] By contrast,
in monolayer TMDs, because of the large bandgap over 1 eV,
the valley information can be injected in the form of polarized
excitons, whose lifetime can be longer than nanoseconds with
careful sample preparations under cryogenic temperature.[28,29]

Thus, the valley lifetime is in turn limited by intervalley scat-
tering from exciton exchange interactions, which is measured
to be around picosecond scale. The exchange scattering can be
suppressed by separating the electrons and holes, extending val-
ley scattering lifetime by orders of magnitude up to microsec-
onds as observed in experiments,[30,31] leading to long valley dif-
fusion length on the order of 10 μm.[6] Ultimately, using many-
body effects and external magnetic fields to lift the valley degen-
eracy, the valley lifetime in gapped bilayer graphene quantum

dots approaches 500 ms.[32] While impressive, these results are
only obtained in very low temperatures to reduce the ubiquitous
electron-phonon coupling, and hence cannot directly be applied
to ambient solid-state devices. Besides, charged valley carriers are
sensitive to the electromagnetic environment, so their quantum
coherence lifetime (T2) is generally much shorter than their pop-
ulation lifetime (T1). Therefore, to harness quantum valleytron-
ics, charge-neutral bosonic excitations such as phononsmay have
advantage, whose lifetime may reach nanoseconds even at room
temperature in the cases of certain out-of-plane acoustic modes
because the anharmonic scattering is suppressed for the lowest
phonon branch.[33,34] As of now, there is no experimental proof
of either population or coherence lifetime of valley phonons, so
we will focus on electronic valley carriers in this review. Over-
all, fundamental valley physics has been well-established and al-
ready demonstrated excellent performance with existing materi-
als like graphene and TMDs under extreme conditions. Although
new physics may still emerge in the future, we expect the same
principles summarized in this section should apply to most new
valleytronic materials, whose main purpose is to function under
more robust conditions for potential applications.

2.1. The Valley Lifetime of Excitons

The valley depolarization lifetime of neutral exciton is primar-
ily determined by the electron-hole exchange interaction, known
as Maialle–Silva–Sham (MSS) mechanism.[35] This mechanism
involves an interband process between conduction and valence
states, leading to virtual annihilation of an exciton in one valley
and its creation in the opposite valley (Figure 1a).
Since bright excitons always possess a total momentum and

spin of zero, they do not require any change in momentum or
spin to scatter to the other valleys, making the exchange interac-
tion to be more effective. This interaction couples the two bright
excitons in opposite valleys and thus behaves like an in-plane ef-
fective magnetic field with respect to the valley pseudospin. The
magnitude of this effective magnetic field depends on the mag-
nitude of the exciton momentum k. The direction of the effective
magnetic field is determined by the direction of k; the field rotates
360° when k rotates 180°. The k-dependent exchange interaction,
combined with momentum scattering by phonons, results in a
finite and varying in-plane effective magnetic field, which leads
to exciton valley depolarization.[3] In the following discussion, we
take TMDs as an example, but note that such mechanism is gen-
eral for any two-valley direct-gap semiconductors.[36,37]

The exciton binding energy in 2D TMDs is within the range
of 0.6–1 eV,[38,39] indicating a significant mixture of electron
and hole wavefunctions and, consequently, a strong electron-
hole exchange interaction. This would lead to a strong sup-
pression in terms of exciton valley lifetime. Previous theoreti-
cal works have shown that the exchange interaction can be di-
vided into the long-range (L-R) and short-range (S-R) parts.[40]

Both parts can cause inter- and intravalley bright exciton tran-
sitions. However, the intravalley bright exciton transition chan-
nel is nearly forbidden due to the large splitting of the va-
lence bands, and only the intervalley exchange interaction can
efficiently cause the valley depolarization. For the A exciton,
which is the first optical excitation in TMD monolayers formed
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Figure 1. a) Feynman diagram of intervalley scattering of neutral exciton via Maialle–Silva–Sham (MSS) mechanism in monolayer TMDs. Due to the
short-range exchange interaction, the electrons at conduction (valence) band at K (K’) valley with momentums of k1(k2) are scattered to the K’(K) valley,
respectively. Consequently, the intervalley bright exciton scattering is mediated by the virtual recombination of a bright exciton in the K valley and then
generation in the K’ valley, or vice versa. Reproduced with permission.[40] Copyright 2014, American Physical Society. b) Left axis: Time-resolved co- and
cross-polarized PL emission intensity from neutral excitons in monolayer MoS2 at 4 K under left circularly polarized (𝜎+) excitation. Right axis: Valley
polarization as a function of time, indicating a depolarization lifetime of ≈20 ps. Reproduced with permission.[25] Copyright 2014, American Physical
Society. c) Normalized time-resolved Faraday rotation measurement under circular polarized pumping on monolayer MoS2 as a function of exciton
density. Reproduced with permission.[47] Copyright 2015, American Physical Society. d) Time-resolved interlayer exciton PL at selected gate voltages.
Co- and cross- polarized PL are shown in black and red dots, respectively. The blue curve (right axis) shows the decay of valley polarization. Interlayer
excitons lifetime reaches up to 39 ± 2 ns for gate voltages of +60V and reduces at other gating conditions. Reproduced with permission.[54] Copyright
2016, American Association for the Advancement of Science (AAAS). e) Pump-probe transient reflection measurement near the B transition (inset) of
positive trions in monolayer WSe2 at varying temperatures. Reproduced with permission.[56] Copyright 2019, American Physical Society. f) Temperature
dependent valley relaxation lifetime of positive trions. The lifetime at 4 K can be over 100 ps. Reproduced with permission.[56] Copyright 2019, American
Physical Society.

by the electron-hole pair at the conduction and valence band
edge with a small center-of-mass momentum,[41] the interval-
ley exciton transition is relatively slow, which leads to the exis-
tence of residual valley polarization predicted to last on the pi-
cosecond scale. So far, numerous works have attempted to mea-
sure exciton valley lifetimes in monolayer TMD materials using
various techniques, including time-resolved photoluminescence
(PL)[25,42] (Figure 1b), transient absorption or reflection,[26,43,44]

time-resolved magneto-optics spectroscopy,[30,45–47] and nonlin-
ear optical spectroscopies.[48] These studies consistently show
a valley lifetime of picosecond scale for neutral bright excitons
in mechanical exfoliated samples under cryogenic temperature,
agreeing with the theoretical results. Additionally, photoexcita-
tion power-dependent magneto-optical measurements revealed
that faster exciton valley depolarization at higher exciton densi-
ties (Figure 1c), indicating that the intervalley scattering rate of
neutral excitons increases by an order of magnitude at higher

photoexcited exciton densities. It implies that the valley relax-
ation processes in TMDs occurs in a weak scattering regime,
where momentum decay time and valley lifetime are propor-
tional, paving the way to other possible extrinsic relaxation chan-
nels, like Elliot-Yafet (EY) mechanism, involving the scattering
with defects and phonons, which would play some roles in the
slow valley decay component.[47,49]

In order to reduce the effect of MSS mechanism and increase
the exciton valley lifetime, researchers have been exploringmeth-
ods to ease or even get rid of the exchange interaction. One ef-
fective method is to fabricate type-II van der Waals (vdW) het-
erostructure, where electrons and holes are separated into differ-
ent layers in both real space and momentum space because of
the band alignment,[50] giving rise to interlayer excitons.[22,50–53]

Since the strength of the electron–hole exchange interaction
is directly proportional to the electron–hole overlap probability,
the spatial separation of electrons and holes greatly reduces the
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impact of electron–hole exchange interaction, leading to a much
longer valley lifetime. The charge transfer process in semicon-
ducting heterostructures occurs very rapidly, typically on fem-
tosecond scale,[50] long before the exchange interaction becomes
prominent. Indeed, an improved valley lifetime up to 40 ns for in-
terlayer excitons has been observed in MoSe2-WSe2 heterostruc-
ture under electrostatic gating[54] (Figure 1d). Meanwhile, con-
verting neutral excitons into other information carriers with
non-zero total momentum and/or spin serves as another av-
enue to improve the valley lifetime. For example, a valley life-
time exceeding 100 ps at cryogenic temperature has been ob-
served in charged excitons, or trions, in monolayer WSe2

[30,55,56]

(Figure 1e,f), which suggests that the electron-hole exchange in-
teraction is reduced in three-body trion systems due to the pres-
ence of additional carriers. Similar results are also observed in
biexcitons, indicating nontrivial many-body interactions among
the charged particles.[57,58]

2.2. The Valley Lifetime of Free Carriers

Without exchange interaction, the valley polarization of a sin-
gle charged carrier is expected to be prolonged. However, in
most valleytronics materials studied at the early stage of the
field, such as silicon, the scattering between degenerate val-
leys still keeps valley lifetime short.[59,60] To lift the valley de-
generacy, one can either apply external strain or magnetic
fields,[61,62] or find new materials with strong spin-orbit cou-
pling (SOC) such as TMDs. Due to SOC and inversion sym-
metry breaking in monolayer TMD crystals, the spin of elec-
trons/holes is opposite at the band edge of the two valleys,
which is known as the spin-valley locking effect.[15,63,64] This
implies that valley depolarization of carriers shall be accompa-
nied by a simultaneous momentum change and a flip of spin.
Thus, for free carriers with non-zero total momentum and spin,
the spin relaxation lifetime becomes crucial in valley depolar-
ization. The spin lifetime of carriers 𝜏s in monolayer TMDs
is typically on the order of nanoseconds for electrons[30,31,65]

and up to microsecond scale for holes,[6,31,66] which are supe-
rior candidates for valleytronic applications compared to exci-
tons. More generally, any new materials with strong magnetism,
large SOC, or placed under proper magnetic fields can poten-
tially suppress valley scattering and exhibit a longer carrier valley
lifetime.
Four mechanisms are usually discussed for spin relax-

ation in semiconductors, including the D’yakonov-Perel’, Elliot-
Yafet, Bir-Aronov-Pikus, and hyperfine-interaction mechanisms.
Among them, the hyperfine-interaction mechanism, account-
ing for the interaction between carrier spins and nuclei, can
be neglected as long as the orbital wavefunctions have small
overlap with the nucleus (i.e., other than s orbitals).[18,67]

The D’yakonov-Perel’ and Elliot-Yafet mechanisms are me-
diated by the SOC of crystals. The Bir-Aronov-Pikus (BAP)
mechanism accounts for electron spin-flip processes medi-
ated by the electron-hole exchange interaction, and it is usu-
ally only relevant in heavily p-doped semiconductors.[68] Here,
we will discuss D’yakonov-Perel’, Elliot-Yafet mechanisms,
and Bir-Aronov-Pikus mechanisms further in the following
sections.

2.2.1. D’yakonov-Perel’ (DP) Mechanism

The D’yakonov-Perel’ (DP) mechanism accounts for spin preces-
sion between scattering events induced by the SOC when the
inversion symmetry of the crystal is broken.[67] The lack of in-
version symmetry will lift the degeneracy of the spin-up and
down states of the carriers in the energy band, making SOC
to be an effective k-dependent magnetic field.[69] Any momen-
tum scattering event causes the electron (hole) to experience dif-
ferent effective fields and precession rate would, consequently,
lead to spin relaxation (Figure 2a). For example, although pre-
vious studies[18,70] suggested that the DP mechanism should be
negligible for spin flip along the out-of-plane direction in mono-
layer TMDs as the mirror symmetry with respect to the plane of
transition metal atoms secures a zero out-of-plane crystal mag-
netic field, making the out-of-plane component of the electron
or hole spin conserved, the mirror symmetry can still be broken
by extrinsically factors, such as the surface roughness of the sub-
strates. This gives rise to a Rashba SOC and a p-dependent ef-
fective magnetic field with in-plane components,[18] thus open-
ing scattering channels as described by the DP mechanism. Sev-
eral theoretical works have demonstrated that the DP mecha-
nism dominates conduction band electron spin relaxations in
monolayer TMDs by intravalley scattering at cryogenic temper-
ature. As the temperature increases, intervalley scattering be-
comes more important.[67,70,71] The typical calculated 𝜏s for elec-
trons is in the order of hundreds of picoseconds to nanoseconds
at a low electron density region (Figure 2b) and decreases with
higher electron concentration,[70] agreeing with experimentally
observed results.[30,65] Interestingly, a similar carrier density de-
pendence on exciton valley dynamics is observed in excitation
power-dependent measurements in monolayer WSe2, suggest-
ing that the DP mechanism may also play a role in exciton val-
ley depolarization, althoughminor compared to electron-hole ex-
change interactions.[72] For valence holes near the K/K’ point of
the Brillouin zone, spin relaxation by the DP mechanism is sig-
nificantly suppressed due to the large valence spin band split-
ting, reaching up to 100 meV in monolayer TMD systems. The
small fluctuating effective (Rashba) magnetic fields do not pro-
vide enough energy for a spin flip within the same valley.[73,74]

2.2.2. Elliot-Yafet (EY) Mechanism

The Elliot-Yafet (EY) mechanism involves spin relaxation dur-
ing a momentum scattering event by phonons or impurities. Be-
cause of the strong SOC, the spins for electrons and holes are
not pure spin states anymore. Therefore, every time the carriers
are involved in a scattering event, for example, by lattice vibration
(phonons) or local defects, they have the chance to couple to a dif-
ferent spin state (Figure 2c). In typical semiconducting systems
like monolayer TMDs, the typical electron spin relaxation time
governed by the EYmechanism is calculated to be orders of mag-
nitude longer than that described by the DP mechanisms[70,73]

primarily because of the marginal spin mixing,[70] which makes
the EY mechanism negligible during electron spin relaxation
processes in TMD materials. However, since the DP scattering
channel is inhibited in hole spin relaxation processes, the EY
mechanism can be important in determining hole spin lifetime,
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Figure 2. a) Illustration of DP mechanism. The effective magnetic field due to SOC leads the spin to precess during any momentum scattering and
causes the spin state to flip. b) Total in-plane spin relaxation time of conduction band electrons in monolayer MoS2 due to the DP mechanism and that
calculated with only the intravalley or intervalley process included as a function of temperature Twith an electron density of 7× 1012 cm−2. In comparison,
the EY mechanism plays a minor role here due to a much longer spin relaxation time scale. Reproduced with permission.[70] Copyright 2014, American
Physical Society. c) Illustration of EY mechanism involving spin flip caused by electron-phonon or electron-defect scattering. d) Decay dynamics of the
pure spin-valley diffusion current at different distances from the origin. The valley lifetime of 𝜏 = 20 μs can be extracted via data processing. Reproduced
with permission.[6] Copyright 2018, American Association for the Advancement of Science (AAAS).

which is expected to be dominated by phonon-assisted interval-
ley spin scattering.[74] A recent theoretical paper based on the ab
initio density-matrix approach also calculated a hole valley depo-
larization lifetime on the order of microsecond.[73] Experimental
works using the pump-probe method to image the diffusion of
valley polarized holes in WS2-WSe2 heterostructure observed a
valley lifetime of≈20microseconds at 10 K, which is also control-
lable through electrostatic gating[6] (Figure 2d). Similar results
have also been reported inWSe2/MoS2 heterostructure via photo-
induced circular dichroism (CD) spectroscopy.[66] These findings
make valley-polarized holes promising candidates for realizing
spintronic and valleytronic devices.
As mentioned earlier, phonons are a main source of spin flip-

ping in the EY mechanism. In monolayer TMD systems, coher-
ent acoustic phonons at the K-point of the Brillouin zone are be-
lieved to effectively mediate the valley transfer of carriers.[75–78]

Density functional theory (DFT) results[75] show that electrons at
conduction band minimum at K points are most strongly scat-
tered by longitudinal acoustic (LA) phonons, while K point holes
interact most strongly with transverse acoustic (TA) phonons.
Optical E’ and A1 phonon modes also contribute finitely to the
total scattering process, while the remaining optical E’’, A2’’
and out-of-plane acoustic (ZA) phonon modes are found to be
negligible due to the weak coupling.[78] A recent study shows
that the hole-phonon coupling strengths in the spin-split va-

lence band states at K point in monolayer TMDs are very dif-
ferent. Holes in the upper band are expected to have a very
long lifetime, while holes in the lower band are strongly af-
fected by phonon scattering.[76] As the strong spin-orbit inter-
action in monolayer TMD systems favors a hole population
in the upper band at K point without a significant number
of carriers in the lower band, the overall spin relaxation time
for holes is long even at room temperature.[76] Notably, the
hole mobility in monolayer TMDs is predicted to be compara-
ble to bulk silicon,[75] offering attractive alternatives to conven-
tional semiconductors in electronic applications with nanometer
dimensions.

2.3. Extrinsic Valley Scattering by Defects

Defects in materials break the translational symmetry and can
mediate intervalley scattering and valley relaxation.[79–81] To un-
derstand the impact of different defects on valley dynamics, let
us take graphene without bandgap or SOC as a simple model.
According to the relative position between Fermi level and Dirac
point in the energy band, a vacancy can be categorized into two
types, namely neutral defects and charged defects, as illustrated
in Figure 3a. When the Fermi level is above the Dirac point,
the resonance state is populated and forms the neutral defect.
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Figure 3. a) Density of states of neutral and charged states of defects: i, defects are neutral as Fermi level in conduction band; ii, defects are charged
as Fermi level in valence band. b) The scattering mechanisms of neutral and charged defects differ markedly. In instances where impurity states are
populated, defects remain electrically neutral with short-range interaction, causing strong intervalley scattering. Conversely, when impurity states are
unpopulated and defects acquire a charged state, a long-range Coulomb potential effectively screens the short-range potential and suppresses intervalley
scattering. Reproduced with permission.[82] Copyright 2016, APS.

Conversely, a charged defect appears when the Fermi level is be-
low the Dirac point.[82]

Figure 3b shows the mechanism of carrier scattering in neu-
tral and charged defect states. In neutral states, carriers encoun-
tering these defects scatter predominantly via short-range po-
tentials, thereby exhibiting strong intervalley scattering and the
phenomenon of weak localization. On the contrary, in charged
defect states, carrier transfer is primarily governed by the long-
range Coulomb potential, with few carriers capable of penetrat-
ing the Coulomb field to undergo intervalley scattering via short-
range potentials, so the dynamics of valley relaxation are sup-
pressed, a phenomenon that finds experimental validation in
magnetoconductivity and transport experiments. The same phe-
nomenon of charge-state controlled scattering is generally appli-
cable to band insulators with in-gap defect states, as previously
shown in various semiconductors.[83–85] Clearly, the introduction
of long-range potentials to suppress intervalley scattering holds
immense promise for advancing the field of valleytronics.
Surprisingly, in some cases defects may instead stabilize spin-

valley polarization. For example, sulfur/selenium vacancies in
TMDs are the most common point defects and are thought to
trap excitons to form quantum-dot-like localized states that emit
below the energy of the neutral excitons. First-principle calcu-
lations and time-resolved photoluminescence (PL) spectroscopy
of monolayer WSe2 reveal that selenium vacancy-bound exci-
tons exhibit a long recombination lifetime of 200 ns and robust
valley polarization with a lifetime exceeding 1 μs.[86] This phe-
nomenon is intricately linked to the presence of multiple defect
bands in the band structures, as the density functional theory
calculations indicate that selenium vacancies generate two ad-
ditional unoccupied bands and one occupied band, which has
different influences on the spin-valley coupling and recombina-
tion dynamics. Considering the exchange interactionmechanism
of intervalley scattering, bound excitons should not have such a
long valley lifetime. Therefore, it is possible that only the long-
lived polarized holes are trapped until recombined with a dif-
fusing free electron to emit polarization-conserved photons. Re-
gardless of the microscopic mechanism, defect engineering is a
potential approach to tailor the optical response of valleytronic
materials.

Furthermore, graphene domain walls serve as a fascinating
platform for probing valley physics. In contrast to valley mixing
induced by atomic defects at graphene edges, domain walls be-
tween AB- and BA-stacked bilayer graphene exhibit chiral bound-
ary states of quantum valley Hall insulators.[79] Smooth domain
walls preserve the electron valley index, giving rise to distinct
topological phases with opposite valley properties under similar
vertical electrical fields. External electric fields can modulate the
bandgap in bilayer graphene, allowing valley-polarized electrons
to traverse domain walls in gapped bilayer graphene, with elec-
trons in K/K’ valleys moving in opposite directions. Notably, the
electron mean free path along smooth domain walls far exceeds
that within the domains in bilayer graphene, underscoring the
topological protection supported by chiral electronic modes. Im-
portantly, intervalley scattering from smooth domainwalls can be
effectively neglected, highlighting the robust nature of chiral val-
ley channels along domainwalls in AB- and BA-stacked graphene
architectures.

2.4. Ultrafast Control of Valley Polarization

Although excitons have limited valley lifetime, they may still be
valuable if the information can be processed and read in a shorter
timescale. Using a femto-second pulsed laser as an external stim-
ulus has been proved to be an effective method to manipulate
material properties in ultrafast timescale.[87,88] Indeed, recent in-
vestigations on WSe2 have revealed that the optical generated
excitons in one single valley can be transferred into the oppo-
site one by an intense multi-cycle Terahertz (THz) field within
sub-cycle timescale, proved by the elliptical polarization emission
in the high-order sideband generation spectroscopy and DFT
calculations.[89] Similarly, another work reported the manipula-
tion of valley pseudospin via the optical Stark effect in mono-
layer WSe2, using a circular polarized gate pulse with the en-
ergy slightly below the bandgap[90] (Figure 4a–c). Here, the cir-
cularly polarized pulse serves as an effective d.c. magnetic field
that breaks the time-reversal symmetry and thus lifts the energy
degeneracy of K and K’ valleys. The induced change in the transi-
tion energy of the two valleys gives rise to different oscillation

Small 2024, 2402139 © 2024 Wiley-VCH GmbH2402139 (6 of 18)

 16136829, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202402139 by R
ice U

niversity, W
iley O

nline Library on [12/06/2025]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

http://www.advancedsciencenews.com
http://www.small-journal.com


www.advancedsciencenews.com www.small-journal.com

Figure 4. a,b) Illustration of the optical Stark effect. A linear polarized pulse will excite the excitons having coherent superposition in the K and K′ valleys
with a fixed phase relationship. When a strong left-circularly polarized control pulse of below-gap radiation is applied (solid red arrow), the exciton
transition energy in the K valley is increased by ℏΔ𝜔. While the control pulse is present, a dynamic phase difference Δ𝜑 develops between the exciton
components in the two valleys. The pseudospin in the Bloch sphere is correspondingly rotated by an angle Δ𝜑, just as would occur for an out-of-plane
magnetic field (open arrow). [ c) The rotation of the valley pseudospin is determined by the orientation of the polarization of the photoluminescence
measurements. Reproduced with permission.[90] Copyright 2017, Nature Portfolio. d) Lattice structure with the Lissajous draw of the bicircular electric
field breaking the structural symmetry. Reproduced with permission.[91] Copyright 2021, OPTICA. e) Optical induced asymmetry in themomentum space.
Reproduced with permission.[91] Copyright 2021, OPTICA. f) Asymmetry in the populations in the conduction band as a function of phase difference of
two fields ϕ (green line with an intensity 3 × 1011W cm−2) and laser intensity (yellow line with ϕ = 0∘). Reproduced with permission.[91] Copyright 2021,
OPTICA.

frequencies for excitons at K and K’ valleys, which develops a
dynamic phase difference Δ𝜑. Such phase evolution can be de-
scribed as a rotation in the Bloch sphere of valley pseudospin
which can be revealed by the PL spectra. Further time-resolved
pump-probe measurements indicate that the rotation is maxi-
mized when the gate pulses are applied within ≈50 femtosec-
onds after exciton injection and disappears when the delay ex-
ceeds 800 femtoseconds, which indicates that the coherence life-
time is smaller than the typical exciton valley population lifetime.
Ultrafast optical control also offers new insight to realizing

valleytronics in pristine graphene. As demonstrated by Mrudul
et al,[91] valley selective excitation and valley selective high har-
monic generation can be achieved in pristine graphene when it
is pumped by a combination of two counter-rotating circularly po-
larized fields simultaneously, one in fundamental frequency and
another in second harmonic frequency, as shown in Figure 4d–f.
The existence of such a bicircular field breaks the inversion sym-
metry of the crystal and by tuning the relevant phase differ-
ence between two pulses, one can select the valleys where the
electron–hole pairs and higher-order harmonics are generated.
The tunable inversion asymmetry provides a means to access ex-
citation probabilities induced by the same field in different val-
leys. This work presents a milestone in advancing valleytronics
in 2D monolayer materials with zero Berry curvature.

3. Novel Materials for Valleytronics

The main problem with monolayer TMDs and graphene for scal-
able valleytronic applications comes more from the practical as-
pects than the lack of fundamental principles or ideal perfor-
mance. For example, transport properties of monolayers are in-
herently susceptible to crystalline and fabrication imperfections;
due to small interaction length, the light-valley conversion needs
to be enhanced by external optical cavities; the symmetry break-
ing or energy splitting is not large enough to suppress interval-
ley scattering at elevated temperatures, etc. From our discussion
above, the ideal material should combine a few properties: few-
layer or bulk; large SOC; small electron-phonon coupling; easy
electron-hole separation; defect-free or having reproducible de-
fect properties. To this day, robust valley polarization has been
found inmany othermaterials. However, there is not yet a perfect
material with all these properties, which have kept researchers
expanding their search into a diverse range of systems from 2D
hexagonal lattices to non-hexagonal lattices and heterostructures.
Table 1 summarizes the new valleytronic materials and their
properties compared with some of the highest-performed TMD
materials to the best of our knowledge. It may not be an exhaus-
tive or up-to-date list, but contains good representatives of the
possible strategies to enhance valleytronics.
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Figure 5. a) Crystal structure of silicene. Reproduced with permission.[105] Copyright 2012, IOP Science. b) Phase diagram of silicene as a function
of an external staggered exchange field ΔM and mean exchange field M̄. Reproduced with permission.[93] Copyright 2013, American Physics Society.
c) The silicene nanoribbon band structure at K and K’ points under different quantum phases denoted in b). Reproduced with permission.[93] Copyright
2013, American Physics Society. d) Lattice structure of ABC-stacked graphene trilayer; blue/cyan/green indicate links on the top/middle/bottom layers
while purple/red distinguish the A/B sublattices. Reproduced with permission.[113] Copyright 2010, American Physics Society. e) The band structures
of ABC graphene trilayer with external electric potential differences between the outermost layers. The external potential difference values are 0.0 (red)
eV, 0.2 (blue) eV, 1.0 (green) eV, and 2.0 (magenta) eV, respectively. G is the length of the reciprocal vectors and k = 0 is a K point. Reproduced with
permission.[113] Copyright 2010, American Physics Society. f) Low-magnetic-field Hall resistivity measured at two values of carrier density, representing
half- (black line) and quarter- (red and blue lines) metal phases. A hysteretic anomalous Hall effect is observed in the valley-polarized quarter-metal, but
not in the valley-unpolarized half-metal. Reproduced with permission.[95] Copyright 2021, Nature Portfolio.

3.1. Monolayer Allotropes with Strong Spin Orbit Coupling

Increasing SOCwith heavier elements can potentially extend val-
ley lifetime. For example, Silicene offers possible avenues for val-
leytronic compared with monolayer graphene due to its distinct
buckled geometry (Figure 5a).[102,103] It shares a similar hexago-
nal lattice structure as graphene, but unlike graphene whose pla-
nar geometry and subsequent gapless band structures prevent
exciton-based valleytronics, the larger Si-Si bonding distance in
silicene weakens the 𝜋-𝜋 orbital overlaps, resulting in buckled
structures with sp3 hybridization. This unique structure opens
a bandgap at the Dirac points, driven by strong SOC.[93,103–105]

It is found that the low-energy electronic states of silicene can
be described by Dirac equation with relatively large spin-orbit in-
teractions and is controllable by an out-of-plane electric field.[106]

Theoretical investigations have further demonstrated that the in-
troduction of a staggered exchange field can induce diverse phase
diagrams in silicene, as illustrated in Figure 5b.[93] Of particular
interest is the emergence of a novel topological state known as
the quantum spin–quantum anomalous Hall (QSQAH) insula-
tor in silicene nanoribbons. In this state, the quantum anoma-
lous Hall (QAH) effect is realized at the K point, while the quan-
tum spin Hall (QSH) effect manifests at the K’ point, as depicted
in Figure 5c. Alternatively, under different conditions, silicene
may adopt a single-valley topological metal (SVTM) semimetal
state, leading to phenomena such as the opening or closing of

the bandgap at the K or K’ point while preserving spin degen-
eracy. The distinctive spin valley structures of these states may
be revealed by spin-valley-selective circular dichroism, but there
is not yet any experiment due to the challenge of polarization-
dependent spectroscopy in materials at deep subwavelength
scale. Additionally, another very recent theoretical work has also
demonstrated the valley-polarized photocurrent switch based on
circular bulk photovoltaic effect in monolayer hexagonal BiAsI2
and germanene.[94]

3.2. Multilayer Stacks with Strong Electron Correlation

Valleytronics can be realized in gapless systems when the gap is
opened by stacking-enabled electric-field control or strong elec-
tron correlation. Unconventional valley-dependent optical selec-
tion rules and valley-selective Hall effect (VHE) was recently ob-
served in bilayer graphene.[107,108] In VHE experiments, the sign
of the anomalous Hall conductivity is controlled by the helic-
ity of the incident light, which excites free carriers in a specific
valley due to optical selection rules. The anomalous Hall veloc-
ity is caused by the valley contrasting Berry curvature in ma-
terials with no inversion symmetry. Without optical excitations,
there is no net charge current, but valley polarized free carriers
will accumulate at the edge of the device, and thus can trans-
port information without the additional energy cost of charging
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 16136829, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202402139 by R
ice U

niversity, W
iley O

nline Library on [12/06/2025]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

http://www.advancedsciencenews.com
http://www.small-journal.com


www.advancedsciencenews.com www.small-journal.com

parasitic capacitors in the circuit.[109,110] Another way to create
valley states in bilayer graphene is through gate-controlled dou-
ble quantumdots.[32] Depending on the geometry,magnetic field,
and the gate voltages, the ground state of two electrons can be tog-
gled between state (1,1), one electron in each dot with spin and
valley triplet, and state (0,2), two electrons in one dot with spin
triplet and valley singlet. The (1,1) state is initially prepared as
the ground state, and then lifted above (0,2) state to allow energy
relaxation. The lifetime of (1,1) is thus determined by the charge
tunneling lifetime, which is negligibly short in this case, and the
valley flipping lifetime from triplet to singlet, which is the limit-
ing step and found to be over 500 ms, even longer than the spin
lifetime (<60 ms). Such a long lifetime can be understood by the
lack of scattering from large-momentum phonons or defects at
an extremely low temperature of 50mK, showcasing the potential
advantage of completely electromagnetically neutral valleytronics
over spintronics in certain conditions.
The robust valley polarization may be extended to bulk states

in trilayer graphene exhibiting various stacking sequences.[111,112]

Among these configurations, rhombohedral ABC-stacked tri-
layer graphene (Figure 5d) stands out due to its intrigu-
ing physics, especially unconventional superconductivity.[111] In
ABC-stacked graphene trilayers, the low-energy band is nearly
flat with a cubic dispersion at the two inequivalent K and K’
points, attributed to strong interlayer interactions. The valence
and conduction bands touch at the Fermi level in the absence
of an external field, with the presence of nearly flat bands near
the Fermi level. Upon the application of an external field, a di-
rect energy gap is observed at the K and K’ states (Figure 5e).[113]

Remarkably, Zhou et al. reported a series of novel phases in ABC-
stacked graphene trilayersmodulated by doping level and electric
field. Among these phases, a spin- and valley-polarized “quarter-
metal” phase was identified and detected via low-magnetic-field
Hall resistivity measurements (Figure 5f).[95] The spontaneous
valley polarization can potentially be switched by external optical
fields or carrier injections, especially near the critical point, and
thus may enable strong nonlinearity and opens new possibilities
for valleytronic transistors.

3.3. New 2D materials with Hexagonal Lattices

Materials beyond TMD can improve valleytronics in the follow-
ing ways: multilayer for high conversion efficiency; chemical sta-
bility and low defect levels; non-degenerate valleys. Apart from
graphene, TMDs, and their derivatives, the exploration of novel
vdW materials with hexagonal lattices have also been predicted
and pursued to broaden the family of valleytronic materials for
potential applications. The MA2Z4 family presents an intrigu-
ing avenue, offering tunable bandgap from a large number of
choices in the M (transition metals), A (group IV), and Z (group
V), as well as from the sensitivity to strain. In 2020, pioneering
research conducted by Hong et al. experimentally synthesized
monolayer MoSi2N4 and showed they may exhibit better stabil-
ity against oxidation than MoS2 in ambient conditions, hot wa-
ter, and high temperatures.[114] Following the work, Li et al.[96]

predicted the emergence of valley degrees of freedom in MA2Z4,
such as MoSi2As4, which has a direct bandgap at the K point
according to first-principles calculations (Figure 6a). Similar to

monolayer TMDs, the valleys exhibit spin-valley coupling and
Berry curvature (Figure 6b). Calculations found among MA2Z4
significant variations in the size of the direct bandgap, and in
some cases the indirect bandgap between the K point and the
Γ point. Moreover, the type of gap is tunable by biaxial strain,
while the optical selection rule is very robust near the valleys
(Figure 6c).
Although vdW monolayers have important advantages for de-

vices, such as being structurally simple and field-tunable, they
are also sensitive to the ambience and only capture a small frac-
tion of incident light without enhancement from photonic cavi-
ties. Recently, Liang et al.[97] demonstrated valley polarizations in
multilayers of perovskite derivativematerials directly synthesized
by chemical vapor deposition (Figure 6d,e). Polarization-resolved
second harmonic generation revealed that odd-layered Cs3Bi2I9
break inversion asymmetry, and polarization-preserved photolu-
minescence was observed for sample thickness up to 11 layers
Cs3Bi2I9, indicating robust SOC-protected valley carriers. First-
principles calculation verified the unique optical and electronic
properties of this perovskite derivative, attributing the high de-
gree of valley polarization and large optical absorption to its par-
allel bands at the K points (Figure 6f). The newly established prin-
ciple for materials selection is less dependent on thickness and
thus may enable more scalable valleytronic applications.
Introducing ferromagnetism has emerged as an effective ap-

proach for achieving tunable valley splitting, thereby extending
the valley lifetime. Such examples include Co-doped MoS2

[115]

and MoTe2/EuO heterostructure,[116] but these materials often
face challenges such as low Curie temperatures and impurity
scattering, limiting their practical utility. An important step to-
ward higher Curie temperatures was made by Li et al. in 2021,
predicting that 2D MXenes with hexagonal lattices exhibit asym-
metric structures upon surface functionalization.[98] This surface
modification breaks the inversion symmetry, resulting in val-
ley polarizations with multiple possible magnetic orders, includ-
ing ferromagnetism, ferrimagnetism, and antiferromagnetism,
as depicted in Figure 6g,h. For valleytronic properties, Cr2COF
MXenes[117] are promising due to their high Curie temperatures,
robust valley polarization, and large valley splitting energy of
334 meV. The spontaneous spin polarization at the valley points
was visualized by Berry curvature calculations (Figure 6i). By
band structure analysis, diverseMXene structures can be tailored
to explore the intricate relationship between valley degrees of
freedom and spin. However, the utilization of 2D magnetic MX-
enes in valleytronics is still challenging due to the difficulty in
synthesizing high-quality crystals with specific engineered struc-
tures, as the replacement of functional groups directly influences
magnetism. Elevated annealing conditions can lead to the ex-
change or disruption of functional groups such as OH or F, com-
plicating the synthesis process. Therefore, future research needs
to prioritize the synthesis of 2DMXenes with controlled type and
concentration of functional groups for enhancing valleytronic
properties. Theory also predicted transition metal halides H-
ZrX2 (X = Cl, Br, I)[118] doped with chromium (Cr) with large
valley Zeeman splitting. Monolayer ZrX2 exhibits a pair of degen-
erate valleys at the K and K’ points in the valence bandmaximum
and the conduction band minimum with finite spin-orbit split-
ting. With Cr-doping, ZrI2 exhibits a valley splitting of 108 meV,
corresponding to an effective Zeeman magnetic field of 778 T,
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Figure 6. a) Crystal structures of the MA2Z4 family. Reproduced with permission.[96] Copyright 2020, American Physics Society. b) Band structure
of monolayer MoSi2As4 in the presence of the SOC effect. Red and blue indicate the spin-up and spin-down bands, respectively. Reproduced with
permission.[96] Copyright 2020, American Physics Society. c) The circular polarization of MoSi2As4 calculated for transitions between the highest valence
band and lowest conduction band. Reproduced with permission.[96] Copyright 2020, American Physics Society. d) Crystal structures of Cs3Bi2I9 from top
and side views, respectively. Reproduced with permission.[97] Copyright 2020, Wiley. e) AFM images and corresponding height profiles of Cs3Bi2I9 flakes
with the thickness of ≈12.3 nm, which correspond to the 11-layer sample. The scale bar in e is 5 μm. Reproduced with permission.[97] Copyright 2020,
Wiley. f) the calculated momentum-resolved valley polarization of monolayer Cs3Bi2I9 with SOC. The optical transition in a large vicinity of the K and
K’ points maintains high helicity close to −1 and 1, respectively. Reproduced with permission.[97] Copyright 2020, Wiley. g) Symmetric and asymmetric
MXene functionalization. h) A scheme showing the inversion symmetry breaking for Janus and mixed-functionalized Cr2C MXenes. i) Berry curvatures
of Cr2COF in the full Brillouin zone. Reproduced with permission.[98] Copyright 2021, RSC Publishing.

strongly suppressing intervalley scattering even at elevated tem-
peratures.

3.4. Non-Hexagonal Materials

From the valley manipulation aspect, the valleys in hexagonal
structures are connected by time reversal, which can be manip-

ulated by magnetic fields, circularly polarized optical fields, or
current.[48,54,119,120] But such tuning methods are not always ap-
plicable. By contrast, materials with other symmetry types may
enable new manipulation mechanisms easier to implement. To
switch valley energy-efficiently via electrostatic gating, Yu et al.[99]

have developed a novel mechanism, named valley layer cou-
pling, where two valley polarizations are also distinguished by
the vertical location of electrons and holes, enabling a direction
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Figure 7. a) The crystal structure of a monolayer TiSiCO and corresponding Brillouin zone. Reproduced with permission.[99] American Physics Society.
b) The band structure of amonolayer TSCO. Reproduced with permission.[99] American Physics Society. c) Valley splitting of valence band and conduction
band modified by out-of-plane electrical field. Reproduced with permission.[99] American Physics Society. d,e) linear polarized optical field 𝜎x and 𝜎y
induced valley polarization at the X and X’ points. Reproduced with permission.[99] American Physics Society. f) The schematic of the I2 mm crystal
structure of BaMnSb2. Reproduced with permission.[100] Copyright 2021, Nature Portfolio. g) The band structure from the first-principles calculation.
Inset shows the first BZ, and the red dots label the two gapped Dirac cones at K±. Reproduced with permission.[100] Copyright 2021, Nature Portfolio.
h) Comparison of the calculated band (dotted lines) and the band probed by ARPES along MX line. Reproduced with permission.[100] Copyright 2021,
Nature Portfolio.

coupling between valley and external gate field as illustrated in
Figure 7a. The work predicted a monolayer TiSiCO with square
lattice, whose Brillouin zone is also square, in which the con-
duction band and valence band extrema occur at the X and X’
points in Figure 7b. This principle provides a continuous control
of valley energy splitting in a wide range as depicted in Figure 7c.
More importantly, the square lattice of TiSiCO offers linearly po-
larized optical selection rules for the inequivalent valleys from
Γ-X and Γ-Y valleys, similar to the valley-selective linear dichro-
ism which was experimentally demonstrated in layer thin film
Tin sulfide (SnS),[121] but with an additional protection against
intervalley scattering from the opposite dipole moment of exci-
tons (Figure 7d).

Another example is bulk crystals of BaMnSb2, a Dirac
semimetal gapped by lattice distortion with a layered orthorhom-
bic structure (I2 mm) (Figure 7e), breaks the inversion sym-
metry according to second harmonic generation and neutron
scattering.[100] The combination of inversion symmetry breaking
and SOC in BaMnSb2 resulted in a spin-valley locking. BaMnSb2
exhibited a similar spin splitting of ≈0.35 eV in both conduc-
tion and valence bands, unlike monolayer TMDs, where the con-
duction band SOC has a range of 10 s of meV and the valence
band SOC is much larger between 0.15 and 0.5 eV. Notably, the
energy gap of Dirac cones in BaMnSb2 was ≈50 meV as mea-
sured by angle-resolved photoemission spectroscopy (ARPES),
which is pushed by SOC to be much smaller than the initial
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Figure 8. a) Crystal structures of Cs3Bi2I9 and MoSe2 from top and side views, respectively. Reproduced with permission.[101] Copyright 2023, Else-
vier. b) 3D ToF-SIMS image of a Cs3Bi2I9/MoSe2 vdW heterostructure, including the Cs3Bi2I9 layer (red triangle), the MoSe2 layer (blue part), and
the SiO2 substrate layer (green part). Reproduced with permission.[101] Copyright 2023, Elsevier. c) Comparison of the interlayer exciton lifetime of
Cs3Bi2I9/MoSe2 vdW heterostructures with previously reported heterostructures. Reproduced with permission.[101] Copyright 2023, Elsevier. d) The
top view of the GaSe/MoSe2 heterostructure. Reproduced with permission.[122] Copyright 2018, American Physics Society. e) Band structure of the
GaSe/MoSe2 heterostructure obtained with spin-orbit coupling. The size of the circles denotes the spin projection in the out-of-plane direction, and
red and blue indicate positive and negative values, respectively. Reproduced with permission.[122] Copyright 2018, American Physics Society. f) Berry
curvature derived by Wannier interpolation. Reproduced with permission.[122] Copyright 2018, American Physics Society.

distortion-induced gap, as shown in Figure 7f,g. Moreover, Liu
et al. identified a stacked quantum Hall effect in BaMnSb2, at-
tributed to its layered structure with weak interlayer tunneling.
Interestingly, although there exist trivial bands near the Bril-
louin zone center, the magneto-transport is dominated by the
valleys K± near the X point, as shown by the nearly perfect half-
integer transverse quantum conductance owing to the high mo-
bility near the initial Dirac point. The calculated spin valley de-
generacy, equal to 2 according to simulations and experiments,
provides solid evidence for the existence of spin-valley locking in
BaMnSb2.

3.5. Heterostructures

As previously discussed in Section 2.1, heterostructures with a
type-II band alignment are promising candidates for valleytron-
ics because the interlayer excitons in these materials often pos-
sess longer lifetime than those of intralayer excitons in monolay-
ers. In a departure from traditional vdW heterostructures based
on two TMD materials, Liang et al. recently reported a two-
step vapor phase growth process for the creation of high-quality
vdW heterostructures comprising 2D Cs3Bi2I9/MoSe2.

[101] Un-

like TMDheterostructures, Cs3Bi2I9/MoSe2 vdWheterostructure
exhibited a large lattice mismatch, leading to reduced overlap
of electron and hole wavefunctions (Figure 8a,b). Therefore, the
type-II heterojunction in the Cs3Bi2I9/MoSe2 vdW heterostruc-
ture demonstrated an interlayer exciton lifetime of more than
250 ns, which is the longest reported exciton lifetime to date for
valleytronics (Figure 8c). In addition, the large out-of-plane elec-
tric field may induce strong Rashba effect in certain vdW het-
erostructures and influence the spin-valley dynamics.[52] Zhang
et al.[122] have theoretically shown that vdWheterostructure based
on GaX and MX2 (M = Mo; X = S, Se, Te) exhibited strong
orbital hybridization and Rashba splitting in the valence band
around theΓ point, as shown in Figure 8d,e. Orbital-resolved den-
sity of state highlighted the pivotal role of p orbitals in Rashba
splitting similar to the case of MoS2/Bi.

[123] The in-plane spin
splitting from Rashba effect coupled with out-of-plane spin split-
ting at the K and K’ valleys in MX2 lead to different spin trans-
port paths under external electrical fields, as shown by the com-
plex Berry Curvature map (Figure 8f). Therefore, it is possible
to adiabatically manipulate spin states by electric field, a poten-
tial route for controlling the valley gate and spin-transfer torque.
Furthermore, the tunability of the valence band maximum in
the Brillouin zone through both strain and out-of-plane electric
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fields introduces an additional degree of freedom for spin-valley
manipulation.

4. Conclusion and Outlook

In summary, TMDs helped to make rapid progress in valleytron-
ics, but still face challenges in valley lifetime, materials quality
and scalability, and low operating temperatures. All these chal-
lenges must be simultaneously solved for practical applications,
so the field is still at a very early stage to address them one at
a time. The novel valleytronic materials reviewed in this article
present potential solutions to the challenges, by features such as
larger thicknesses to increase light-matter interaction and larger
energy/momentum splitting to reduce scattering rates. Admit-
tedly, these studies are far from complete comparedwith a decade
of research in TMD valleytronics and have not yet proved conclu-
sive advantages of new materials over TMDs. Nevertheless, we
believe that each material deserves more systematic research, es-
pecially experimental measurements of valley lifetime as a func-
tion of temperature, thickness- and size-dependent valley conver-
sion, as well as the sensitivity of performance to defects, either as-
grown or introduced during degradation. Although these trans-
port properties are more difficult to predict than the band struc-
tures or the presence of valley degree of freedom, new compu-
tational tools with the help of artificial intelligence can still help
to screen more valley material candidates using good descriptors
like SOC, deformation potential, and formation energy.
First, an immediate objective would be to determine and im-

prove the valley lifetime, transport, and operation efficiency of
newly predicted valleytronic materials. Suchmaterials may be di-
rectly grown by chemical vapor deposition (CVD) ormechanically
exfoliated from bulk crystals prepared by chemical vapor trans-
fer. Like the historical development of TMDs, obtaining mate-
rials with low defect density is of paramount importance to en-
sure prolonged valley lifetime, but can be a highly non-trivial task.
The challenge becomes even more pronounced when scaling up
the production process. While mechanical exfoliation techniques
yield pristine micrometer-sized samples, they are inherently low
throughput and impractical for industrial applications. To unlock
the full potential of valleytronics, large-area growth methods like
CVD must be optimized. However, the upscaling of such pro-
cesses often results in non-uniformity, increased defect density,
and grain boundaries, which can hinder the material’s perfor-
mance. Therefore, developing reliable, scalable techniques that
can consistently produce wafer-scale 2D materials with minimal
defects is essential. This remains a critical bottleneck for their
widespread use in real-world applications. Correspondingly, it is
also important to develop rapid characterization methods to in-
vestigate the structure-property relationships of valley materials
to ensure their homogeneity.
Robust valley polarization and long lifetime should not only

be shown in extreme conditions like cryogenic temperatures and
strong magnetic fields, but eventually also in ambient condi-
tion to justify practical applications. The ideal valley carriers may
need to combine all the promising valley-stabilizing features in
Section 3, e.g., holes with large SOC in a type-II heterostruc-
ture with ferromagnetism. Nevertheless, it is difficult to pre-
dict whether a material system with all optimal properties ex-
ists, and there seems to be no systematic approach to search

for it yet. Thus, the continual exploration of the possible ma-
terials space for room-temperature valleytronics requires high-
throughput, efficient Density Functional Theory (DFT) calcula-
tions and experimental feedback, rather than aiming at specific
systems by trial and error. Recently, machine learning has been
becoming a powerful tool to assist in the design and screen-
ing of various functional materials including superconductors,
photovoltaic materials, and high entropy alloys. Rather than the
conventional paradigm of materials discovery, i.e., identifying a
promising materials platform and then exploring synthesis and
characterization, it might be the right time to leverage artificial
intelligence and machine learning based inverse design to accel-
erate the development of new valleytronic materials with high
performance, structural stability, and a clear synthesis route.[124]

Second, for these new valleytronic materials it is also impor-
tant to explore novel mechanisms of valley operations for ap-
plications like next-generation information devices beyond com-
plementary metal-oxide-semiconductor technology. Generally,
beyond optical valley manipulation, electrical, magnetic, andme-
chanical tuning should also be considered. Electrical tuning lever-
ages gate voltages or electric fields to enable dynamic and re-
versible manipulation of the potential landscape of excitons and
carriers, which is particularly useful in device applications such
as transistors and Hall devices. Magnetic tuning, on the other
hand, utilizes external magnetic fields or intrinsic magnetic or-
dering to influence valley polarization, providing a pathway to
explore spin-valley coupling and magneto-optic effects in these
materials. Mechanical tuning involves strain engineering, where
the application of external stress or strain can modify the elec-
tronic band structure, thereby affecting the valley properties. It is
still an open question whether new materials can offer stronger
coupling between valley polarization and the external fields.
For example, the experimental studies of valley polarizations

in non-TMDmaterials (except for graphene) focused on the opti-
cal injection of excitons. It is well known that the spin-valley life-
time of free carriers is prolonged compared to that of excitons,
but there is not yet any systematic studies of the lifetime of val-
ley polarized free carriers in non-TMD materials. Also, it is well-
established that spin-polarized free carriersmay be coherently ro-
tated by external fields or spin-orbit coupling, yet the controllable
valley switching of free carriers has not been demonstrated, de-
spite the existence of several possible non-optical mechanisms to
enable such operations, e.g., gate-confined Coulomb exchange or
scattering with valley chiral phonons.[125] Besides valley gates, it
is necessary to develop valleytronic devices,[126–129] such as valley
transistors, diodes, filters, and detectors. However, only a hand-
ful of valleytronic devices were reported to date and inmost cases
their performance was characterized at low temperatures. Ideally,
purely electrically driven valleytronics through VHE and inverse
VHE will reduce device footprint, but it remains challenging to
improve the efficiency of valley-charge conversion.[109,126,130] For
instance, the inverse scaling of the Berry curvature with bandgap
indicates a direct increase of VHE in small-gap semiconductors,
but the operation temperatures may need to be kept low to sup-
press current leakage. Therefore, fine-tuning of bandgap in novel
materials is imperative to construct VHE devices, in addition to
high mobility and long diffusion length. Interestingly, the choice
of materials may be expanded to systems with both inversion and
time reversal symmetry based on a new proposal of nonlinear

Small 2024, 2402139 © 2024 Wiley-VCH GmbH2402139 (14 of 18)

 16136829, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202402139 by R
ice U

niversity, W
iley O

nline Library on [12/06/2025]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

http://www.advancedsciencenews.com
http://www.small-journal.com


www.advancedsciencenews.com www.small-journal.com

valley hall effect to detect andmanipulate the valley degree of free-
domprotected with inversion and time reversal symmetry.[130] Al-
though the topic is beyond the scope of this review, we want to
emphasize the need to design new device structures and improve
device processing techniques based on newmaterials physics dis-
covered in valleytronic materials.
In short, the field of valleytronics remains in its nascent stages,

necessitating concerted efforts to both realize novel materials
and construct new devices. Such a comprehensive co-design ap-
proach is essential to advance the practical application of the val-
ley degree of freedom in information processing and storage.
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