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ABSTRACT

The Gemini Planet Imager (GPI) is a high contrast imaging instrument that aims to detect and characterize
extrasolar planets. GPI is being upgraded to GPI 2.0, with several subsystems receiving a re-design to improve
its contrast. To enable observations on fainter targets and increase performance on brighter ones, one of the
upgrades is to the adaptive optics system. The current Shack-Hartmann wavefront sensor (WFS) is being
replaced by a pyramid WFS with an low-noise electron multiplying CCD (EMCCD). EMCCDs are detectors
capable of counting single photon events at high speed and high sensitivity. In this work, we characterize the
performance of the HNü 240 EMCCD from Nüvü Cameras, which was custom-built for GPI 2.0. Through our
performance evaluation we found that the operating mode of the camera had to be changed from inverted-mode
(IMO) to non-inverted mode (NIMO) in order to improve charge diffusion features found in the detector’s images.
Here, we characterize the EMCCD’s noise contributors (readout noise, clock-induced charges, dark current) and
linearity tests (EM gain, exposure time) before and after the switch to NIMO.
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1. INTRODUCTION

Finding new exoplanets requires the development of state-of-the-art high contrast imaging instruments. Directly
imaged planets are much fainter than their host stars, which is why most high contrast imaging instruments
require a coronagraph, a device that blocks the light from the star such that an off-axis signal, like the planet’s
light, can be detected.1 However, proper imaging of an off-axis source requires the coronagraph to be well-
aligned with the starlight. Low-order wavefront aberrations, such as tip or tilt, can severely suppress the contrast
capabilities of an instrument by allowing the starlight to “leak” into the rest of the image. This necessitates
efficient wavefront measurement and correction using a highly sensitive wavefront sensor and deformable mirrors.

The Gemini Planet Imager (GPI) is a high contrast imaging instrument that operated at Gemini South for
6 years with the main goal of studying gas giant planet occurrence at wide orbits. Its goal was also to constrain
whether these planets were in agreement with the formation via core-accretion or gravitational instability. Planets
that form via core-accretion have lower entropy in their formation due to the formation of an accretion disk
around the solid core of the forming planet.2 This lower entropy causes these planets to be fainter than their
gravitational instability counterparts, where the unstable region in the disk collapses directly to form a planet
that retains much of its initial entropy.3 Therefore the contrast requirements for finding both types of planets
are quite demanding.

The improvement in high contrast imaging technologies now allows for better contrasts at smaller separations
from the host star, enabling not only the detection of closer-in planets but also for planets more consistent with
the core accretion model,4.5 GPI is going through an upgrade to become GPI 2.0, which is designed to achieve
higher contrast than GPI 1.0. In order to achieve this goal, several subsystems are receiving upgrades, including
the calibration unit, the coronagraphic system, the integral field spectrograph (IFS) and the adaptive optics
system (AO). The predicted contrast after the upgrade to GPI 2.0 is shown in Figure 1. The figure shows
that GPI 2.0 will unlock the detection of planets consistent with the cold-start models, as GPI 1.0 was already
quite sensitive to hot-start planets,4 enabling detections at the peak of the expected giant planet population
distribution.5

Figure 1. GPI’s contrast curve (in magnitudes) as a function of separation in arcseconds from the host star. Measured
GPI 1.0 contrast curves are represented in light gray, with the GPI 2.0 predicted contrast curve represented in black. The
GPI 2.0 will reach planets 3.2 magnitudes fainter than GPI 1.0, allowing for many more “cold-start” and closer-in planets
to be detected. The filled in circles are planets that were found by GPI 1.0’s current set-up, while hollow circles represent
planets that would fall below the current contrast curve for the host star. The planets come from a simulated exoplanet
population. Figure from.4
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1.1 The Gemini Planet Imager 2.0: Wavefront Sensor Upgrade

AO subsystem upgrades occurred at the University of California, San Diego (UCSD).6 GPI 2.0’s pyramid wave-
front sensor has higher sensitivity to low-order aberrations compared to its previous iteration (Shack-Hartmann)
that will allow for the detection of fainter targets. GPI 2.0’s wavefront sensor design is shown in Figure 2. The
modulation around the tip of the pyramid occurs on the first fast steering mirror (FSM 1) in order to increase
the dynamic range of the WFS. It also has a fold mirror which allows for focusing (focus stage) of the beam and
a second fast steering mirror for tip and tilt adjustments. The light goes through the double four-sided pyramid
and a triplet lens before hitting the detector, the Nüvü EMCCD.

Figure 2. GPI 2.0’s pyramid WFS was designed by the Herzberg Astronomy and Astrophysics Research Center (HAA)
and simulated by Stanford University, with the assembly taking place at UCSD. The design includes two fast steering
mirrors, one for modulation (FSM 1) and one for tip/tilt adjustments (FSM 2). Between the two FSMs, there are two
fold mirrors; the first fold mirror also acts as a focus stage. After FSM 2, the light goes through the double four-sided
pyramid and through a camera lens before reaching the Nüvü EMCCD.

1.2 The EMCCD

The GPI 2.0 wavefront sensor’s detector is a NuVu Cameras electron-multiplying CCD (EMCCD).7 EMCCDs
are detectors capable of counting single photon events at high speed and high sensitivity. The EMCCD chip
configuration is presented in Figure 3. The detector has 8 different outputs. Much like a traditional CCD, the
EMCCD turns photons into electrons via the photoelectric effect. However, unlike the traditional CCD, the
EMCCD has an extra register called the multiplication register. Once the photons hit the silicon body of the
chip, the electrons in the imaging area travel row by row to the storage area. This mechanism allows for the
next frame to be taken while the previous one is being processed.7 Once in the storage section, the electrons
travel to the multiplication register where hundreds of electrodes accelerate them, causing a phenomenon called
impact ionization. Using high voltages, the captured electrons collide with the multiplication registers’ silicon
atoms, ripping an electron from the atom. This new electron then becomes part of the measured signal.7

The EM Gain sets how much an electron signal will be multiplied by, which is achieved by changing the
voltage in the multiplication register. This specific EMCCD chip, CCD220, has 8 outputs for a faster readout
of these electrons, with 2 outputs sharing one multiplication register. EMCCDs are particularly useful for AO
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Figure 3. The EMCCD’s chip. The imaging area is composed of 8 60x120 imaging areas (”outputs”), forming a 240x240
pixel image, storage areas and multiplication (”EM”) registers. The camera has a nominal temperature operation of -45
◦C. Figure is from8

.

wavefront sensor systems because of their high sensitivity at a high operating speed. This EMCCD’s operating
speed of 3,000 frames per second (FPS) and high sensitivity combined with low noise allows it to keep up with
the changing atmosphere and therefore for better corrections of the wavefront to high order aberrations,8.9 Our
camera has a nominal temperature operation of -45 ◦C.

1.3 Inverted Mode, Non-Inverted Mode and Charge Diffusion

After extensive testing at UCSD the EMCCD was found to have charge diffusion due to its “inverted mode”
set-up. EMCCDs have two readout modes for operation: inverted vs. non-inverted mode (IMO and NIMO).
The difference in the modes can be set by the voltages across the sensor. The IMO is at a lower voltage,
generating “holes” in the sensor’s substrate, which recombine with dark current electrons before reaching the
readout register.7 These holes, however, generate more clock-induced charges (CIC) during the vertical transfer
of electrons to the readout register. This causes a significant decrease in the detector’s dark current, but an
increase in CIC. IMO was the previous mode of operation for this EMCCD. The iteration of tests in this mode
is presented in an AO4ELT7 proceeding.10

IMO has previously been found to cause charge diffusion due to its reduction in the potential barrier between
adjacent pixels.11 This reduction in the potential barrier between neighboring pixels caused a significant charge
diffusion effect (blurring) in our images. The result also appeared to be wavelength-dependent, with shorter
wavelengths showing slightly larger FWHMs in their PSFs.

The EMCCD was sent back to Nüvü cameras so its readout mode could be changed to NIMO, which would
increase the potential barrier between adjacent pixels and thus improve the resolution of the detector. This mode
is expected to decrease CIC events. However, it would also significantly increase dark current, although such an
effect should not be expected to significantly affect the pyramid wavefront sensor’s performance since the frame
rate of operations is quite high (2k FPS), and the camera is cooled to -45 C to mitigate dark current.

This report presents the results of EMCCD performance after its change from IMO to NIMO. Here we also
compare the results in both cases.

2. CAMERA RESOLUTION

Due to the charge diffusion effect caused by IMO, we assess the change in image quality of the camera when the
camera’s operation mode was changed to NIMO. In order to do this, we image a standard resolution card by
Thorlabs (NBS 1952) and analyze the line resolutions for our corresponding pixel size.

The camera possesses a 24 µm pixel size. The image of our resolution card is shown in Figure 4 for the IMO
and NIMO modes of operation. It is clear from the figure that changing the operation mode drastically changes
the resolution capabilities of the camera.
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In order to verify that the camera is operating within the expected resolution, we must verify that the pixel
size resolution is achieved. In order to do this, we use the set lines on the resolution grids, which have specific
sizes in µm. We focus on line 6.8 for our analysis, which has a linewidth of 73.5 µm. Given the magnification
factor of , these lines should have a size of 27.8 µm, which is about 1.2 pixels. Our results of a cross cut for these
lines are shown in Figure 5. We fit a curve to the image of the lines’ cross cut and find that the actual width is
closer to 1.3 pixels, which is slightly above but near the expected width given the camera’s resolution.

3. CONDUCTED TESTS

For all of our conducted tests, we separate our results into each of the 8 outputs of our EMCCD, as was done
in the previous iterations of tests.10 Separating the results allows for a better characterization of the individual

Figure 4. Qualitative comparison between the NIMO and IMO images of the resolution card. In both cases, a lens was
used to focus the image on the camera. However, for IMO, the charge diffusion effect caused the image to look blurry.

Figure 5. Cross cut of line 6.8, which has a linewidth of 73.5 µm. For our magnification set-up, it presents a width of 27.8
µm, slightly above one pixel width.
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outputs of the EMCCD. We represent the 8 outputs for a median bias frame at -45 ◦C in Figure 6.

Figure 6. Representation of the 8 outputs of our camera. We number them from 1-8 as shown in the Figure. In order to
better characterize the EMCCD, we always separate our results into the 8 outputs.

3.1 Readout Noise

We repeat our readout noise procedure described in the previous camera test report, where the camera was
operating in its inverted mode (IMO),10 but now we compare the results to the NIMO operating mode. For each
output, we subtract the median of dark frames from the 1,000 dark frames and obtain the standard deviation
of the 1,000 frames. We then multiply the standard deviation frame by the K-Gain set for each exposure series
and divide by the EM gain of 5,000 to obtain units of electrons. We then obtain the median of these values for
each output.

We represent the median readout noise for each output in Table 1. We found that it the median readout
noise does not significantly change from what it was when the camera was on IMO. Despite the requirement
stating 0.1 e-, all of the contrast simulations were performed expecting 0.4 e- of readout noise. Therefore, all of
the outputs are below the values used in simulations for the wavefront sensor’s expected performance.

3.2 Dark Current

We also test the dark current present in our detector and compare it to our previous results when the camera
was in the inverted mode of operation. We test this at EM gain of 5,000. We measure the dark current by
changing the exposure time in our detector and taking dark frames. The dark frames are all bias subtracted
with matching EM gain and all of the frames are taken at -45 ◦C. The exposure times used are 1, 2, 4, 8 and 10
seconds. We calculate the dark noise as follows: we first subtract bias frame from mean of each exposure time
for each output, then take the mean for the pixels in each output, obtaining units of [ADU/pix/fr]. Finally we
transform from ADU to e- using the EM and k-gain values.

Our results are presented in Figure 7. We note that the dark current is about 3.8x (median) larger in NIMO
than in IMO. A larger dark current in NIMO is expected. We plot the ratio for different exposure times in Figure
8.

Finally, we test our dark current at exposure times for different temperatures (for -45 ◦C, we test in the
second and millisecond regime). We verify that in the ms regime, at -45 ◦C, which is where we will be operating
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Table 1. Median Readout Noise of the EMCCD [e-] for each Detector Output

Output IMO (Before) NIMO (After)

1 0.169787 0.166559

2 0.167197 0.168746

3 0.139553 0.141459

4 0.150889 0.145825

5 0.132648 0.132513

6 0.103851 0.103713

7 0.071985 0.0746640

8 0.127600 0.125917

(a) (b)
Figure 7. The dark current in e-/pix for the mean frame of our EMCCD at EM gain of 5,000, for IMO (a) and NIMO (b)
at -45◦C.

our wavefront sensor, dark current is low even in NIMO mode (see Figure 9, top right panel). We note that the
dark current is temperature dependent, as is expected, where we find saturating levels for high EM gain and
exposure time for -25 C. We show our results in Figure 9.

3.3 Clock-Induced Charges

We also test the clock-induced charges (CIC) of the EMCCD. The CIC is a source of noise in the EMCCD where
false counts are created when the photoelectrons travel in the EM register.7 We repeat the procedure performed
in our previous tests.10 We set the EMCCD to “photon counting mode”, where we take dark exposures at the
max frame rate of 0.33 ms, and bias subtract them. Then, we obtain frames where all of the pixels should have
“0” counts unless a CIC event occurs, in which case the pixel will have a “1” count.

The CIC average for each output is calculated by summing the CIC events for every output over the number
of frames and then dividing the sum by the number of frames and pixels in each output (120 x 60). Our results
are shown in comparison to IMO in Table 2.

3.4 Flat Field Tests

We conduct flat fielding tests for our EMCCD. For this, we utilize the Newport 819D-SL-3.3 integrating sphere,
used in conjunction with a Newport 6332 quartz tungsten halogen lamp, a white light lamp operated at 50 W
and a Newport 60043 socket adaptor. The bulb allows for the change in light intensity using a Kikusui Stabilized
power supply (Model PAB 8-2.5). We test the EM gain, exposure time and light level linearities for the EMCCD.
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Figure 8. The dark current ratio for NIMO/IMO (After/Before).

Table 2. Median CIC for each Detector Output

Output IMO (Before) NIMO (After)

1 0.000695 0.001242

2 0.001129 0.001863

3 0.000396 0.000621

4 0.000536 0.000828

5 0.000204 0.000207

6 0.000313 0.000621

7 0.000449 0.000621

8 0.000425 0.000621

For all of our tests, we subtract the bias frame with matching EM gain and use the median of a cube with 300
frames.

3.4.1 EM Gain Linearity

We first test the linearity with changing EM gain for the camera at higher light levels (1.4 Amps). We test this
at temperatures of -45, -40, -35 and -25 ◦C up to 1000 EM gain. We do not go further than that such that we do
not saturate all the outputs in the EMCCD, as that can damage the detector. We plan on operating the PWFS
at -45 ◦C, however this test allows us to characterize the camera’s dependence on temperature. We subtract the
bias with matching EM gain from each cube with 300 frames, then obtain the median of each output. We show
our results in Figure 10.

We find that for Outputs 7 and 8 there is a saturation ”cap” at higher temperatures (mainly -25 ◦C). The
same behavior was also present in IMO.10
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Figure 9. The dark current at different temperatures and exposure time regimes for EM Gain of 5,000. We note that for
the top right panel, where the exposure times are low and close to our operation levels, the negative counts are due to
the bias subtraction of the frames.

Figure 10. EM Gain Linearity test with matching light levels but varying temperatures for the EMCCD. The median of
counts is shown as a function of EM gain.

We then test the EM gain linearity at a lower light level, at 1.1 Amps and 1.2 Amps (up to 5,000 EM gain).
We verify that at lower light levels we can obtain a linear behavior for the EM gain. We show our results in
Figure 11.

Proc. of SPIE Vol. 13097  1309742-9



Figure 11. EM Gain Linearity test with lower light levels (1.1 and 1.2 Amp). The x-axis shows the EM gain values up to
5,000 while the y-axis shows the median of counts in ADU.

3.4.2 Exposure Time and Light Level Linearity

We test the exposure time linearity of our EMCCD. We perform this test for two light levels: by setting our flat
lamp to 1.7 Amps and by keeping the level at 1.6 Amps but placing a Thorlabs Neutral Density (ND) 0.6 filter
in front of the camera. This should decrease light levels by a factor of ≈ 4. Our exposure times used are 2, 4,
8, 12, 16, 18 and 20 ms. Results are presented in Figure 12. We find that for both light levels the behavior all
outputs is linear with changing exposure time.

Figure 12. The median counts for flats with (left) and without (right) an ND filter as a function of exposure time in ms.

Our results remain unchanged from the previous readout mode of the camera.

3.4.3 Light Level Ratios

We test that the counts obtained by the EMCCD correspond to the expected ratio given by our filter value (of
0.6, which corresponds to a decrease in light levels by a factor of 3.981). In order to do that, we plot the ratio
of counts given by the two individual light levels at corresponding exposure times. Our results are presented in
Figure 13.

Our results remain unchanged from the previous readout mode of the camera.
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Figure 13. The ratio of light levels for flat fi elds wi th an d wi thout an  ND  fil ter. The  tru e val ue is plo tted as the  red 
horizontal line, while measured levels are shown as scatter points with error bars for each output. Error bars are calculated 
using the Poisson noise for each output.

3.5 Multiple Regions of Interest and Binning

We do not expect the multiple regions of interest (mROI) functionality and the binning of the EMCCD to be 
affected by the change in operating mode, but present the results for c ompleteness. We repeat the test procedure 
from our previous iteration.10 The results are shown in Figure 14 and 15. We use an image of the GPI 2.0 logo 
for facilitating the visualization of the features.

4. CONCLUSION AND FUTURE WORK

Our final p erformance t able f or t he EMCCD i s p resented i n Table 3 . We find th at th e camera’s performance 
in readout noise, mROI, CIC, binning, EM Gain linearity, exposure time linearity remain the same as before 
the change to NIMO readout mode. The dark current is about 3.8x higher than before, as expected for NIMO. 
However, in our mode of operations (low temperature and low exposure time), the difference in dark current is 
essentially negligible. The image quality is improved and we are now achieving the expected resolution. This 
will allow us to obtain the required performance for the GPI 2.0 PyWFS.
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Figure 14. The multiple regions of interest of our EMCCD.

Figure 15. The binning feature of our EMCCD.
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Table 3. Table with requirement tests for the EMCCD and their results.

Test Requirement Results Pass
or
Fail?

Readout Noise < 0.1 e- readout noise at
3,000 FPS and EM gain of
5,000

Median of 0.137 e- Pass

Dark Current < 0.01 e-/pix/frame dark
noise at 3,000 FPS

Median of 3.8x higher
for longer exposures with
NIMO, < 0.008 e-/pix for
all outputs at 2,000 FPS
and EM Gain 5,000

Pass

Binning Binning Capability of 1, 2,
4, 8, 16, 32x

Binning Capability was
achieved for all values

Pass

mROI Configure the mROI for
the 4 pupils of the EM-
CCD

mROI region was achieved
with correct pixel offset
and location

Pass

Full Frame Rate Full Frame Rate of 3 kHz Full Frame Rate not
achieved with SDK/GUI

Fail∗

EM Gain Linearity EM gain functionality
from 1 - 5,000

Linearity Found for EM
gain up to 5,000 when de-
tector is not saturated

Pass

Exposure Time and Light
Level Linearity

The behavior of counts for
exposure time and light
levels must be linear

Linearity is achieved for
all outputs

Pass

* Pending serial command test to achieve full frame rate.

Proc. of SPIE Vol. 13097  1309742-13



REFERENCES

[1] Milli, J., Mawet, D., Mouillet, D., Kasper, M., and Girard, J. H., “Adaptive Optics in High-Contrast
Imaging,” in [Astronomy at High Angular Resolution ], Boffin, H. M. J., Hussain, G., Berger, J.-P., and
Schmidtobreick, L., eds., Astrophysics and Space Science Library 439, 17 (Jan. 2016).

[2] Spiegel, D. S. and Burrows, A., “Spectral and Photometric Diagnostics of Giant Planet Formation Scenar-
ios,” 745, 174 (Feb. 2012).

[3] Marley, M. S., Fortney, J. J., Hubickyj, O., Bodenheimer, P., and Lissauer, J. J., “On the Luminosity of
Young Jupiters,” 655, 541–549 (Jan. 2007).

[4] Chilcote, J. K., Bailey, V. P., De Rosa, R., Macintosh, B., Nielsen, E., Norton, A., Millar-Blanchaer, M. A.,
Graham, J., Marois, C., Pueyo, L., Rameau, J., Savransky, D., and Veran, J.-P., “Upgrading the Gemini
planet imager: GPI 2.0,” in [Ground-based and Airborne Instrumentation for Astronomy VII ], Evans, C. J.,
Simard, L., and Takami, H., eds., Society of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series 10702, 1070244 (July 2018).

[5] Nielsen, E. L., De Rosa, R. J., Macintosh, B., Wang, J. J., Ruffio, J.-B., Chiang, E., Marley, M. S., Saumon,
D., Savransky, D., Ammons, S. M., Bailey, V. P., Barman, T., Blain, C., Bulger, J., Burrows, A., Chilcote,
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