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Epilogue from the President

The inaugural International Congress of Basic Science (ICBS) opened in
Beijing on July 16, 2023. Advancing Science for Humanity would become
the founding principle of this historic conference. It was the first ever inter-
national scientific gathering of its kind, wholly conceptualized and hosted in
China. The conference brought together leading scientists from around the
world as part of a broader e!ort to strongly support and promote basic re-
search in science worldwide. This Congress focused on three major subjects:
Mathematics, Theoretical Physics, and Theoretical Computer and Informa-
tion Sciences.

By all accounts, the 2023 ICBS was a spectacular success, thanks to the
support and presence of some 1000 scientists from more than 40 countries
who gathered in Beijing to celebrate and honor achievements of the world’s
scientific community. The ICBS opening and award ceremonies were held at
the prestigious Great Hall of the People in Beijing on July 16. Subsequent
events and lectures took place at the Yanqi Lake Beijing Institute of Mathe-
matical Sciences and Applications (BIMSA) in Huairou Science City, about
an hour from Beijing City center.

A highlight of the conference was the inauguration, on July 16, of two
major science awards: the Basic Science Lifetime Award (BSLA), and the
Frontiers of Science Award (FSA). A Lifetime Award is conferred to an indi-
vidual for contributions, widely considered to have had lasting impact in a
field of research. The Frontiers of Science Award are given to recent papers,
recognized for major breakthroughs in its field. David Mumford was the 2023
Basic Science Lifetime Award recipient in Mathematics. Adi Shamir received
this prestigious award in Theoretical Computer and Information Sciences.
One hundred thirty-one recipients were named for the Frontiers of Science
Award. In all, the FSA winning papers included more than 500 authors, who
were leading researchers in their respective fields.

The scientific program of the conference included some 400 lectures, de-
livered by a broad spectrum of researchers, including world renowned schol-
ars from three major subjects of basic science. Speakers included 8 Fields
medalists, 4 Turing Prize winners, and one Nobel laureate. The two Life-
time Award recipients delivered their Basic Science Lectures on day one of
the program, while authors of the Frontiers of Science winning papers gave

c⃝ 2024 International Press of Boston
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their distinguished FSA Lectures during the two-week conference. Plenary
and invited speakers of the program also included numerous academicians
from China, the United States, and European nations. Other participants of
the conference were some 600 scholars from more than 40 countries. All in
all, the conference program lasted 13 days and featured hundreds of lectures,
satellite conferences, and many other engaging academic events.

To me, the 2023 ICBS was a scientific gathering of historic proportions.
The present inaugural ICBS conference proceedings, which collect papers
on some of the most important recent breakthrough results in a broad range
current topics, could be also viewed as a historic document. I am very grateful
to my fellow mathematicians, information scientists, and physicists, who have
so meticulously prepared their papers in a timely fashion, and contribute
them to this important document.

I hope that this inaugural ICBS has been a catalyst for international
scientific cooperation. I believe that we have witnessed a new chapter in
intellectual pursuit of the highest order. I am also hopeful that generations
from now, future scientists would look back to this day and remember that
our collective e!orts in this pursuit had been a noble endeavor!

Sincerely

Shing-Tung Yau
President

2023 International Congress of Basic Science
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Preface

The first International Congress of Basic Science (ICBS) was held in Bei-
jing during 16–28 July 2023 covering Mathematics, Physics, and Theoretical
Computer Science. A very large number of people attended the event and it
was a very successful event by many accounts. Most of the ICBS activities
occurred on the newly opened campus of the Beijing Institute for Mathe-
matical Sciences and Applications (BIMSA). I will highlight a few aspects
of the mathematics sections.

The Basic Science Lifetime Award. One of the highlights of the
ICBS was the anticipated awarding of the Basic Science Lifetime Award at
the opening ceremony on 16 July. This award is given for outstanding and
innovative works that have, over the course of the past thirty years or more,
brought about fundamental change in their discipline.

This year’s mathematics award was given to David B. Mumford for his
“fundamental contributions to algebraic geometry”. Mumford is Professor at
Harvard University and Brown University, a 1974 Fields Medallist, and a
former President of the International Mathematical Union. The winner was
selected among a list of nominated mathematicians by a committee of top
mathematicians.

Among the greatest contributions of Mumford to mathematics is his
work in algebraic geometry, particularly, moduli theory. Moduli spaces are
parameter spaces for families of geometric objects such as algebraic varieties
or sheaves on varieties. On the one hand, these spaces help to classify the
objects at hand. On the other hand, they carry algebraic geometric structures
of their own and provide an important source of highly non-trivial examples
in algebraic geometry.

Moduli theory has a long history going back at least to the 19th century
when it was treated by Riemann and others. But it was given a new mean-
ing in the Grothendieck school of algebraic geometry at about the same time
when Mumford started working on the theory. In this new approach to mod-
uli, the emphasis was not only on constructing a space that parametrises a
given class of objects but also that the moduli space should give information
about families of such objects.

c⃝ 2024 International Press of Boston
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Mumford elevated the theory to a new level via the introduction of the
concept of stability and the development of Geometric Invariant Theory
which is a general approach to construction of moduli spaces. He success-
fully constructed moduli spaces of curves and abelian varieties and paved
the way for the development of the theory for other classes of varieties. Sub-
sequently he proved important results on the structure of moduli spaces.
Mumford also constructed moduli spaces of abelian varieties in a di!erent
way using theta functions. This in particular allowed him to describe explicit
equations for these moduli spaces. The Geometric Invariant Theory has also
been successfully applied to the moduli theory of sheaves on algebraic vari-
eties.

Mumford’s work on moduli theory has had a strong influence on many
areas of mathematics including higher dimensional algebraic geometry, arith-
metic geometry, di!erential geometry, etc, and it has played an important
role in mathematical physics.

He proved many other important results in mathematics, for example, on
abelian varieties, on the geometry of algebraic surfaces in positive characteris-
tic, on singularities, on toroidal embeddings, etc. In the 80s, Mumford shifted
focus from algebraic geometry to theoretical foundations of intelligence, both
natural and artificial. He has done important work in this direction.

The Frontiers of Science Awards. Another highlight of the ICBS was
the Frontiers of Science Awards distributed at the opening ceremony. The aim
of these awards is to emphasis achievements from the past five years which are
of outstanding scholarly value. For the 2023 selection, mathematics papers
were chosen in 22 di!erent areas of mathematics covering the spectrum of
mathematical sciences. The main criteria for selection of papers were: (1) it
must have been published in the last 5 years; (2) it must be of highest
scientific value and originality and have made an important impact on its
area; (3) it must have been evaluated and accepted by scholars in its area.

The papers were chosen in a rigorous process. A selection committee of
experts was formed for each area with the task of selecting the 10 best papers
published in the area in the past five years according to the criteria above.
In the next stage a large global committee of experts was formed with the
task of selecting a maximum of 5 papers in each area. For each work, the
award was given to all the authors of that work. There was no restriction on
the nationality, race, gender, or workplace of the authors.

In some areas like algebraic geometry the competition was clearly intense
as there were many top works. While in some other areas less than 5 papers
were selected. This will hopefully be reflected in future ICBS.

Focusing on the best work done in recent years meant that the majority
of the participants of the ICBS were highly active scientists. A consequence
of this is more mathematical discussions among the participants.

Lectures. One of the conditions for the awards mentioned above was
that at least one author of each winning work should attend the ICBS and
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give a presentation related to that work. Not surprising then the ICBS show-
cased a large number of top mathematical works by mathematicians from
around the world. The only other mathematical event of comparable scale
and quality that I can think of is the International Congress of Mathemati-
cians (ICM). There were many fantastic talks that I personally attended. It
was great to see many top mathematicians in the lecture rooms as well as
many brilliant students.

There were also many plenary lectures not related to the awarded works.
Some of the lecturers were among those who served on one of the award
committees.

Lectures were also broadcast live on the the internet, hence many more
people could participate, in particular, students who did not get the chance
to attend the ICBS. Hopefully more students can participate in the future.

Satellite conferences. Numerous satellite conferences were organised
around the ICBS in Beijing and elsewhere. This included conferences on
Algebraic and Arithmetic Geometry, Quantum Theory and Operator The-
ory, Number Theory, Representation Theory and Integrable Systems, Quan-
tum Gravity and Quantum Field Theory, Geometric Analysis, Geometry
and Statistics, Data Science and Algebraic Geometry, AliCPT and Primor-
dial Gravitational Waves, an Economic Modernization Forum, and a Pujiang
Innovation Forum.

Other activities. Several other mathematical activities were organised
in and around the ICBS. This included a special evening devoted to mathe-
matics in which few mathematicians discussed current a!airs of mathemat-
ical sciences and the joys and challenges of being a mathematician. Special
events were also organised at Tsinghua University for students and mathe-
matics enthusiasts. On the other hand, students demonstrated their mathe-
matical work through poster presentations.

Caucher Birkar
(YMSC, Tsinghua University)
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BASIC SCIENCE LIFETIME AWARD
SELECTION COMMITTEE

Shing-Tung Yau Fields Medal 1982
Crafoord Prize 1994
Wolf Prize 2010
Shaw Prize 2023

Tsinghua University

Simon Donaldson Fields Medal 1986
Crafoord Prize 1994
Shaw Prize 2009
Wolf Prize 2020

Imperial College
London

Maxim Kontsevich Fields Medal 1998
Crafoord Prize 2008
Shaw Prize 2012

IHÉS

Caucher Birkar Fields Medal 2018 Tsinghua University
Richard Schoen Wolf Prize 2017 Standford University
Bojn Engquist Member of Royal Swedish

Academy of Sciences
University of Texas
at Austin

Member of American Academy
of Arts and Sciences

Kenji Fukaya Member of Japanese Academy
2003 Japan Academy Prize
Winner

The State University
of New York at
Stony Brook

Nicolai Reshetikhin Weyl-Wigner Award Winner Tsinghua University
Benny Sudakov Member of Academia

Europaea
ETH Zurich

Vladimir Markovic Fellow of the Royal Society University of Oxford
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Awardee: David Mumford

Basic Science Lecture:
Consciousness, robots, and DNA

David Mumford

Abstract. We explore the complex interplay between consciousness,
robotics, and DNA using the insights of artificial intelligence, neuro-
science and physics. Specifically, we delve into the evolution of language
models and the quest for human-level AI, the scientific dimensions of
consciousness, the elusive nature of “now” in consciousness, and the
enigma of so-called cat-states in quantum theory. Finally, we examine
the role of DNA replication as possibly a generator of cat-states and its
implications for understanding consciousness, free will, and the nature
of reality. We encourage further exploration at the intersection of these
fields, highlighting the profound questions they raise about the nature
of consciousness in both biological and artificial systems.

Contents

1. Exploring the Evolution of Language Models and the Quest for
Conscious AI 16

2. Unraveling the Scientific Dimensions of Consciousness 18
3. The Enigma of “Now” in Consciousness and Relativity 19
4. Quantum Theory, the Enigma of Cat-States and DNA Replication 21
Conclusion 24

I would like to thank Professor S. T. Yau and the Beijing Institute for
Mathematical Science and its Applications (BIMSA) for their invitation to
address this inaugural congress. This is a wonderful opportunity for Eastern
and Western mathematical scientists to exchange their ideas. My talk is
based on Chapters 9, 10 and 14 of my recent book “Numbers and the World,
Essays on Math and Beyond”. I hope it will raise interest in several enigmas
that raise philosophical questions as well as scientific ones. Full references,
many figures and many further aspects of these issues are discussed there.

c⃝ 2024 International Press of Boston
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16 DAVID MUMFORD

1. Exploring the Evolution of Language Models and the Quest
for Conscious AI

The basic learning algorithm used in “deep learning” was devised many
decades ago but was long considered useful only in highly constrained tasks
like reading hand-written zip codes. In the 2010’s however, two things hap-
pened: first, the widespread use of computers generated huge datasets of
text and images; and second, it was realized that the graphical processing
units present in all computers could be adapted to hugely speed up the deep
learning algorithm. All of a sudden, deep learning could be used with data
many orders of magnitude larger than previously and the learning process
could be implemented on much faster computers. This, plus the invention of
an extension of deep learning called “transformers”, led to amazing successes.
Speech and face recognition began finally to work at a useful level of accuracy
and much more ambitiously, language models learned to generate coherent,
contextually relevant responses to questions on virtually any topic. This is
best known in the series of GPT (Generative Pre-training Transformer) pro-
grams which stunned the world in their seemingly human-like responses to
most queries. These programs take trillions of words as their data and then
train billions of parameters embedded in fairly simple computer code.

But GPT lacks any embodiment in the real world – senses or robotic ac-
tuators. Despite their remarkable linguistic proficiency, these models exhibit
a form of cognitive limitation akin to a quadriplegic blind individual. Note
that Helen Keller, though blind and deaf, retained touch and muscles and
became a brilliant writer. But GPT lacks the ability to directly perceive and
interact with the actual external world beyond its vast textual input. As a
result, it generates answers being called “hallucinations” or, simply put, it
makes stu! up. For GPT, Santa Claus might as well as exist as not.

1.1. AI’s Progress Beyond Language. The expected evolution of AI
involves transcending the confines of language processing by integrating both
sensory inputs and motor capabilities. This paradigm shift entails linking the
language model with systems that interpret signals from the real world, pro-
viding the AI with a platform to learn cause-and-e!ect relationships. The
incorporation of transformer-based architectures, holds promise in bridging
the gap between language-based understanding and sensory/motor interac-
tion. A major difficulty here is providing large enough datasets in which the
computer interacts with the world, which are needed for deep learning train-
ing. I think it is likely that experiments will use virtual worlds in order to
create orders of magnitude more pseudo-world training data. More simply,
continuous exposure to diverse experiences through ongoing total access to
the internet should create a sense of discernment giving tools to the language
model helping it distinguish truth from fictional constructs. Additionally, the
inclusion of reinforcement learning mechanisms becomes essential, optimiz-
ing the AI’s skills in virtual or physical domains.
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Google is not resting on its laurels. After my talk at BIMSA, I found
in the arXiv multiple papers by their group implementing exactly what
I had hoped for. Their program ViT (Vision Transformers) extends the
GPT architecture to visual input. Interestingly, to do so they devise a ver-
sion of saccades to create linear sets of transformers relating distinct im-
age patches as an alternative to sentences breaking into words. More re-
cently, they have published a description of the programs PaLM-E (Pathways
Language Model – Embodiment) and rt-2 (Robot Transformer) which in-
corporates limited movements along with vision, rather similar to the old
MIT program called “Blocks World”, but a world apart in its potential.
Robots performing fluid movements and adapting to diverse grasping mo-
tions begins to look likely in a few years.

1.2. Exploring Radical Transformations. In contemplating more
radical advances, a further step is programming AI models to “see” and
“speak” with actual people, facilitating a form of acquaintance with human-
ity. Imagine a lab with a robot which roams around the halls and offices
and talks to the human researchers it encounters, asking them what they are
working on, whether they (the robot) can help. To do this, it must build a
model of each person’s jobs, personality, history. Of course, the robot does not
contain its computer: it is communicating electronically with the mainframe
in the lab, sending and receiving data. The objective is to foster mutual in-
teractions, probably leading to anthropomorphism as users begin to perceive
the AI as a seemingly conscious entity. Humans have no problem anthropo-
morphizing their pets and children do the same with stu!ed animals. All this
raises profound questions about the potential awareness and consciousness
of the enhanced AI program. Once the AI is “embodied” in the real world, it
will have agency and it must be given objectives, e.g. helping people. This is
what scares the pants o! of pessimists who recall Goethe’s poem about how
the Sorcerer’s Apprentice ran amuk. Will the robot develop self-awareness,
and to what extent can it emulate human-like urges and emotions?

I would just like to point out that what drove animal evolution and
human conflict is the deep seated drive for survival and for the power to
control their environment, but there is no need to translate this into the AI’s
code. Why should a machine be concerned with self-preservation unless told
to do so? Instead teach it the Hippocratic oath, “do no harm”. On the other
hand, the creations of Silicon Valley have all been perverted by criminals to
trick, subvert and impoverish naive users. So one must assume that criminals
or criminal regimes will attempt to misuse robots and embed an urge to
control humans in various ways in the robot’s code. This is my worry.

I may be wrong, but I see no reason to expect an AI to exhibit any
emotions at all unless it has been programmed to have such things. For that
matter, even though human emotions are such a big part of our conscious-
ness, they are still very poorly understood. I tried to summarize some of this
research in Chapter 10.3 of my book but I was surprised at how tentative it
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Figure 1. On the left, Eccles’ concept of pyramidal cell bun-
dles, one for each component of thought; in the middle, huge
excisions made by Penfield to control epilepsy that did not
e!ect consciousness; on the right, Dehaene’s idea of the whole
neocortex’s activity creating a thought.

still is. But certainly, the exploration of these issues delves into the mystery
of AI consciousness, prompting inquiries into the nature of their subjective
experience and the ethical implications of human-AI relationships.

2. Unraveling the Scientific Dimensions of Consciousness

The exploration of consciousness stands at the crossroads of philosophy,
neuroscience, and artificial intelligence, challenging us to analyze what it
means to be conscious. The historical perspective on consciousness reveals
a shift from naively associating it with voluntary movement or with breath
(atma, meaning breath in Sanskrit, is the Hindu essence of life) to contempo-
rary studies using advanced techniques such as brain recordings. The latter
date from Penfield’s amazing records of human experiences during cortical
stimulation of awake patients on the operating table. Notably, the taboo sur-
rounding the discussion of consciousness in neuroscientific circles was chal-
lenged by John Eccles and Karl Popper in their groundbreaking work, “The
Self and its Brain,” published in 1977. This daring endeavor opened the door
to a new era of scientific inquiry into consciousness, marked now by dedi-
cated conferences and journals. Today, the question of whether a robot can
possess consciousness is regarded as a legitimate scientific inquiry.

2.1. Locating Consciousness. The quest to locate consciousness
within the intricacies of the brain has generated diverse theories and contro-
versies. Eccles and Popper postulated a direct correlation between bundles
of pyramidal cells, particularly in the prefrontal lobe, and components of
thought (figure 1, left). Conversely, the findings of Penfield and Merker, ob-
serving minimal e!ects on consciousness after major cortical excisions (in
surgery to control epilepsy, figure 1, middle), proposed an origin of con-
sciousness in the midbrain. Building upon the legacies of Freud, contempo-
rary neuroscientists like Stanislas Dehaene challenge traditional notions by
uncovering that much of human cognition, including reasoning, occurs un-
consciously. The proposal that γ-oscillation-based synchrony, pervasive in
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the brain, gives rise to conscious thoughts shifts the focus from the activity
of single or small sets of neurons to joint activity of large parts of the neocor-
tex as the neural mechanism underlying consciousness (the global workplace
theory, figure 1, right).

3. The Enigma of “Now” in Consciousness and Relativity

The concept of “now” holds a unique place in the tapestry of conscious-
ness, representing the immediate awareness of living each moment while our
memory of the past continuously increases and the unknowns of the future
gradually reveal themselves. We struggle to understand how this trip down
the river of time started when we were born and will end (or will it?) when
we die. The question of awareness in fully intelligent robots shifts this con-
versation from the religious plane to a more immediate, pressing, arguably
scientific issue.

3.1. The Elusive Nature of “Now”. Consciousness, characterized by
awareness, memory, and the experiential immediacy of the present moment,
finds itself in a paradoxical relationship with the principles of physics. In
the realm of physics, the pursuit of patterns valid uniformly in all parts of
space-time has no need for the concept of a subjective “now.” The division
of time into past, present, and future is irrelevant in physics but, becomes
a central object of contemplation in all religions, for example in Buddhist
meditation and in Saint Augustine’s Confessions, Book 11. Although useful
for hyperbolic initial value problems, the choice of the initial time point is
quite arbitrary.

Newton had written “Absolute, true and mathematical time, of itself and
from its own nature, flows equably without regard to anything external ”. Space
and time were two distinct continua and the concept of simultaneity was ob-
vious. Einstein’s theory of relativity shattered the conventional understand-
ing of time by abandoning the concept of simultaneity, destroying forever
the notion of a universal “now”. It joins the theories of a flat earth and the
geocentric model of the solar system as major misconceptions of the true
universe by naive humanity. Although now the discrepancies between clocks
in satellites and clocks on earth are mere microseconds, the further we ex-
plore in the universe, the more these discrepancies between clocks will grow
and it is likely that parents in whose lives there is prolonged acceleration
in space ships or who dive close to black holes will then outlive their great
grandchildren. There will be NO way to fix a universal time for mankind.
A person’s subjective time is simply the integral of the space-time Minkowski
metric along his or her space-time trajectory and is a separate time for each
person.

The clash between Einstein and philosopher Bergson in 1922 epitomized
this tension. While Einstein envisioned life as a trajectory in 4D space-time,
Bergson, influenced by his introspective and philosophical analysis of con-
sciousness, rejected the relativity framework. Curiously, though, Einstein,
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Figure 2. Einstein and Bergson at about the time of their debate.

grappling with the subjective experience of the “now,” ultimately acknowl-
edged the limits of science in capturing the essence of this aspect of the
temporal dimension. Towards the end of his life, he is reported by Rudolph
Carnap as saying “The experience of Now means something special for man,
something essentially different from the past and the future, but that this
important difference does not and cannot occur within physics ... there is
something special about the Now which is just outside of the realm of sci-
ence.”

Curiously, Bergson is not the only voice clinging to a universal time. Cos-
mologists have insisted on this too. Although starting from general relativity,
their so-called “standard model” introduces some doubtful axioms that lead
to a space-time metric which splits conveniently into a global product of
space and time and a metric with no cross terms but only a time varying
spatial expansion/contraction coefficient. My sense is that the data from the
Webb telescope is finally repudiating this simplistic model.

3.2. The Timeline of a Robot. In the context of artificial intelligence
and robotics, the understanding of “now” takes a divergent path. Unlike hu-
man consciousness, robots can be powered on and o!, with their computa-
tions and sensors dispersed across server clusters and physical bodies. The
awareness in robots, whatever form it takes, does not adhere to a single,
continuous path but rather manifests in a time-directed mesh net, possi-
bly exhibiting a non-continuous nature. All robots will likely use parallel
processing and then be unable to fix a timeline of their thoughts at the mi-
crosecond level. Neuroscientists, engaged in a parallel inquiry into human
awareness, find themselves without a consensus on the localization of con-
sciousness within the brain, so maybe this too is a mesh and not a simple
one dimensional trajectory. In any case, mental processing is much slower,
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occurring more or less at hundreds of milliseconds speed (bats are a startling
exception, distinguishing echos separated by mere microseconds).

The entwined nature of consciousness and the temporal dimension re-
mains an enigma, with physics challenging the very concept of an absolute
“now.” As debates persist among scientists and philosophers, the exploration
of consciousness in both human and artificial entities opens new frontiers of
inquiry.

4. Quantum Theory, the Enigma of Cat-States and DNA
Replication

In the last part of my talk, I want to discuss the role of conscious beings
in the foundations of quantum theory. The problem here has nothing to do
with time but with the merging of deterministic classical physics with the
non-deterministic quantum description of the atomic world. This merging is
needed in describing the act of measuring an atomic event with the aid of
some device that amplifies events involving interacting elementary particles
into something the physicist can see with his or her own eyes. I will also
propose that DNA replication can be viewed as such an amplifying device
and that this brings quantum reality much closer to our world than is usually
believed.

4.1. The Quantum Enigma: Measurement and Cat-States. Let’s
recall that quantum theory is based on a so-called wave function φ, an ele-
ment in a complex Hilbert space H of norm 1 defined up to multiplication
by some scalar eiθ. φ is not directly observable but evolves by the determin-
istic equation of Schrödinger. Measurable things are described by Hermitian
operators X on H in the following sense: if φ lies in the eigenspace Xa of
X with eigenvalue a, then the measurement corresponding to X must give
the value a. But what happens if φ is not in any eigenspace? φ can be de-
composed as the integral of its projections to X’s eigenspaces. More usefully,
the norm squared of these projections defines a measure on the spectrum of
X whose value on a subset U is the probability that the measured value of
X will be in U . The eigenvalue of X has a mean under this measure and
a standard deviation quantifying your uncertainty. Finally, after a measure-
ment determines that the value is in U , φ must be reset to its projection
pU (φ) on the corresponding eigenspaces. This is called the “collapse of the
wave form”.

Immediately we have a problem: collapsing the wave form after a mea-
surement clearly means that φ is describing what you know, not what is
actually “there”. In other words, φ is epistemic thing, not an ontological
thing. But on the other hand, long calculations on φ’s allow accurate pre-
dictions of complex particle interactions and even the chemical properties of
complex molecules. It is hard to come to terms with these successes without
thinking of φ as ontological, describing something “really there”. This is the
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central dilemma at the heart of quantum theory, the problem that Feynman
often said no one really understood.

The indeterminacy of measurements is also an issue. In ordinary life,
outside physics labs, things tend to be predictable. Sure there is the unpre-
dictable nature of weather but we are pretty sure we know the PDE’s that
can, in principle, predict it and the issue is that of large Lyapunov exponents.
Your toothbrush is where you left it last night and if you think stu! is acting
mysteriously, you may need to see a psychiatrist. Let’s make the seeming
determinacy of macroscopic life precise. First make a list of the (bounded)
Hermitian operators {Xi} defining observations we can make with human
senses alone and second, specify tolerances describing how small a change
will be noticeable to our senses. Then the determinacy of the macroscopic
world can be expressed reasonably well by requiring that the standard devi-
ation of each Xi should less than the corresponding tolerance εi. Expressed
in formulas, this means:

〈X2
i φ,φ〉

‖φ‖2
−

(

〈Xiφ,φ〉

‖φ‖2

)2

< ε2i

This requirement defines an open set HAMU ⊂ H with a screwy shape defined
by 4th order inequalities, a set that I call the “almost macroscopically unique”
(AMU) quantum states. Its complement HCAT are referred to as “cat-states”
and are states where there is visible indeterminacy.

The archetypal cat-state was described by Schrödinger as the result of
locking a cat in a sealed box for a minute with some radioactive material
that triggers the release of cyanide when the material emits an alpha particle.
After a minute, the state φ describing alive or dead is a weighted sum of an
alive cat state and a dead cat state, p ·φalive+(1−p) ·φdead. Lots of question
arise: was the cat really neither alive nor dead but in a superposition a second
before the box is opened? What happens if a robot opens the box?

4.2. Physicists’ Fudges and the Dilemma. Physicists have not
reached any consensus on how to deal with this dilemma. Heisenberg took
an epistemic stance saying at one point “The natural laws, formulated math-
ematically in quantum theory, no longer deal with the elementary particles
themselves but with our knowledge of them.” Another group has sought “hid-
den variables” that evolve deterministically but their proposals have not in-
corporated the extra complexities of quantum field theory. And then we have
the “multiversers” who say the universe splits into many copies of itself, one
for each value of the indeterminate measurement. As far as I’m concerned,
I’ve lived one life and I find the idea that there are millions of me living
other lives seems a bit silly. By and large, physicists hate the idea that con-
sciousness has anything to do with physics and want to place the “Heisenberg
cut”, where the indeterminacy is resolved, somewhere in the middle of the
measuring process. The epistemic group now cloths the subjective aspect of
measurements in the math of information theory which is more comfortable



BASIC SCIENCE LECTURE: CONSCIOUSNESS, ROBOTS, AND DNA 23

for scientists. Information theory introduces the concept of φ as informa-
tion without specifying its source. I discuss these multiple approaches to the
dilemma of measurements further in my book, Ch. 11.1. The fundamental
question of where and how the Heisenberg cut occurs remains elusive.

4.3. The Macroscopic Dilemma and Evolution of States. The
introduction of “almost macroscopically unique” states HAMU attempts to
address the non-existence of cat-states by defining a subset of Hilbert space
where macroscopic observables exhibit small variances. However,
Schrödinger’s evolution does not map HAMU to itself! For example, his equa-
tion for single free particles is readily solved and leads to φ’s that spread out
without limit. As they spread, their wave aspect eventually dominates their
particle aspect. And since measurements of the particle’s position then be-
come macroscopically indeterminate, the particle is in a cat-state. Physicists’
labs convert atomic superpositions to macro cat-states but with a twist. All
measuring apparatuses are made of huge numbers of atoms, something on
the order of Avocadro’s famous number, so around 1023. The original un-
certainty spreads out into this mess, into what is often modeled as a “heat
bath”. Then the final macroscopic measurement is best described by a “den-
sity operator”, a sort of trace of the rank one Hermitian operator φ · φ∗ in
the Hilbert space of the measured value alone. When this density operator
has more than one substantial eigenvalue, the result is a cat state.

4.4. Measuring Instruments and DNA Replication. Measuring
instruments, such as Wilson’s cloud chamber and photomultiplier tubes, cre-
ate cat-states. The cloud chamber does this by being on the verge of a phase
change where the passage of a single particle can create a bubble. A photo-
multiplier tube contains a sequence of electrodes held at steadily increasing
charges each of which responds to being hit by electrons by emitting more
electrons, e.g. 5 times as many. These are the lab’s work horses but I want
to propose that there is one other amplifier that is everywhere in our world:
DNA. The essence of our lives is that one double-stranded set of human
DNA produced by the coupling of 2 parents produces by replication some
30 trillion sets of the same DNA strands. Replication is not always 100%
accurate but every cell has multiple repair mechanisms to keep the error
rate small. But a multitude of injuries, radiation for example or poisonous
chemicals, can cause mutations. Radiation, for example, can ionize a key
atom but always with some probability. The result is a superposition of 2
states: an ionized state and an unionized state. This superposition is going
to propagate creating a superposition of two distinct full strands of DNA,
one mutated and one unmutated. In some cases, both will be viable but the
two outcomes will di!er in one base pair.

The speculative notion that DNA replication itself induces DNA cat-
states opens a Pandora’s box of questions. If mutations disrupt the sequence,
the entire phenotype, the adult his or herself, can become a superposition.
This raises challenging queries about when and where a collapse occurs.
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I want to suggest that two things to speculate on. First, in the context of
paleontology, were dinosaurs’ senses developed enough to collapse the wave-
form of a cat-dino? Or would the cat-dinos become cat-fossils and only when
paleontologists dug them up was the form of the ancient dino finally chosen?
Perhaps the shape of Mesozoic fauna was fixed in the 20th century when
humans collapsed their wave-form.

Secondly, consider cancer. It is old folk medicine that cancer tends to
strike grieving people with higher frequency than average and that positive
attitudes sometimes create miracle remissions. If a cancer starts as a cat-
cancer, then consciousness leads to the choice between two quantum states.
And perhaps free will, if such a thing exists, can twist Born’s rule by a!ecting
the probabilities of the two states. I have never heard of an experiment where
people try to a!ect the outcome of measuring a cat-state.

In my book, I propose a new model for dealing with measurements.
I suggest that we are living in a “Bohr-bubble” in space-time in which we
share information and memory across civilizations in order to maintain a
stable macroscopic world. Many animals are like fellow-travelers who get
sucked up into this bubble but whether dinosaurs or robots can also be
included is not clear.

Conclusion

I have tried to shed light on subtle ideas at the intersection of AI, con-
sciousness, and quantum mechanics. In the first section, I propose that robots
with all the usual human abilities will be built fairly soon. Then the question
of whether the robot has consciousness will have to be discussed. Personally,
I have been amazed that the study of consciousness has gone from a theo-
logical and philosophical topic to a scientific one as I describe in the second
section. But I believe there is an obstacle: the experience of “now” seems im-
possible to define scientifically as I discuss in the third section. This makes
the role of consciousness in quantum theory very significant. The collapse
of the wave-form is needed to prevent cat-states from disrupting the appar-
ently deterministic macroscopic world. This is described in the fourth section
together with the hypothesis that DNA replication is continually creating
cat-states, for instance in cancer mutations. The interwoven complexities of
quantum theory, measurement-induced cat-states, and the potential role of
DNA replication as a measuring instrument challenge our understanding of
reality and consciousness. As physicists grapple with the enigma of the quan-
tum world, the implications for free will, the nature of measurements, and
the collapse of cat-states lead back to the mysteries of consciousness.
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