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Abstract—Distributed Hash Tables (DHT) is used for achieving
robust routing and overlay for most Blockchain systems. In other
words, DHT supports communication in a wide spectrum of
Web3 and Blockchain applications, such as data sharing, content
distribution, and distributed search engines. The decentralized
nature of DHT introduces security and privacy vulnerabilities.
Significant efforts have been devoted to making DHT more robust
and augmenting DHT’s privacy guarantees. This paper proposes
a novel design, namely NC-DHT, which has two main features: (i)
NC-DHT tolerates Byzantine nodes, and (ii) NC-DHT provides
initiator anonymity, query unlinkability and target privacy. To the
best of our knowledge, NC-DHT is the first DHT that supports all
these important features, which makes it suitable as an overlay
for Blockchains. NC-DHT relies on a novel integration of quorum
topology and network coding-based techniques.

Index Terms—Byzantine, DHT, Privacy, Blockchain

I. INTRODUCTION

Distributed Hash Tables (DHT) is a popular routing mech-

anisms that enables large-scale decentralized services, e.g.,

Azureu DHT, Kademlia DHT and Mainline DHT [1]–[3].

Generally speaking, DHT implements the decentralized key-

value data structure (or the hash table) – a scalable mechanism

to map keys onto values. DHT provides two main APIs:

• Insert: write a value v to key k, and

• Retrieval: given key k, read its value v.

The core of DHT is a scalable routing or lookup scheme

that can handle a high churn rate: given a key, how to locate

a node (or peer)1 that is responsible for storing and serving

the data in a system with dynamic membership?

Several structured DHTs have been proposed and deployed

in practice, e.g., Chord [4], Kademlia [5], and CAN [6].

These DHTs adopt different ways of mapping data and hence,

different routing mechanisms, and they are designed to provide

efficient storage and coordination among decentralized nodes.

DHT in Recent Systems. DHT has been used in many

emerging systems. The utilization of DHTs in Blockchain

technology is exemplified by recent innovations such as the

Bitcoin Lightning Network (LN) [7], LightChain [8], IPFS

(InterPlanetary File System) [9] and Ethereum Swarm [10].

Making DHT Robust and Anonymous. The decentral-

ized design makes DHT come with several vulnerabilities in

†This material is based upon work partially supported by the National
Science Foundation under Grant CNS-2334021.

1Following the literature, we use “node” and “peer” interchangeably.

security and privacy. In a typical DHT design, nodes rely

on (a small number of) peers to complete the operations –

usually O(log n), where n represents the total number of par-

ticipating nodes in the system. This design gives malicious (or

Byzantine) nodes an opportunity to provide false information

to misdirect an honest node’s routing [11].

With such malicious behavior, privacy can easily be compro-

mised too. For example, malicious nodes can simply route an

honest node to a bogus site and obtain its private information.

Or malicious nodes can provide fake information to increase

the workload of honest nodes so that the adversary can conduct

traffic analysis to reveal private information.

This paper studies how to build a robust and anonymous

DHT. To address the vulnerabilities, our goal is to identify a

routing design that achieves the following properties:

• Robustness: communication between (groups of) nodes is

reliable even if some nodes may become Byzantine faulty

and have an arbitrary behavior.

• Anonymity: no initiator information is revealed (the ini-

tiator is the node that searches or updates the data).

In this work, we focus on how to provide target anonymity,

i.e., no routing destination is learned by the adversary. The

design can be augmented to provide initiator anonymity and

query unlinkability.

State-of-The-Art DHTs. Significant efforts have been de-

voted to make DHT robust and/or anonymous, e.g., [12]–[22].

(Section III discusses other related work.) There are mainly

two categories of approaches:

• Distributed (e.g., [19]–[21]): these systems use variants of

quorum topology to tolerate Byzantine nodes. A quorum

is a set of O(log n) peers.2

• Centralized (e.g., [14], [22]–[24]): these systems use

variants of centralized mechanisms to manage nodes’

identities and surveillance of nodes’ behaviors.

On one hand, two major drawbacks of the distributed

DHTs (e.g., [21]) are (i) the lack of support of the existing

privacy-preserving techniques to provide initiator anonymity

and query unlinkability, and (ii) high computation and high

communication overhead for its routing mechanism.

2The notion of “quorum” in the DHT literature is referring to a group of
peers, and should not be confused with the one used in distributed computing
and database literature, where two quorums must overlap to ensure consistency
or correctness. Here, such overlap feature is not necessary [17]–[21]. In fact,
each node can be in only one quorum in most designs.



On the other hand, centralized DHTs (e.g., [22]) relies on

the stable and fast communication among nodes to reduce the

number of false alarms [25]; moreover, they tend to require

background mechanisms for surveillance which induce extra

communication overhead.

Our Contributions. To overcome the aforementioned

shortcomings, we neatly integrate the techniques from both

categories and propose a novel Chord-based system, NC-DHT,

which is robust and provides anonymous guarantees. More

concretely, NC-DHT tolerates a fixed fraction of Byzantine

peers (in each quorum), and provides target anonymity with

low communication and computation overhead.

Notably, NC-DHT supports existing privacy-preserving

techniques, such as multiple anonymous paths [22]. Conse-

quently, our system can be augmented to provide initiator

anonymity and query unlinkability. Finally, due to the redun-

dant nature of the quorum topology, NC-DHT does not have

the issue of false alarms and do not require that communication

among peers are stable and fast.

On a high-level, NC-DHT combines network coding-based

techniques with the concept of quorum topology [19], [20]

and anonymous query [21] to perform routing with desirable

properties. For bootstrapping and maintaining the quorum

topology, NC-DHT relies on the use of Certificate Authority

(CA) [14], [22]. Due to our novel design, CA’s workload is

light; thus, our system can support a reasonable number of

peer churning simultaneously.

II. PRELIMINARY

We first discuss key ideas from the literature [19]–[21].

Quorum Topology. A quorum is a set of nodes and behaves

as an “atomic” unit for executing DHT operations. On a high-

level, a quorum of nodes behaves as a single node in a non-

fault-tolerant DHT. A DHT structure based on the concept of

quorums is called “quorum topology.”

The quorum topology provides two key features: (i) Byzan-

tine behavior is mitigated by majority voting, and (ii) data

corruption is recoverable due to data redundancy.

Quorum topology is usually embedded in DHT that has

Chord-like structure [17], [19]–[21]. The topology is assumed

to maintain the following invariants at all time.

• Membership: Every peer is in at least one quorum.

• Goodness: < 1/3 of the peers in a single quorum are

Byzantine faulty.

• Intra-Quorum Communication: Every peer is able to

communicate “directly” to all the other peers in the same

quorum. That is, each peer knows all the identifies of the

other peers belonging to the same quorum.

• Inter-Quorum Communication: If quorums Qi and Qj

are neighbors in the specific DHT quorum topology, then

each peer in Qi can communicate “directly” with any

peers in Qj and vice versa.

Efficient Routing. Quorum topology incurs expensive rout-

ing operation – given a key, identify a route to the quorum

that stores the data. Naive lookup operation incurs O(log3 n)
message complexity as elaborated in [19]–[21].

Young et al. proposed a novel system – RCP-I – which

achieves the robust routing with O(log2 n) messages (in ex-

pectation) based on recursive retrieving routing information in

DHTs using threshold cryptography [19], [20]. One important

feature of RCP-I is that it tolerates malicious peers < 1/3 of

a quorum in the asynchronous system and < 1/2 of a quorum

in the synchronous system.

Subsequently, Backes et al. integrated oblivious transfer

(OT) with RCP-I to hide the identity of routing destination,

i.e., to provide target anonymity [21], [26]. In the discussion

below, we refer to Backes’ schemes as OT-RCP-I. OT-RCP-I

has several drawbacks as identified in [25]:

• OT-RCP-I does not support the existing privacy-

preserving techniques, such as multiple anonymous paths

[22], and thus it is not clear how modify it to provide

initiator anonymity and query unlinkability.

• OT-RCP-I boosts the total number of messages by a

constant factor due to the overhead of OT protocol.

• OT-RCP-I’s oblivious transfer protocol has a substantial

computation overhead – O(log n) in each hop.

Our system NC-DHT adopts the network coding techniques

to have a more efficient routing than OT-RCP-I. Compared

to RCP-I, NC-DHT provides anonymous guarantees and is

equally efficient.

III. RELATED WORK

Since the seminal works on using lightweight routing to

build scalable DHTs, e.g., Chord [4], Kademlia [5], and CAN

[6], various attacks have been identified, e.g., polluting data

[27], polluting routing indices by creating fake data ID [28],

and injecting fake data blocks [29].

Castro et al. [24] were among the first to use redundancy

to make DHT robust – contacting multiple nodes to ensure

that the routing information is not corrupted. Subsequent

systems like Salsa [12], Halo [13], and Cyclone [30] propose

and improve redundancy-based routing to improve robustness.

Myrmic [14] relies on a central authority that takes the

responsibility of maintaining and updating node certificates.

However, these systems do not provide anonymity guarantees.

NISAN [31] provides robustness and anonymity guarantees.

In NISAN, each queried node provides an entire routing

table to the initiator. Consequently, the initiator can use the

technique of bound checking on the table to limit manipulation

in routing information. This combined with redundant copies

of data ensure both target anonymity and robustness. However,

Wang et al. [32] identified an attack called range estimation to

compromise the target anonymity. Torsk [23] combines DHT

and Myrmic [14] to provide anonymous communication. The

key mechanism for the routing initiator is to perform a random

walk on DHT to find a node that can perform the routing on

its behalf. However, as suggested in [22], Torsk’s performance

is limited due to its usage of Myrmic.

ShadowWalker [16] integrates the idea of redundancy (or

shadow) into DHT’s structure. The shadows are nearby nodes



in the constructed DHT structure, which help verify each hop

of the routing. However, as analyzed in [33], ShadowWalker

is not robust. This is because the entire set of shadows for

a certain node may be compromised by a specially designed

attack. Octopus [22] proposed a novel surveillance mechanism

to discover attacker identities, and to remove malicious nodes.

The mechanism significantly limits the adversary’s ability.

For anonymity, Octopus used redundant and dummy routing

queries for ensuring various notions of anonymity, including

target anonymity, initiator anonymity, and query unlinkability

[22]. Unfortunately, it was identified in [25] that Octopus may

induce high false alarm when nodes are not stable and the

communication among peers is not reliable. The high false

alarm causes Octopus to remove honest nodes and downgrade

performance.

Augustine et al. [34] recently proposed a fully-distributed

P2P protocol for Byzantine DHTs, but their systems do not

provide any anonymity guarantees. NC-DHT resolves all the

aforementioned limitations by using the integration of network

coding techniques and quorum topology.

IV. DESIGN GOALS AND SYSTEM MODEL

A. Design Goals

The major goal is to make the routing (or lookup) in DHT

robust and private. Concretely, for robustness, we achieve the

following property, which are identical to the one in [19], [20].

• Routing Correctness: In the presence of an adversary

that compromises up to 1/3-fraction of any quorum, an

initiator that looks up some key k should be able to locate

the correct target that holds the value of key k.

Note that NC-DHT has the same message complexity as the

state-of-the-art systems [19] [20].

For privacy, NC-DHT achieve the same privacy level as in

[21], i.e., providing target anonymity, with low computation

and computation overhead.

• Target Anonymity: given an initiator and its lookup re-

quest, the information about the target (of the query)

should not be revealed.

In Section VI, we briefly discuss how our solution can

be augmented for other privacy guarantees [22]: initiator

anonymity, query unlinkability, Fingertable correctness, and

Fingertable trustiness.

B. System and Fault Model

We consider an asynchronous system with the presence of

Byzantine nodes. The communication is asynchronous in the

sense that any message may suffer an infinite delay (or equiv-

alently such a message is considered lost). The processing

speed of a node is also arbitrary.

Additionally, we assume a strong (omniscient) adversary

that has complete knowledge of the algorithm specification and

the network topology. At most 1/3 of nodes in the system may

be compromised by the adversary. The compromised nodes

are said to be faulty, and can have arbitrary behavior, such

as dropping, sending incorrect and inconsistent messages, or

colluding with each other. The adversary is assumed to be

computationally bounded so that it cannot break the threshold

signature used in RCP-I [19], [20].

Similar to previous works on anonymous communication

[16], [21]–[23], [35], we assume that adversary cannot observe

all the communication in the system; however, a faulty peer

is able to observe the messages sent to all the peers in the

quorum that it belongs to, and share such information with

other faulty peers with low transmission delay.

V. NC-DHT: ADDING TARGET PRIVACY

A. Error Detection Code in NC-DHT

The lookup operation makes use of an error detection code.

We first describe the code and its properties. With a suitable

choice of parameter c, we will use a (sQ, sQ − tQ) Reed-

Solomon code over Galois Field GF(2c), where sQ is the size

of quorum Q and tQ is the upper bound on the number of

faults in each quorum. By assumption, tQ/sQ < 1/3.

More precisely, the constant c is chosen large enough such

that sQ ≤ 2c − 1. Denote by D the number of bits of a

routing table. Alternatively, D can be viewed as consisting of

sQ− tQ “data symbols” from the field GF (2c). Thus, each of

these symbols can be represented with c bits. Consequently,

D = c(sQ − tQ).
Given the (sQ−tQ) data symbols corresponding to a certain

D-bit routing table, sQ “coded” symbols in the corresponding

codeword are obtained as linear independent combinations

of the (sQ − tQ) data symbols over GF (2c). The code

specification is part of the specification of the system.

The (sQ, sQ − tQ) Reed-Solomon code has the following

useful property: Any sQ − tQ (coded) symbols in a codeword

can be used to compute the corresponding sQ − tQ data

symbols, and therefore, the corresponding D-bit routing table.

For completeness, we summarize the relationships between

the code parameters:

• sQ coded symbols in each codeword, corresponding to

(sQ − tQ) data symbols,

• sQ ≤ 2c − 1, and

• D = c(sQ − tQ)

This implies that sQ ≤ 2D/(sQ−tQ) − 1, and D ≥ (sQ −

tQ) log2(sQ + 1). Thus, we need D = Ω(log n log log n),
since typically sQ is in the order of O(log n). This statement

is true in Chord-like DHTs [17], [18]. In Chord [4], there

are O(log n) entries, in which each entry contains node’s

ID (identifier) of at least O(log n) bits. Thus, D is lower

bounded by Ω(log2 n) bits. Consequently, such a (sQ, sQ−tQ)
Reed-Solomon code over Galois Field GF(2c) exists in similar

structures. In particular, NC-DHT is built on top of the quorum

topology considered in [19]–[21].

B. Adding Target Privacy

a) Overview: The core idea of our design is to hide

target’s identity by not providing lookup key to quorums.

Instead the lookup initiator asks each quorum (along the

lookup route) for their routing table. The naive way is for



Algorithm 1 NC-DHT: Steps at Initiator p ∈ Q1

Initial Step:
1: p sends the message (or request) below to all peers in Q1:

[IDp|addp|REQUEST |ts1]

2: p receives and interpolates all signature shares, which results into:

S1 ← [IDp|addp|REQUEST |ts1]kQ1

Intermediate Step:
3: for i from 2 to l − 1 do

4: p sends Si−1 and tsi to all peers in Qi and requests a proof, which consists of (i) signature Si, (ii) public key KQi+1
, and (iii) coded symbols for

the routing table
5: p receives and interpolates all signature shares, which results into:

Si ← [IDp|addp|REQUEST |tsi]kQi

6: p uses KQi
to verify if Si is valid

7: if Si is invalid then

8: p sends signature shares to each peer in Qi

9: p constructs the routing table using coded symbols, determines the next quorum Qi+1 and uses the valid shares to construct a new valid Si, which
shows to peers in the next quorum that p’s operation is legitimate

Final Step:
10: p sends Sl−1 to Ql, which is the destination, to prove the legitimacy of the lookup

Algorithm 2 NC-DHT: Quorum Peer q ∈ Qj

Upon receiving a request by p:
1: if p’s request is legitimate then

2: q sends its signature share to p

Upon receiving Si−1 and tsi from p:
3: q verifies Si−1 using KQi−1

and validates tsi
4: if signature is valid then

5: q sends its signature share, public key of next quorum KQi+1
and

the q-th coded symbol

Upon receiving signature shares from p:

6: q verifies each share using public key share ˆKQi
and sends valid shares

to p

each quorum peer to transmit its entire routing table, and

the initiator simply uses the majority voting to determine the

correct routing table. While this incurs the same message

complexity as in RCP-I, the message size is prohibitively large.

In NC-DHT, we use error detection code to transmit the

routing tables so that the followings properties are ensured:

• The number of message complexity remains the same as

RCP-I.

• The size of message each quorum peer transmits is only

O(1/ log n) of the routing table, since each peer only

needs to transmit a corresponding symbol (either data or

coded symbol).

• The initiator is able to recover the routing table from

correct quorum peers, owing to the property of error

detection and the goodness topology invariant.

b) Threshold signature and DKG: As in [20], [32], we

also assume the existence of threshold signature generated by

distributed key generation (DKG). After the DHT stabilizes, a

DKG instance is executed such that, at the end, each quorum

Qi has (KQi
, kQi

) – the (distributed) public/private key pair

specicifically for Qi.

Note that KQi
is only needed to be known to those peers

that belong to or have links to quorum Qi. Furthermore, every

peer p ∈ Qi has a private key share (kQi
)p of kQi

. The

corresponding public key share K̂Qi
can be used to check

each private key share and is only known to the peers in Qi.

The quorum public/private keys, (KQi
, kQi

), is used to form

a proof (for showing the legitimacy to the next quorum),

and the public/private key shares (at each quorum peer),

(K̂Qi
, kQi

)p), is used to verify the information transmitted

from other quorum peers.

A signature share Si = [m](kQi
)p is referred to a message

m signed by p’s private key share (ki)p. Due to the feature

of threshold signature, in quorum Q, tQ +1 such shares from

correct peers form a valid signature S = [m]kQi
, a message

m signed by the quorum’s private key kQi
. Recall that by

assumption, the number of faulty peers in quorum Q is upper

bounded by tQ.

c) Target anonymity in NC-DHT: In our algorithm, IDp

is p’s identifier, addp is p’s IP address, REQUEST is a flag

indicating a lookup request, and ts is the time stamp. We

also refer coded symbol to the symbol containing part of the

routing table as discussed in Section V-A.

Algorithm 1 presents the steps to be taken by the initiator

(i.e., the node that initiates the lookup request), and Algorithm

2 present the steps to be taken by the peers in each quorum.

C. Analysis

1) Robustness: If all four invariants of the underlying

quorum topology mentioned in Section II are valid, then

it is clear that NC-DHT can achieve lookup correctly. The

correctness comes from the fact that the initiator node can

correctly reconstruct the routing table from each quorum.

Since at least sQ − tQ peers are correct in each quorum Q
in the system, there are always enough coded symbols from

correct quorum peers. This statement holds in every step. Then

by repeated application of the statement (proof by induction),

the initiator eventually reach the correct target.





design is scalable in the sense that the local processing time is

smaller than the communication latency in wide-area network.

Summary. This paper presents NC-DHT, which provides

two main salient features: (i) Byzantine fault-tolerance, and

(ii) anonymity guarantees such as initiator anonymity, query

unlinkability and target privacy. NC-DHT can be used for

supporting communication in Web3 and Blockchain systems,

as robustness and anonymity are two most important prop-

erties. To the best of our knowledge, NC-DHT is the first

DHT system that provides Byzantine fault-tolerance, initiator

anonymity, query unlinkability and target privacy.
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