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Abstract

eXtensible Business Reporting Language (XBRL) has attained the
status of the global de facto standard for business reporting. How-
ever, its complexity poses significant barriers to interpretation and
accessibility. In this paper, we present the first evaluation of large
language models’ (LLMs) performance in analyzing XBRL reports.
Qur study identifies LLMs’ limitations in the comprehension of
financial domain knowledge and mathematical calculation in the
context of XBRL reports. To address these issues, we propose en-
hancement methods using external tools under the agent frame-
work, referred to as XBRL-Agent, which invokes retrievers and cal-
culators. Extensive experiments on two tasks - the Domain Query
Task (which involved testing 500 XBRL term explanations and 50
domain questions) and the Numeric Type Query Task (tested 1, 000
financial math tests and 50 numeric queries) - demonstrate sub-
stantial performance improvements, with accuracy increasing by
up to 17% for the domain task and 42% for the numeric type task.
This work not only explores the potential of LLMs for analyzing
XBRL reports but also augments the reliability and robustness of
such analysis, although there is still much room for improvement
in mathematical calculations.
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1 Introduction

In recent years, finance, business and accounting industries have
paid more attention to advanced technologies to tackle market
complexities and overcome conventional analytical limitations. The
recent breakthroughs in large language models (LLMs) such as
ChatGPT [39] and LLaMA [47] have demonstrated strong abilities
in comprehending complex text files and generating human-like
texts. These LLMs are adept at processing vast amounts of textual
data and leveraging domain knowledge to extract critical insights
[49]. Their abilities to interpret market trends [41], assess risks
[8], and provide strategic guidance [10] underscore their extensive
application potential prospects in the finance domain [37].

eXtensible Business Reporting Language (XBRL) [44, 56, 57], as
shown in Fig. 1, is an open international standard for digital busi-
ness reporting by numerous regulators globally [36]. It streamlines
the creation and dissemination of financial data, thereby facilitat-
ing exchanges among investors, financial regulators, and market
participants. Over the past two decades, XBRL has become the de
facto standard for business reporting worldwide, with its adoption
by most global economies for financial information sharing [24, 38].
XBRL leverages XML (eXtensible Markup Language) to tag data,
providing a standardized format that links numerical data to its
semantic context [15]. This allows for precise identification and
contextualization of each data point—such as revenue, expenses,
or assets—enabling interoperability, accuracy, and transparency.
This tagging protocol significantly increases the explanatory power
of financial text, making precise interpretation and comparison of
financial information possible, while reducing the need for manual
re-entry and enhancing automated analysis [12].

However, XBRL’s complexity demands specialized knowledge
for accurate understanding and insight generation, presenting a
steep learning curve for both businesses and the general public
[21]. LLMs hold the potential for transforming XBRL analysis by
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Total long-term debt
Less current portion
Total long-term debt, less current portion

Fair Value and Future Maturities

1,149 1,165 1,170
15 13 15
b 1,134 3 1,152 b 1,155

See Note 4, Fair Value Measurements, for the fair value of long-term debt. Other than the $500 million of principal amount of notes due October 1, 2028, we do

not have any future matunties of long-term debt within the
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five fiscal years.
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We generate substantially all of our revenue from contracts with customers from the sale of products and services. Contract balances pnmarnily consist of
receivables and liabilities related to unfulfilled membership benefits and services not yet completed, product merchandise not yet delivered to customers,
deferred revenue from our private label and co-branded credit card arrangement and unredeemed gift cards. Contract balances were as follows ($ in millions):

Receivables, net(!
Short-term contract liabilities included in:
Unredeemed gift card liabilities
Deferred revenue
Accrued liabilities
Long-term contract liabilities included in:
Long-term liabilities
(1) R are

net of alk for exp

May 4, 2024 February 3. 2024 April 29, 2023
5 $

$ 453 512 523
242 253 256

923 1,000 1,015

57 53 68

239 245 260

ted credit losses of $17 million, $23 million and $18 million as of May 4, 2024, February 3, 2024, and April 29, 2023, respectively.

During the first three months of fiscal 2025 and fiscal 2024, $642 million and $747 million of revenue was recognized, respectively, that was included in the

contract liabilities at the beginning of the respective penods.

Figure 1: Example of an XBRL-based report f;rzom an SEC-100Q file of the company Best Buy.

automating the extraction and interpretation of financial data, iden-
tifying key metrics, and generating comprehensible summaries for
various applications such as auditing, valuation analysis, forecast-
ing, investment decisions, and more.

LIMs are increasingly integrated into many financial analyses
[29, 37, 52-55], such as sentiment analysis [19, 59, 60], financial
reports summarization [29], and financial database querying [61].
While existing research has demonstrated the effectiveness of LLMs
in handling various financial tasks [53], their application to XBRL
data analysis remains under-explored. Given the critical importance
of XBRL reports in the financial sector, leveraging LLMs for their
analysis could significantly enrich the efficiency of insight genera-
tion and reduce barriers to information access for the general public.
Therefore, this study empirically investigates the performance of
LIMs in the context of XBRL reports.

In this paper, we introduce the first LLM-based agent specifi-
cally designed to analyze XBRL reports, called XBRL-Agent. Our
research empirically evaluates the performance of LLMs in analyz-
ing XBRL reports and identifies crucial limitations in their current
capabilities. Notably, existing LLMs exhibit significant deficiencies
in expertise in the financial domain and mathematical capabilities
when analyzing XBRL reports. To address these limitations, we pro-
pose two enhancement methods: 1) incorporating supplementary
financial knowledge using Retrieval-Augmented Generation (RAG)
technology [26], and 2) incorporating specialized tools such as a
financial calculator. Our findings demonstrate that these enhance-
ments substantially improve the performance of LLMs in XBRL
report analysis.

Our contributions are summarized as follows:

o Identifying LLMs’ limitations for analyzing XBRL re-
ports: We conduct the first assessment of LLMs’ capabilities
in analyzing XBRL reports. It is found that LIM has limited
financial domain knowledge and insufficient mathematical
capabilities.

o Implementation of enhancing methods: To mitigate the
identified shortcomings, we propose and implement specific
enhancements. These include integrating RAG technology
to bolster LLMs with specialized financial knowledge and
incorporating a dedicated financial calculator to improve
accuracy in complex numeric computations.
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o Improvement in analysis reliability: Through extensive
experiments, we demonstrate substantial improvements. Qur
enhancements lead to FactScore increases of up to 17% in
the XBRL domain query task and up to 42% in the numeric
type query task, respectively, effectively boosting the trust-
worthiness and accuracy of our XBRL-agent.

However, there is still much room for improvement in mathematical
calculations. The associated code repository is https://github.com/
KirkHan0920/XBRL-Agent

The structure of the rest of this paper is organized as follows.
Section 2 provides a comprehensive review of related works. Sec-
tion 3 presents our motivating experiments. Section 4 details our
proposed enhancements to address these limitations. Section 5 de-
scribes our experimental setup and presents the results. Finally,
Section 6 concludes the paper, summarizing our key findings and
broader implications.

2 Related Works

2.1 Application of LLMs in Finance Domain

Recently, the applications of LLMs have improved the efficiency of
financial tasks [37]. Several LLMs have been specifically developed
to address financial challenges, such as FinGPT [29, 30, 55, 59],
BloombergGPT [52] and FinMA [54]. Furthermore, Meyer et al.
[33] discusses the opportunities of general LLMs in investment
decision-making. In addition, some LLMs have undergone fine-
tuning tailored for the financial tasks. As for sentiment analysis,
Zhang et al. [59] propose the Instruct-FinGPT model that can ef-
fectively explain numerical values and comprehend financial back-
ground, thereby assisting users in gaining a deeper understanding
of market trends. In the field of decision-making, Aguda et al. [2]
develop an LLM framework for predicting and analyzing financial
time-series data. Kang and Liu [22] also demonstrate the deficiency
of LLMs in answering financial questions through an empirical
examination. Specifically, they highlight the severe issue of hallu-
cinations. Following this work, we conduct an in-depth analysis
of the causes of hallucinations in LLMs when handling financial
queries and propose mitigation strategies for the analysis of XBRL
financial reports.
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2.2 Challenges of XBRL Analysis

Prior to LLMs, extracting and analyzing XBRL filings poses signif-
icant challenges due to complex technical language and required
financial expertise. Debreceny et al. [13] note that excessive XBRL
extensions hinder cost reduction and cross-firm comparability. Jan-
vrin and No [21] identify technology complexity and learning costs
as major adoption barriers. Loughran and McDonald [32] highlight
technical vocabulary, industry jargon, and figurative language as
critical factors. Other studies have emphasized how complex lan-
guage in XBRL filings obscures important financial information
[5, 16, 31]. Additional challenges include extensive custom tag use
[11], fragmented taxonomy adoption [6], data quality issues [14],
and high implementation costs [40]. These factors contribute to a
significant learning curve and limited accessibility.

While LLMs offer promising solutions, they also face challenges
in XBRL analysis. Li and Zhang [27] point out that LLMs may strug-
gle with the highly structured nature of XBRL data and the need for
domain-specific financial knowledge. Chen and Liu [9] highlight
potential issues with LLMs’ interpretation of numerical data and
complex financial calculations in XBRL reports. Moreover, Wang
and Johnson [50] raise concerns about the ethical implications and
potential biases in LLM-based financial analysis. Acknowledging
these challenges, this work proposes an enhanced approach that
combines LLMs with additional tools to mitigate these challenges.

2.3 Mathematics and Financial Mathematics

In XBRL report analysis, financial mathematics provides essential
tools for calculating critical financial metrics. XBRL data contains
financial statements that require accurate computations to derive
key insights [20]. Core financial formulas like Net Present Value
(NPV), Future Value (FV), and Present Value (PV) play an integral
role. NPV evaluates investment profitability by calculating the dif-
ference between discounted cash inflows and outflows [18]. FV and
PV formulas determine investment values over time and at present,
respectively [28]. By integrating these formulas into XBRL-Agents,
systems can perform sophisticated financial analysis, providing
reliable outputs that assist in making informed decisions based on
real-time financial data [4].

3 Motivating Experiment

In this section, we utilize popular open-source LLMs’ strengths
and weaknesses in processing and interpreting XBRL reports, as
illustrated in Fig. 1.

3.1 Experiment Setup

LLMs: We utilize widely adopted open-source LLMs. Specifically,
we download the weights of instruction tuned Llama3-8B [3], Qwen2-
7B [1], and GemmaZ2-9B [46] from HuggingFace.

Tasks: We collect and create four datasets for the following
tasks, while the sample questions illustrated in Fig. 2:

(1) XBRL Domain Query Task (financial domain knowledge):

@ XBRL Term ': We have extracted over 6,000 XBRL terminol-
ogy entries and their explanations from the official website
XBRL International ? and XBRL document sources > and ran-
domly selected 500 of them to form the evaluation dataset.
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Table 1: Details of tasks.

Type Name Number  Metrics
Domain XBRL Term 500 FActScore
Query Domain Query to XBRL Reports 50 FActScore
Numeric Financial Math 1000 Accuracy
Query Numeric Query to XBRL Reports 50 FActScore

e Domain Query to XBRL Reports: We utilize 50 domain ques-
tions extracted from XBRL reports in the FinanceBench [20]
for evaluation. The relevant XBRL reports provided by the
dataset are selectively provided to LLMs according to experi-
mental needs.

(2) Numeric Type Query Task (financial calculation):

e Financial Math !: We use ChatGPT to generate 100 typical
financial formulas for XBRL reports. For 50 of these formu-
las, we create 20 unique questions each, producing a total of
1,000 test cases. Additionally, we utilize ChatGPT to generate
Python code which provides precise calculations and estab-
lishes a standard for accuracy verification for each question,
serving as our ground truth.

e Numeric Query to XBRL Reports: We employ 50 numeric
queries derived from the same FinanceBench [20]. These
questions focus on mathematical aspects of XBRL reports,
such as financial calculations and metric analysis. As with
the domain query task, relevant XBRL reports are provided
to the LLMs as needed for the experiments.

Evaluation Metrics: To evaluate LLMs’ performance in analyz-
ing XBRL reports, we utilize two different metrics:

o FActScore [35]: For generation and analysis tasks (XBRL Term,
Domain Query to XBRL Reports, Numeric Type Query to XBRL
Reports), we adopt FActScore as a metric. It extracts atomic facts
from both correct answers and LLM-generated responses for
each test. Then, it calculates the percentage of matching atomic
facts and computes the overall average alignment across all tests.
It facilitates a detailed comparison of semantic content, allowing
for a nuanced assessment of the model’s ability to capture and
articulate key information from XBRL reports.

o Hybrid Evaluation (Accuracy): For tasks involving computations
(Financial Formula), we implement a two-stage evaluation pro-
cess: a) We utilize ChatGPT to perform an automated evaluation
of the LLM’s calculations. b) then, the authors conduct a manual
review that involves checking ChatGPT’s judgments against the
correct answers to ensure accuracy. The final accuracy is pre-
sented as the percentage of correct responses out of the total
number of tests conducted.

The task details are given in Table 1.

"We have open-source this dataset in https://huggingface.co/datasets/KirkHan/
XBRL_Terminology and https://huggingface.co/datasets/KirkHan/XBRL_Formula_
Calculation.

Zhttps://www.xbrl.org/guidance/xbrl-glossary/,
https://xbrl.us/data-rule/dgc_0015-lepr/
https://www.sec.gov/data-research/osd_xbrlglossary
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mean in the context of the XBRL investing, and financing anmal cash inflows of unadjusted EBITDA
standard? Please provide a detailed activities, which brought $6,000 for 4 years. If margin for Netflix?
1 of this term. in the most (or lost the the discount rate is 8%, Calculate unadjusted
least) cash flow for Nike what is the Net Present EBITDA using
A: An attribute of an element to indicate that the)||\mn FY20237 Value (NPV) of the P.nad_]usted operating
element is only used in a hierarchy to group related ject? \moummdD&A J
elements together. An abstract element cannot be A: Among the three, cash flow from C. N )
d to tag data In an I d it operations was the highest for Nike in ~, LG A-0.054
023. Q Z Suppose _you
'0: What does the term "fact’ mean in anticipate Teceiving P rrerere——
the context of the XBRL standard? Q: Is 3M a capital $10,000 in 5 years. If Q: What is Amazon's
Please provide a detailed explanation intensive business based the anmmal discount rate FY2019 net income
of this term. on FY2022 data? is 7%, what is the atirbutable to
present value of this sharcholders (in USD
F\:Theowmenceiuminmmedommmtofa sum? millions)?
vl other information ta C )
ue or on tagged by a taxonomy o T
'0: What does the term Tabel’ mean
in the context of the XBRL standard?
Please provide a detailed explanation
of this term.
A : Human-readable name for an element; each — - - -
element has a standard label that corresponds to the b A0 PR E T = g
name, and is unique across the . Az 5409
glossary of

Figure 2: Sample questions and answers for four datasets with optional support materials.

100
ag Llama3-8B
80| 76 ot 74 Qwen2-78
2 70 Gemma2-9B
w
g 60 51
m 50 47 a3
E 40 38
t
9 30 24 24
20 17 18 17
10
0 XBRLTerm Domain Query to Financial Math Numeric Query to
XBRL Reports XBRL Reports
Figure 3: Results of motivating experiment.
3.2 Results

We configure the generation temperature to be 0.5. Generation tem-
perature, ranging from 0 to 1, controls the creativity and diversity
of language model outputs. Lower values produce more predictable
text, while higher values increase randomness. A temperature of
0.5 is often used as it balances predictability and creativity [17, 42].
We present questions directly to the evaluation models to examine
the LLMs’ capacity to analyze XBRL reports without any supple-
mentary context. Figure 3 illustrates the performance results of
three LLMs in XBRL report analysis.

XBRL Domain Query: LLMs demonstrate moderate proficiency in
financial terminology but encounter difficulties with specific XBRL
report interpretations. Performance in this category is relatively
better, yet the accuracy rates still necessitate improvement. Even
the best-performing model, Qwen2-7B, only achieves an 81% score
in XBRL Term and a mere 51% in Domain Query to XBRL Reports.
This indicates substantial scope for improvement in understanding
financial terminology and interpreting domain-specific information.
Llama3-8B and Gemma2-9B perform even lower performance, with
FActScore declining to 47% and 43% for the domain query task. This
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suggests a widespread challenge among LLMs in comprehending
complex financial concepts and applying them within the context
of specific XBRL reports.

Numeric Type Query: LLMs demonstrate significant limitations
in handling mathematical data and financial calculations. The per-
formances in this category are particularly concerning. Even the
best-performing model, Llama3-8B, only achieves 38% accuracy in
Financial Formula Calculation and 24% in Numeric Query to XBRL
Reports task. This demonstrates a severe limitation in LLMs’ ability
to handle mathematical data and perform financial calculations.
Qwen2-7B and Gemma?2-9B exhibit even poorer performance, with
FActScore as low as 18% and 17% in some numeric tasks. This em-
phasizes a critical weakness in processing and analyzing numerical
information in XBRL reports.

3.3 Findings

Overall, the results in Section 3.2 underscore shortcomings in LLMs’
capabilities for XBRL report analysis:

Limited financial domain knowledge. The models demon-
strate insufficient mastery of specialized financial knowledge and
terminology, hindering their ability to provide accurate and granu-
lar interpretations of XBRL reports.

Deficient mathematical capabilities The LIMs exhibit a no-
table weakness in processing and interpreting numeric information,
encounter difficulties in performing complex financial calculations
and derive meaningful insights from numerical data in XBRL re-
ports.

The above findings indicate a gap between existing LLMs’ capa-
bilities and the professional requirements of XBRL report analysis,
while they also serve as guidance for further improvements.

4 XBRL Agent

Our analysis reveals two inherent limitations of LLMs for XBRL
report analysis, which are difficult to address through internal
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expertise in interpreting XBRL
reports, your task is to answer the

Input

following financial question using —
the integrated analysis tool. XBRL Filing

Answer

|
|
|
|
|
|
c c 5 5 |
Financial Question: [Input question| |
[
|
[
|
[
|
(Inferred by the agent with integrated tools) !

Output

/Agent with integrated tool(s)
As a financial analyst AT agent with [T T T T T T T T T T T T T T e T I

Private DB Public DB

Retrievable DB

Chumks

Calculator

Figure 4: This diagram illustrates an LLM-powered XBRL-agent for financial analysis. The process begins with a financial
question input, which is then processed by the XBRL-agent with integrated tools. The retrieval process involves segmenting
XBRL filings into chunks, embedding them in a private database, and then combining it with the public database to create an
information retrieval database. When a question is posed, the agent retrieves relevant evidence from this database to enhance
the response. The calculator is called to perform accurate mathematical calculations when needed.

mechanisms such as prompt engineering alone [7, 51]. The inherent
nature of these limitations stems from the general-purpose training
of LLMs, which often is insufficient to encompass the depth of
specialized financial knowledge required for XBRL analysis [23, 45].
Furthermore, the static nature of LLMs’ knowledge emerges as
a significant drawback in rapidly evolving financial landscapes,
where up-to-date information is crucial [25, 34]. Additionally, LLMs
face challenges in representing and manipulating precise numerical
data within their neural architectures, a crucial requirement for
accurate financial analysis [43, 48].

Inspired by prior LLM agent frameworks, we establish XBRL
Agent, a LLM agent integrated with specialized tools for XBRL
analysis. As shown in Figure 4, we aim to mitigate the limitations
of LLMs with external tools to generate more accurate text. Specifi-
cally, we introduce a retriever, implemented through a Retrieval-
Augmented Generation (RAG) system, to enhance the LLM’s ability
to access and utilize up-to-date information from the external data-
base, thereby compensating for the deficiency of specialized finan-
cial knowledge. In addition, we incorporate a financial calculator
to bolster the LLMs’ mathematical calculation capabilities when
faced with numerical analyses in XBRL reports. These solutions
aim to bridge the gap between current LLMs’ performances and
the sophisticated requirements of XBRL report analysis.

4.1 Single Tool Use

To address the two specific limitations of LLMs in analyzing XBRL
identified in Section 3.3, we propose to implement the following
two tools under an agent framework for targeted mitigation, as
illustrated in Fig. 4.

Retriever To address the limited financial domain knowledge of
LIMs in domain query task, we propose implementing a retriever
tool through the RAG process. This tool is designed to enhance the
LIMs’ capability to handle domain-specific financial tasks.

The motivating experiments have revealed that the current LLMs
face challenges in in-depth financial analysis, particularly when
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dealing with XBRL reports. This limitation severely impacts their
ability to provide accurate and insightful analyses of domain-related
problems. RAG technology has demonstrated effectiveness in gen-
eral domains for augmenting LLMs’ knowledge bases with special-
ized information, resulting to more accurate and relevant outputs.
Our proposed retriever operates as follows:

(1) Pre-processing: A retrievable database is constructed using pro-
fessional financial domain knowledge and public databases.

(2) Retrieval: Upon receiving a query, the tool retrieves relevant
background information from this knowledge base.

(3) Augmentation: The retrieved evidence is then combined with
the original query.

(4) Generation: This augmented input is input into the LLM, en-
abling it to generate more accurate and detailed responses to
complex XBRL-related queries.

By implementing this retriever, we bridge the gap between the
LIM’s general language understanding capabilities and the special-
ized knowledge required for financial reporting interpretation. This
approach promises to improve the LLM’s understanding of finan-
cial terminology, concepts, and XBRL-specific information, thereby
enhancing its overall performance in analyzing XBRL reports.
Calculator. To mitigate the deficient mathematical capabilities
of LLMs in numeric type query, we introduce a calculator tool.
This tool is designed to overcome the model’s limitations in exe-
cuting complex mathematical operations in XBRL reports analysis.
Implementation of the calculator involves the following steps:

(1) API Integration: We allow an LLM to access a calculator’s APIs.

(2) Task Recognition: When encountering mathematical calcula-
tions within XBRL reports, the LLM invokes math calculators.

(3) Outsourcing: The LLM outsources these calculations to a calcu-
lator by invoking its APTs.

(4) Result Interpretation: After receiving the calculated results, the
LLM incorporates them and generates responses.

By utilizing this dedicated tool for numerical operations, we ad-
vance the LLM’s mathematical capabilities, effectively mitigating
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Figure 5: ReAct framework workflow as an example. Following the diagram in Fig. 4, we use the ReAct framework with a
retriever and calculator to analyze financial problems until get the final answer.

their existing limitations in the numerical analysis required for
XBRL report interpretation.

4.2 Enhancement Using Multiple External Tools

While the retriever and calculator individually mitigate specific
limitations in XBRL report analysis, we recognize that numeric type
query often demands both enhanced mathematical capabilities and
deep financial knowledge. To further elevate the LLM’s performance
in analyzing numeric type queries in XBRL reports, we suggest
integrating multiple external tools within an agent framework.

This multi-tool approach involves an agent that orchestrates
the seamless interaction between domain knowledge retrieval and
numerical computation. Based on the characteristics of the query,
the agent intelligently determines whether to leverage the RAG
tool, the Calculator, or a combination thereof.

Integrating multiple tools offers significant advantages in en-
hancing the LLMs’ capabilities. By leveraging both financial domain
knowledge and precise calculations, the LLMs are able to deliver
accurate answers to complex financial queries. This approach en-
ables the LLMs to tackle multi-faceted problems that require both
qualitative understanding and quantitative analysis, a common
requirement in XBRL report interpretation.

By implementing these enhancements, we improve LLMs’ ability
to understand and interpret XBRL reports, elevating their perfor-
mance towards that of a professional financial analyst.

5 Performance Evaluation

This section presents a comprehensive evaluation of our proposed
enhancement methods: the integration of financial knowledge
through a retriever and the enhancement of mathematical capabili-

ties through a calculator.

5.1 Experiment Setup

Qur experimental setup maintains consistency with the motivat-
ing experiment in terms of LLMs, evaluation metrics, and overall
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structure while introducing targeted enhancement tools to address
specific limitations. The use of tools by LLMs is inevitably accom-
panied by agent orchestration. Currently, the predominant agent
framework is the Reasoning and Action (ReAct) agent framework
[58]. The ReAct agent uses a standardized prompt template to nav-
igate the LLM through a Chain of Thought (CoT) process. This
process involves iterating through three stages: thought, tool uti-
lization, and observation, to generate the correct answer step by
step. A detailed example is shown in Figure 5. The ReAct agent
enables LLMs to decompose complex tasks into manageable steps,
leveraging external tools when required. As a result, the ReAct
agent can tackle a wider range of tasks more effectively, producing
more accurate and pertinent outputs. We leverage the LangChain!
library to implement the ReAct agent framework, providing a flexi-
ble environment for integrating our enhanced tools. Prompt details
are presented in Table 2.

We utilize the same four datasets as in Section 3.1 Motivating
Experiment. The XBRL-agent calls external tools:

o For XBRL Domain Query Tasks: We deploy a retriever to mitigate
the deficiency in domain-specific expertise.

o For Numeric Type Query Tasks: We initially use an integrated
financial calculator to address the deficiency in mathematical
abilities. Then, we combine both the retriever and calculator to
address potential knowledge gaps alongside computation needs.

5.2 Results

Retriever for Domain Query Task. Implementing a retriever for
domain-related queries improves the performance of all three tested
LLMs, as shown in the left two columns of Figure 6. For XBRL
Term, Qwen2-7B achieves 89% accuracy, followed by Llama3-8B
(84%) and Gemma2-9B (83%). These results represent the retriever’s
effectiveness in enhancing comprehension of XBRL terminology.
The more complex Domain Query to XBRL Report task exhibits
substantial improvements: Qwen2-7B (65%), Llama3-8B (64%), and

!https://www.langchain.com/
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Table 2: Prompts used in our experiments.

Experiment Prompts

Motivating
Financial Question: {Input question}

As a financial analyst with expertise in interpreting XBRL reports, your task is to answer the following financial question:

ReAct Agentwith  As a financial analyst Al agent with expertise in interpreting XBRL reports, your task is to answer the following financial question using

Tool(s) the integrated analysis tool(s): {tool_name(s)}.
Use the following format:
Thought: you should always think about what to do

Tool Usage: the action to take, should be one of {tool_name(s)}

Observation: the result of the action

... (this Thought/Tool Usage/Observation can repeat N times until have the final answer)

Financial Question: {Input question}

100 100
Llama3-88 (w/o Tool) - t:’“:jgi“";T“‘l’"T )
. m w Single Toal
90 89 BN Llama3-88 (w Single Tool) 90 B Liama3-88 (w Multiple Tools)
84 BEH g3 Qwen2-78B (w/o Tool) Qwen2-78 (w/o Tool)
80 +8 +a EEE Qwen2-7B (w Single Tool) 80 B Cwen2-7B (w Single Tool)
Gemma2-9B (w/o Tool) N Qwen2-7B (w Multiple Tools)
G 2.9 Sinal | 70 Gemma2-98 (wjo Tool)
70 65 EEE Gemma2-98 (w Single Tool) 3 BN Gemma2-9B [w Single Tool)
z £4 63 < 6o mm Gemma2-9B (w Multiple Tools)
= 60 39 58 g 53
g 52 @ 50 ® 49
m 50 g
E € a0
€ 40 &
E 30
30 28
B, 20
20 (3 B 10
10 o FAnancial Math Numeric Query to
XBRL Reports
0

XBRLTerm Domain Query to Financial Math Numeric Query to
XBRL Reports

XBRL Reports
Figure 6: A single tool for different analysis of XBRL reports
(in %).

Gemma2-9B (59%), representing increases of 14 to 17 percentage
points. This highlights the retriever’s specific efficacy in handling
complex XBRL report queries. The consistent improvement across
all models and tasks suggests that the retriever effectively enriches
LLMs’ domain knowledge by providing crucial contextual evidence
during queries.

Calculator for Numeric Type Query Task. Integrating a calculator
into LLMs improves their performance on numeric type queries
(Fig. 6, right columns). For Financial Math, Llama3-8B achieves an
accuracy of 63%, followed by Qwen2-7B (58%) and Gemma2-9B
(52%), showing 25-35 percentage point improvements. This demon-
strates the calculator’s effectiveness in enhancing complex financial
calculations. The Numeric Query to XBRL Reports task exhibits
more modest: Llama3-8B (28%), Qwen2-7B (21%), and Gemma2-9B
(19%), representing improvement of 2 to 4 percentage points. The
substantial improvements in Financial Math tasks highlight the
calculator’s efficacy for computational tasks. However, the modest
gains in numeric Query to XBRL Report task suggest these com-
plex queries require more than just calculation assistance, likely
necessitating both enhanced computational capabilities and domain

knowledge.
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Figure 7: Retriever and calculator for numeric type query (in
%).

Retriever & Calculator for Numeric Type Query Task. Combining
the retriever and calculator for numeric type query task yields sig-
nificant improvements (Figure 7). For Financial Math, Llama3-8B
led by 67% accuracy, followed by Qwen2-7B (61%) and Gemma2-9B
(59%). This incorporating that adding financial knowledge enhances
formula application. Numeric Query to XBRL Reports task exhibits
profound improvements: Llama3-8B (53%), Gemma2-9B (49%), and
Qwen2-7B (46%), representing increases of 25 to 30 percentage
points compared to the single tool approach. This combined ap-
proach effectively mitigates LLMs’ mathematical limitations and
domain knowledge gaps in XBRL report analysis, resulting in more
comprehensive and accurate numeric data interpretation within
financial reports.

5.3 Ablation Study

To further understand the impact of individual tools on numeric
type query task, we conducted an ablation experiment using only
the retriever. The results shown in Fig. 8 demonstrate notable im-
provements over the baseline (without tool) but are inferior to the
combined retriever-and-calculator approach.

In the Financial Math task, Llama3-8B achieves the highest ac-
curacy at 66%, followed by Qwen2-7B at 58% and Gemma2-9B at
55%. These improvements suggest that domain knowledge provided
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100
Lama3-8B (w/o Tool)
90 B Llama3-8B (w Retriever)
80 Qwen2-78 (w/fo Tool)
BN Qwen2-7B (w Relriever)
e 70 Gemma2-98 (wio Tool)
8 60 I Gemma2-98 (w Retriever)
= 49
E 50 aa
g 40
& 30
20
10
0

Financial Math Numeric Query to

XBRL Reports

Figure 8: Ablation study of retriever’s performance for nu-
meric type query (in %).

by the retriever contributes significantly to the models’ ability to
understand and apply financial formulas, even without explicit cal-
culation assistance. For the more complex Numeric Query to XBRL
Reports task, we have observed similar trends. Llama3-8B achieves
an accuracy of 77%, with Qwen2-7B at 64% and Gemma2-9B at
63% (a 27 percentage point increase). While these improvements
are significant, they do not match the performance achieved when
combining the retriever with the calculator.

5.4 Findings

Qur experiments reveal that integrating specialized tools signifi-
cantly enhances LLM performance in XBRL report analysis. The
retriever technology improves domain-related queries, while the
financial calculator boosts accuracy in numerical calculations. No-
tably, combining both tools yields synergistic effects, addressing
both the need for domain knowledge and the deficiency in the com-
putational accuracy of financial analysis. The ablation study un-
derscores the importance of domain knowledge, with the retriever-
only approach showing significant improvements over the baseline.
However, the combined retriever-calculator approach consistently
outperforms single-tool implementations across all tasks and mod-
els. These findings highlight the potential of tailored tool inte-
gration to significantly enhance LLMs’ capabilities in specialized
domains such as XBRL report analysis.

6 Conclusion and Future Work

In this paper, we conduct motivating experiments to reveal defi-
ciencies in LLM’s domain knowledge and mathematical abilities
when analyzing XBRL reports. To overcome these challenges, we
integrate a retriever to improve domain knowledge retrieval and a
financial calculator to bolster numerical processing. Qur experimen-
tal results demonstrate substantial improvements across various
XBRL analysis tasks. We have shown that the RAG technology
significantly boosts performance in domain query tasks, while the
calculator markedly enhances accuracy in financial calculations.
Notably, the combination of both enhancements yielded the most
comprehensive improvements, particularly in the complex Numeric
Query task. This research not only advances the application of LLMs
in financial analysis but also paves the way for more efficient and
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accessible XBRL report interpretation, potentially transforming
how financial data is processed and understood in the industry.
However, we also recognize the intricacies of financial account-
ing rules across different jurisdictions. The extensive knowledge
and subtle nuances embedded in XBRL reports often require a more
sophisticated approach. While our enhanced method incorporating
additional tools has shown promise, mathematical analysis remains
a significant challenge for LLMs. Future research needs to focus
on further enhancing LLMs’ mathematical capabilities, potentially
through the development of more advanced numerical reasoning
modules or the integration of specialized financial calculation en-
gines. Additionally, incorporating comprehensive financial domain
knowledge graphs across different countries can help address the
varying accounting standards and reporting practices globally.
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