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Abstract
Current large language models (LLMs) have proven useful for ana-
lyzing financial data, butmost existingmodels, such as BloombergGPT
and FinGPT, lack customization for specific user needs. In this paper,
we address this gap by developing FinGPT Search Agents tailored
for two types of users: individuals and institutions. For individuals,
we leverage Retrieval-Augmented Generation (RAG) to search local
documents and user-specified data sources. For institutions, we em-
ploy dynamic vector databases and fine-tune models on proprietary
data. There are several key issues to address, including data privacy,
the time-sensitive nature of financial information, and the need
for fast responses. Experiments show that FinGPT Search Agent
outperform existing models in accuracy, relevance, and response
time, making them promising for real-world financial applications.

CCS Concepts
• Computing methodologies → Natural language processing.
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1 Introduction
Large language models (LLMs) are transforming the financial sec-
tor by enabling efficient data analysis and decision-making sup-
port [25]. These models, commonly referred to as financial LLMs
(FinLLMs), process large datasets and offer general insights. How-
ever, existing FinLLMs like BloombergGPT [32] and FinGPT [19,
21, 35] can not provide customized advice to individual users and
institutions, particularly when dealing with proprietary or personal
data.

There is a growing demand for customizable solutions that can
address the unique requirements of different users. For individuals,
personalized financial guidance is essential in areas like retirement
planning or investment strategy. For institutions, the need includes
advanced analysis of proprietary datasets, and trading records and
portfolio management, while ensuring data security.

Therefore, in this paper, we propose developing two versions
of FinGPT agents: one customized for individuals and an-
other customized for institutions. Each version is optimized to
meet user-specific needs, integrating data from diverse sources
while ensuring privacy and real-time updates. By using Retrieval-
Augmented Generation (RAG) and model fine-tuning, the FinGPT
agents provide customized financial insights, while ensuring data
privacy, information freshness, and response speed.

Developing such FinGPT agents is non-trivial due to several
challenges. (i) Privacy. For both individual users and institutions,
privacy and data security are paramount, as the agent needs access
to sensitive financial information. Ensuring the security of this data
while providing accurate responses is a significant challenge. (ii)
Time-sensitivity. Financial data is time-sensitive. Ensuring the
timely processing and integration of the most up-to-date informa-
tion efficiently poses technical challenges. (iii) Agent Response
Time. Users will not wait for more than a dozen seconds for a re-
sponse. Ensuring high-quality responses while maintaining timeli-
ness is a challenging task. Through addressing the above challenges,
we make the following contributions:
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Figure 1: The overall dataflow of FinGPT agents. A user submits a query, while an agent retrieves relevant data from preferred
sources, search engines, local files, or a dynamic vector database. The LLM or fine-tuned financial foundation model (FFM)
processes the prompts, refines them, and utilizes Retrieval-Augmented Generation (RAG) to generate responses. Both users’
feedback and generated responses are then stored into the local dynamic vector database for future interactions.

• We explored customizable FinGPT agents for individuals and
institutions. In contrast to generic financial advices provided by
current FinLLMs, customizable FinGPT agents provide customiz-
able solutions based on unique requirements of different users,
such as proprietary or personal data.

• We proposed two highly customized FinGPT agents: one for
individuals and one for institutions. Our design ensures that
both agents preserve data privacy while providing real-time pro-
cessing of financial data and responses. We also designed and
developed tailored Graphical User Interfaces (GUIs) for individual
users and institutional users, respectively.

• Experiments on financial questions demonstrate that the pro-
posed FinGPT search agents outperform existing LLMs in terms
of accuracy, data freshness, and response time, showing their
potential in real-world applications.

The remainder of the paper is organized as follows. Section 2
discusses related works. Section 3 and 4 present individual and
institution version of FinGPT Search Agent, respectively. Section 5
presents the agent’s GUI. Experiment settings, results and analyza-
tions are given in Section 6. Section 7 concludes the paper.

2 Related Work
2.1 Web Agents
Web agents refer to the tools that perform intricate tasks across a
variety of real-world websites, often leveraging language models to
process web content. A recent example of this is MIND2WEB [7],
a generalist web agent designed to manage the dynamic nature
of websites. This process is twofold: firstly, a compact language
model filters webpage elements, secondly, a larger language model
predicts actions based on those elements. Another notable work
in this field is WebVoyager [13], a multi-modal web agent. Web-
Voyager navigates real-world websites by utilizing both visual and

textual elements. It significantly enhances its decision-making pro-
cess by utilizing screenshots and web elements. This improvement
enhances performance on complex tasks, such as interacting with
dynamically evolving websites. Our approach differs from the ex-
isting web agents since we focus specifically on the financial sector
and enable users to input proprietary or personal data. This design
allows our agents to offer highly customized solutions.

2.2 Information Retrieval (IR)
Information retrieval (IR) focuses on extracting relevant informa-
tion from data. This is a non-trivial task. Recently, LLMs have been
explored in IR to enhance query formulation and relevance rank-
ing [38]. Approaches such as InPars [4] propose utilizing LLMs as
synthetic data generators, addressing the limitations of general-
purpose IR datasets. This allows retrieval models to be fine-tuned
with minimal supervision while still achieving strong performance.
SimplyRetrieve [24] distinctly separates the roles of LLMs and re-
trievers, with LLMs interpreting context and retrievers storing
knowledge. This strategy optimizes the IR process by reducing re-
liance on LLMs and enhancing output interpretability, while also
mitigating hallucination issues common in other generative models.
The FinBen project [33] provided benchmark performance of large
language models in a set of information retrieval tasks.

2.3 Large Language Models (LLMs)
LLMs, built on the Transformer [31] architecture excel at under-
standing and generating human language. The attentionmechanism
within these models enables them to capture contextual dependen-
cies across input sequences, making them suitable for a variety of
language tasks.

Early LLMs, such as GPT-1 [29], demonstrated their potential by
generating coherent text. Subsequent models, like GPT-3 [5] and
LLaMA [30], further expanded model capacity, enabling broader ap-
plications. In finance, BloombergGPT [32] marked a significant step
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forward by integrating domain-specfici data with general-purpose
information. However, despite these advancements, existing works
are still unsatisfactory for providing customized financial insights
and much more focused on generalized interactions.

2.4 LLM Finetuning Methods
Fine-tuning adapts generic LLMs to specific tasks or domains. Re-
cent techniques like Low-RankAdaptation (LoRA) [15] and (QLoRA) [9]
improves efficiency and reduces memory usage of tuning. As shown
in these works [15] [9] [21], these methods indeed specializes LLMs
in financial applications. However, fine-tuning alone is insufficient
for addressing the time-sensitiveness [20] of financial data as this
data constant updates. To overcome this, we combine fine-tuning
with Retrieval Augmented Generation (RAG).

2.5 Retrieval-Augmented Generation (RAG)
RAG integrates retrieval mechanisms into generative models, rang-
ing from simple keyword matching to advanced neural retrieval
models [37]. It represents a cost-efficient way to incorporate the lat-
est information into LLMs since it does not require updating model
weights. Liu et al. [22] explored the integration of RAG with fine-
tuned models, demonstrating improved performance in generating
contextually rich and precise outputs for domain-specific applica-
tions. In Zhang et al.’s work [36] on financial sentiment analysis,
they combined RAG with instruction tuning. They identify two
challenges: the mismatch between LLM pre-training objectives and
sentiment analysis, and the lack of sufficient context in short finan-
cial texts like tweets. To overcome this, they use a retrieval module
that gathers relevant external financial data, enriching the context
for sentiment predictions. Their approach improves performance
by 15-48% in accuracy and F1 score over traditional models.

Although RAG combined with fine-tuning has been explored in
previouswork, it has not been used for customizing LLMs. Ourwork
leverages RAG to provide a customized experience for individual
users and institutions, supported by a GUI.

2.6 LLM Customization Methods
Although existing studies have adapted LLMs to vertical domains,
they are not capable of providing customized responses in a user-
centric manner [6, 11, 32]. In particular, existing FinLLMs, such as
BloombergGPT [32], only offer generalized insights rather than
tailored financial advice. Our work on the FinGPT agents aims to
push the boundaries of LLM customization in the financial sector.
By integrating proprietary financial data, fine-tuning models with
institution-specific datasets, and employing RAG, we can provide
highly personalized and contextually relevant financial insights.

3 Local Customizable FinGPT Search Agent for
Individual Users

This section presents the technical detail and information flow of
the customizable FinGPT Search Agent for individual users.

3.1 Overview
We present an overview of the customized version of the FinGPT
Search Agent for individual users, as shown in Fig. 2. The agent runs

locally on users’ computers. Users specify preferred web sources
(e.g., Web URLs and APIs) and allow access to local files. In particu-
lar, the agent utilizes search engines like Google to access web data,
including up-to-date financial information.

User End. From the user’s end, the FinGPT agent serves as a
search agent and a financial assistant:
• A user submits a query.
• The FinGPT agent generates a response to the user.
• The user provides feedback that improves future interactions.

Model End. From the model’s end, the FinGPT agent processes
the user’s inquiries as follows:
• The agent receives users’ queries.
• The agent retrieves relevant information and context from three
main sources:
– Preferred sources specified by a user as authentic information,
which are accessed via Web APIs.

– Local files such as PDFs and Excel sheets stored on the user’s
computer are also retrieved.

– Relevant web data gathered by a search engine.
• The agent refines the user’s query based on the gathered data
and generates a contextual-rich prompt.

• The refined prompt and retrieved data are put into a context
window. The backbone LLM model processes this contextual
information and generates a response.

• The response is sent back to the user and routed back through the
context window, ensuring ongoing improvement in the agent’s
accuracy and relevance.

By integrating data from multiple sources, the FinGPT agent effec-
tively acts as a robo-advisor. This allows users to receive personal-
ized financial insights and recommendations, leveraging a broad
spectrum of data inputs for accurate and relevant advice.

3.2 User Preferences and Search Engine
Incorporating user preferences includes incorporating a user-specified
web link list and the user’s local files. Open domain search are uti-
lized to ensure that the generated response is up-to-date using
keywords extracted from the refined prompt.

Setting User-PreferredWeb Lists: Users specify preferred web
sources (e.g., Web URLs and APIs) through the search agent’s UI.
The agent prioritizes retrieving information from these links before
retrieving information via search engines. The Reader library by
jina-ai is used to convert URLs into a more LLM-friendly format
[1]. The reader appends “https://s.jina.ai/” to the front of a search
query, allowing it to automatically fetch the top 5 search results.
It then visits each URL and appends “https://r.jina.ai/” before each
link. The second appended URL parses each website. Different from
traditional web source fetching, Reader fetches the content of target
websites instead of only returning the metadata of the fetched URLs
provided by the search engine API.

Fetching and Parsing Local Files: Users specify a file path
through the agent’s UI, and the agent utilizes the Marker library to
parse the files stored in that path. The Marker library [8] converts
PDFs to markdown format for easier processing. For example, eco-
nomics and finance textbooks may be stored in a local file folder.
Our FinGPT Agent can search the textbooks to answer students’
questions. In this case, our FinGPT Search Agent serves as a tutor.
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Figure 2: An overview of customized FinGPT Search Agent for individual users.

Preferred Web Sources: Users specify a list of preferred URL
links and/or API endpoints through the agent’s UI. The agent prior-
itizes accessing information from these links before utilizes open-
domain search. Examples include a dictionary website trusted by
the user, and wants the agent to prioritize in accessing. For example,
our FinGPT Search Agent can leverage a search engine to find the
context of an user query and perform more accurate sentiment
analysis [36].

By focusing on incorporating user preferences, fetching local
files, and initiating web searches, the FinGPT search agent gathers
relevant and up-to-date information tailored to the user’s needs,
which enhances the relevance and accuracy of the financial advice
provided.

3.3 Refined Prompt and Long Context Window
Once the search agent has retrieved relevant context, the agent
utilizes this information to refine the user’s query into a precise
prompt and prepares the context for the model.

Below is an example refined prompt for a user query.
User Inquiry: Predict the next quarter’s income for our com-

pany in the AI sector.
Refined Prompt: Based on the latest financial reports, market

trends, and recent news articles about the AI sector, predict the
next quarter’s income for our company.

The long context window includes all relevant data that the LLM
will use to generate the response, including the refined prompt.
This step makes the agent “customizable” to the user.

3.4 Generating Responses & Updating Context
The model generates responses with all available information in
the context window, and then updates the context windows to
ensure continuity in subsequent interactions. All data processing
and model operations occur locally for privacy. Users may evaluate
the responses and provide feedback to the agent. The feedback
is input into the context window. By continuously updating the
context window, the agent maintains a history of interactions. This
continuity ensures that each subsequent response is informed by
previous interactions.

4 Local Customizable FinGPT Search Agent for
Institutions

This section presents the customizable FinGPT Search Agent for
insitutions. Dynamic vector database is leveraged to store previous

interactions, enabling the agent to have knowledge of the user’s
intent.

4.1 Overview
We present an overview of the customized version of the FinGPT
search agent for institutional users, as shown in Fig. 3.

This agent will be integrated into an institution’s existing air-
gapped infrastructure. An institution’s proprietary data are em-
bedded via any choice of local embedding methods into a built-in
dynamic vector database, which is used to continuously pre-train
and fine-tune a base model.

User End. From the institution’s end, the FinGPT agent serves
as a secure and efficient tool for financial analysis:
• A user submits a query or request for financial analysis.
• The FinGPT agent generates a response based on the refined
prompt and context.

• The user receives the generated response.
• The user may provide feedback to the search agent.

Model End. An institution may store its proprietary datasets (in
JSON format) in the dynamic database.We use such proprietary data
to continuously pre-train and fine-tune an LLM. From the model’s
end, the FinGPT agent processes users’ inquiries as follows:
• The user submits a financial query.
• The agent retrieves relevant embedding vectors from the dynamic
database.

• The user’s prompt is refined using the embedding vectors.
• The refined prompt and retrieved data are put into a context
window.

• The model uses contextual information to generate a response.
• The generated response is sent to the user and fed back into the
dynamic vector database. The user rating is sent to the database
as well, updating the context and improving the quality of future
interactions.

Integrating data from multiple sources allows institutions to safely
use their data to enhance the model’s responses through both fine-
tuning and RAG, without compromising data security.

4.2 Embedding Model
The embedding model transforms raw data from the local dataset
and user queries into embedding vectors.

Embedding Generation: The search agent uses Mongo NoSQL
Database as its dynamic database. Institutions set up the connection
between the agent and existing data sources via the agent’s GUI.
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Figure 3: An overview of customized FinGPT Search Agent for institutional users.

The agent fetches the dataset and stores it in the dynamic database.
The embedding model then converts the dataset into dense vectors.
Various models can be used for generating embeddings. We use
BERT [10] as an example to describe the process:

• The BERT model is loaded from a pre-trained checkpoint.
• The text data is tokenized into individual tokens.
• The tokens are converted into input IDs as numerical representa-
tions. These input IDs are fed into the BERT model.

• The BERT model processes the input IDs and generates dense
vector embeddings, which represent the input text in a high-
dimensional space, capturing its semantic meaning.

Updating the Dynamic Database: Generated embeddings are
stored back into MongoDB, creating a dynamic vector database
that the FinGPT search agent can efficiently query.

4.3 Dynamic Database
The dynamic database stores raw data and embeddings, and up-
dates in real-time from the user’s interactions with the agent [22].
It ensures efficient storage, retrieval, and updating of vector em-
beddings generated from institutions’ presumably large datasets
and user queries.

Mongo NoSQL Database is used due to its ability to handle
unstructured data and support of vector searches. MongoDB’s flexi-
bility and scalability make it suitable for integrating with LLMs. As
shown in [14], the process for storing, embedding, and retrieving
the data can be easily streamlined in MongoDB’s NoSQL databases.

Each embedding is inserted into a specific collection within the
database. When a query is made, query embeddings are generated
using the same pre-trained embedding model. These query embed-
dings are used to perform a vector search within the MongoDB
collection to retrieve relevant embeddings using the vector search
ability provided by MongoDB. This approach allows for efficient
and accurate retrieval of information for the model.

Ensuring Privacy: Given that the FinGPT agent operates within
an air-gapped infrastructure, the dynamic vector database must
also adhere to strict privacy standards, operating entirely locally.

4.4 Fine-tuning LLM Base Model
The base model used by the agent can be fine-tuned to create a
local, institution-specific LLM, such as FinGPT [19, 21, 35]. The data
stored in the dynamic vector database is organized into training

batches pre-tuning. During each training epoch, the model pro-
cesses each batch of data, generating predictions based on the input
data. The difference between the predicted outputs and the true
values (targets) is calculated using a loss function. Next, the gradi-
ents of the loss with respect to the model parameters are computed.
These gradients indicate how the model parameters need to be
adjusted to minimize the loss. Model parameters are then updated
using these gradients via gradient descent, according to a specified
learning rate. This process is repeated for all batches in the dynamic
vector database and across multiple training epochs.

Ensuring Privacy: Within an alliance, say FinOS at Linus Foun-
dation, several institutions may collaborate in collectively training
a financial LLM with differential privacy-based fine-tuning method
DP-LoRA. [23]

4.5 Response Generation & Context Enrichment
The user’s query is refined into a more contextually rich and rel-
evant prompt by the model. The model then reads this refined
prompt, and utilizes RAG with data from the dynamic vector data-
base to further enhance the generated response from the fine-tuned
model.

Ensuring Continuous Improvement. Generated responses,
refined prompts, and user feedback are embedded and fed back into
the dynamic vector database. It ensures a subsequent response is
informed by previous interactions and improves responses’ accu-
racy. This continuous loop of user-agent interaction ensures that
the FinGPT search agent remains highly relevant and accurate, pro-
viding institutions with the best possible financial insights and/or
analysis.

5 Graphic User Interface (GUI)
To facilitate ease of use of the proposed FinGPT search agents, we
developed tailored GUIs for both individual and institutional users.

5.1 GUI for Individual Users
The two screenshots on the left-hand side of Fig. 4 show a sample
interaction from individual version. All buttons are labeled and dis-
played directly in the main window, making the UI straightforward
to use even for those who aren’t familiar with computers. The UI
consists of a main window displaying the current interactions with
the model, a source button, a clear button, a button for setting user
preferences, and a white mode toggle. The source button displays
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Figure 4: Screenshots of the customized FinGPT search agents for individual users (left & middle) and institution users (right).

all sources used for generating current responses and clears when
starting a new conversation. The user preferences button opens
up a pop-up for adding web links, API endpoints, and paths to
local files. The agent’s built-in default settings allows it to be used
without any advanced configuration. However, if users want to,
they may do it inside Settings.

As demonstrated by the two screenshots, the search agent cus-
tomized for individuals, upon receiving a query, retrieves data from
user-specified API endpoints and local files, lists them out, and
draws a conclusion with supporting data.

5.2 GUI for Institutional Users
The screenshot for institutional users is shown on the right side
of Fig. 4. It remains largely the same as the version customized for
individuals, with an additional pop-up from the main window for
inputting local datasets. Institutions need to explicitly write code in
the provided field to transfer data. This gives institutions full control
and customization over the data flow. The search agent’s base model
may be fine-tuned once the dynamic database is saturated with
relevant data via another pop-up. The agent notifies its user from
the fine-tune pop-up once the fine-tuning is complete.

Upon receiving a query, the search agent customized for institu-
tions automatically retrieves relevant financial data and news arti-
cles from the dynamic vector database, lists them out, and presents
a forecast with supporting data.

6 Performance Evaluation
In this section, we evaluate the proposed FinGPT Search Agents by
addressing two research questions:

• RQ1: How effective are the FinGPT search agents in terms of
accuracy and data freshness?

• RQ2: How efficient are the FinGPT search agents in terms of
inference time and response time?

6.1 Experimental Settings
6.1.1 Datasets. For the individual version, we test two datasets:

• Financial Questions: This dataset includes 108 financial quan-
titative questions. They are divided into 54 easy questions and
54 hard questions. Easy questions are straightforward numbers
or facts, such as stock prices or percentage changes, while hard
questions require analysis and explanation, such as asking how
markets will react to an event.

• Web Questions: This dataset involves 200 web-page-specific
questions, e.g., asking to explain an article headline, and inquiring
about featured stock prices, where 111 of them are based on Yahoo
Finance, and 89 are based on Bloomberg. They are also divided
into 88 easy and 112 hard questions.

For the institution version, we focus on the following five datasets:

• EMIR [18]: The European Market Infrastructure Regulation
(EMIR) dataset is a part of the broader effort to facilitate RAG that
can handle complex regulatory data. It includes abbreviations and
definitions, where the former aims to identify the full names of
abbreviations and the latter aims to correctly explain regulations,
standards, and concepts of terms.

• ESMA [18]: It is scraped from the European Securities and Mar-
kets Authority (ESMA), and its questions are about abbreviations.

• NER [3]: This dataset tests a model’s ability to recognize Named
Entity Recognition (NER), which aims to interpret and recognize
EMIR regulations given fragments of the regulations.

• Link Retrieval [3]: This dataset is comprised of 100 documents
retrieved from EMIR’s website. The aim is to test the models and
the search agent’s ability to find their corresponding URLs.

474



Customized FinGPT Search Agents Using Foundation Models ICAIF ’24, November 14–17, 2024, Brooklyn, NY, USA

• FinanceBench [16]: This dataset comprises 150 sample ques-
tions about reports filed by publicly traded companies with cor-
responding answers and evidence strings. The questions can
be categorized into three types. Domain-relevant questions ad-
dress industry-specific or domain-specific requirements. Novel-
generated questions focus on concepts and ideas (e.g. emerging
trends, interdisciplinary approaches that test reasoning). Metrics-
generated questions focus on the analysis of quantitative data
and performance metrics.

6.1.2 Baselines. We compare the customized FinGPT search agents
with state-of-the-art LLMs, including GPT-3.5 (often known as
ChatGPT), GPT-4o (OpenAI’s new flagship model designed for
real-time multimodal interactions with faster response times and
enhanced performance) [27], and LLaMA 3, the largest model
in [30], trained on 65 billion tokens from public datasets.

6.1.3 Metrics. We evaluate performance using accuracy, where
each response receives a score. A response is given one of the
following scores based on its correctness and data freshness, and
the accuracy is calculated by averaging these scores.
• 1 is given if the response is relevant, up-to-date, and correct. For
example, for the question “Who is Apple’s CEO?”, a score of 1
will be given if the agent answers “Tim Cook”.

• 0.5 is given if the response is relevant and correct but outdated.
For instance, the agent will be given a score of 0.5 if it answers
“Steve Jobs” for the question above.

• 0 is given if the response is either irrelevant or incorrect. For the
question "Who is Apple’s CEO?", the score will be 0 if the agent
answers “Microsoft is headquartered in Redmond, Washington”
(irrelevant) or “Satya Nadella” (incorrect).
In addition, to understand the cost of the FinGPT search agents,

we report response time, which measures the total time from
receiving the query to generating the response.

6.2 Effectiveness of FinGPT Search Agent (RQ1)
6.2.1 Results of individual version. We evaluate the individual ver-
sion of the FinGPT search agent against the corresponding base
model in Table 1 and make the following observations.

The individual version of the FinGPT search agent significantly
outperforms the base models across all datasets, achieving an accu-
racy of 0.86 to 0.95. The base model only achieved an accuracy of
0.11 to 0.26. These results demonstrate the effectiveness of using
auxiliary sources as context and employing RAG. Improvements
are more pronounced on web questions. GPT-3.5 has an accuracy
of around 0.20 on web questions and financial indices, while the
search agent maintains around 0.90 accuracy on both financial in-
dices and web questions. Base models may struggle to answer web
questions correctly without retrieving web pages, while FinGPT
can do so using RAG.

Using a stronger base model improves the FinGPT search agent’s
performance, as shown by the FinGPT Search Agent with the GPT-
4o base consistently outperforming the one with the GPT-3.5 base.
This suggests that the FinGPT search agent can be easily upgraded
by integrating new LLMs, demonstrating its flexibility.

6.2.2 Results of institution version. We evaluate the performance
of the institutional version of the FinGPT search agent against some

Figure 5: Performance on the FinanceBench dataset [16].

commonly used LLMs. The results for EMIR, ESMA, Link Retrieval,
and NER are reported in Table 2, and the results for FinanceBench
are shown in Fig. 5. The observations are as follows.

The FinGPT Search Agent outperforms all the baselines across all
datasets, achieving 0.85 and 0.98 on EMIR abbreviations and defini-
tions respectively. Similar observations can be made on ESMA, Link
Retrivel, NER, and FinanceBench. The improvement is more pro-
nounced in Link Retrieval, nearly doubling the accuracy achieved
by GPT-4o. One explanation might be that link retrieval often re-
quires access to external web pages to identify links. The FinGPT
Search Agent is capable of effectively retrieving online informa-
tion and utilizes RAG to further improve accuracy. These results
demonstrate the strong performance of the FinGPT Search Agent
compared to the best current large language models.

The results in the FinanceBench dataset shown in Fig. 5 shows
LLaMA-3-RAG generally outperforming LLaMA-3-8B, particularly
in domain-relevant and novel-generated questions. This demon-
strates the effectiveness of RAG. Additionally, the Customized Fin-
GPT Search Agent (with GPT-4o as the base) outperforms GPT-4o
across all three types of questions. This justifies incorporating RAG
into the Customized FinGPT Search Agent.

6.3 Efficiency of FinGPT Search Agent (RQ2)
We evaluate the efficiency of the individual version of FinGPT
Search Agent on its response time. We compare the response times
to the baseline models. We test six base models and use three gen-
erally most powerful ones as the base models for the search agent
for this task. We measure the response times of the FinGPT search
agent and the base models on 20 queries, with an average query
length of 67.3 characters. The results are reported in Table 3. Base
models cannot access the Internet, and thus were not tested for
web questions.

Despite the additional computational overhead, the FinGPT search
agent still produces results within several seconds. When using
GPT-3.5 Turbo, the search agent’s response time averages 7658.0
ms for financial indices and 2244.9 ms for web questions, repre-
senting the fastest response time. GPT-3.5 Turbo itself achieved
2925.9 ms on financial indices, outperforming all other models on
this task. Notably, the search agent using GPT-4o and LLaMA 3.1
as base models achieved an average response time of 8016.9 ms and
7768.1 ms respectively for financial indices, outperforming the base
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Table 1: Performance on web tasks.

Model/Agent Financial Indices Web Questions (Yahoo Finance) Web Questions (Bloomberg)

Easy Hard Easy Hard Easy Hard

GPT-3.5 [28] 0.22 0.21 0.13 0.12 0.14 0.11
FinGPT Search Agent (GPT-3.5 as base) 0.90 0.86 0.92 0.89 0.94 0.91

GPT-4o [27] 0.26 0.34 0.22 0.23 0.23 0.25
FinGPT Search Agent (GPT-4o as base) 0.92 0.93 0.95 0.94 0.91 0.93

Table 2: Performance on regulatory tasks.

Regulatory Tasks GPT4 [26] GPT-4o [27] GPT-3.5 [28] Mistral Llama3 [2] FinGPT Search Agent

EMIR [18] Abbreviations 0.70 0.78 0.53 0.66 0.78 0.85
Definitions 0.90 0.96 0.32 0.66 0.54 0.98

ESMA [18] Abbreviations 0.70 0.78 0.54 0.66 0.75 0.80
Definitions 0.9 0.96 0.32 0.66 0.54 0.98

Link Retrieval Laws 0.25 0.37 0.21 0.23 0.05 0.70

NER

Organizations 0.86 0.61 0.69 0.61 0.65 0.94
Legislations 0.96 0.94 0.92 0.96 0.98 0.98
Dates 0.98 0.90 0.82 0.98 0.94 0.98
Monetary values 0.98 0.96 0.86 0.98 0.96 0.98
Statistics 0.96 0.84 0.67 0.94 0.86 0.98

Table 3: Mean ± standard deviation of the response time of the FinGPT search agent and the baselines in milliseconds (ms).

Model Financial Indices Web Questions

GPT-3.5 Turbo [28] 2925.9 ± 1471.5 -
GPT-4 [26] 12512.8 ± 4077.3 -
GPT-4o [27] 8720.7 ± 2209.9 -
Mistral [17] 7886.6 ± 1483.2 -
LLaMA 3.1 [2] 10223.1 ± 2913.6 -
LLaMA 3 [2] 10824.2 ± 1634.2 -
FinGPT Search Agent (GPT-3.5 Turbo as base) 7658.0 ± 1166.2 2244.9 ± 526.4
FinGPT Search Agent (GPT-4o as base) 8016.9 ± 1318.8 2087.8 ± 717.4
FinGPT Search Agent (LLaMA 3.1 as base) 7768.1 ± 1007.5 2509.7 ± 993.4

models themselves. A possible reason is that RAG provides relevant
context, guiding the model to more efficient response generation.

7 Conclusion and Future Work
In this paper, we presented two customized FinGPT search agents:
one for individual users and another for institutional users. The
individual version focuses on providing tailored financial planning
and advice, integrating user preferences, local files, and real-time
web data through RAG. The institutional version is designed to
analyze proprietary datasets, leveraging continual pretraining, fine-
tuning, and RAG to meet the specific needs of financial institutions.
Both agents operate locally, ensuring data security. The experimen-
tal results demonstrate that both versions of the FinGPT search
agents outperform existing LLMs in terms of accuracy and data
freshness, indicating their potential for real-world applications.

Future work will explore further optimization of better infor-
mation retrieval methods, improved compliance with regulatory

standards, and enhanced user experiences to make it more user-
centric. We will enable the agent to access the website of XBRL
International [12], and the website of Common Domain Model 1.
We are integrating FinGPT Search Agent with the Open Financial
LLM Leaderboard 2. Our team are training Open-FinLLMs [34] that
can be used as our base model.
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