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Abstract
We develop new tools to analyze the complexity of the
conjugacy equivalence relation !"#($), whenever $ is a
left-orderable group. Our methods are used to demon-
strate nonsmoothness of !"#($) for certain groups $ of
dynamical origin, such as certain amalgams constructed
from Thompson’s group %. We also initiate a system-
atic analysis of !"#(&1(')), where' is a 3-manifold. We
prove that if' is not prime, then !"#(&1(')) is a univer-
sal countable Borel equivalence relation, and show that
in certain cases the complexity of !"#(&1(')) is bounded
below by the complexity of the conjugacy equivalence
relation arising from the fundamental group of each of
the JSJ pieces of'. We also prove that if' is the com-
plement of a nontrivial knot in (3 then !"#(&1(')) is
not smooth, and show how determining smoothness of!"#(&1(')) for all knot manifolds ' is related to the
L-space conjecture.
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1 INTRODUCTION

The theory of ordered groups dates back as far asHölder andDedekind, however it is only over the
last few decades that connections with orderable groups have brought to light a fruitful interplay
between algebra, topology, and dynamics. Recent advances in the theory of left-orderable groups
crucially use this interaction. For example, Morris [27] uses the dynamical properties of amenable
groups to prove that every left-orderable amenable group is locally indicable, answering a question
of Linnell [25].
One of the key tools in applying topological arguments to orderable groups is the compact spaceLO($) of all left-orderings of $, which comes equipped with a natural $-action by conjugation.

When $ is left-orderable, either |LO($)| = 2) and $ is a Tararin group, or LO($) has the car-
dinality of the continuum [26]. As Tararin groups and their spaces of orderings are completely
understood, the structure of uncountable spaces of left-orderings is the remaining challenge fac-
ing the field. An emerging program in this direction is the analysis of uncountable spaces of
left-orderings of countable groups by using the tools of descriptive set theory. The goal is to classify
left-orderable groups and their corresponding spaces of left-orderings in a complexity hierarchy
using a finer notion of cardinality, namely Borel cardinality.
The motivating question for this program was posed in the manuscript of Deroin, Navas, and

Rivas [13], which asks whether there exists a countable left-orderable group with nonstandard
quotient space LO($)∕$. If the answer to this question were negative, then recovering algebraic
properties of a left-orderable group from the Borel structure of its orbit space would be impossi-
ble, as a famous theorem of Kuratowswki states that all uncountable standard Borel spaces are
Borel isomorphic.
Fortunately this is not the case. The main results of Calderoni and Clay [6] show that for many

left-orderable groups the Borel structure of LO($)∕$ is more complicated than that of standard
Borel spaces. For example, if LO($)∕$ is standard then $ must be locally indicable; thus for any
left-orderable group $ that does not admit a Conradian left-order, the space LO($)∕$ is not stan-
dard. This result fits more broadly in the topic of set theoretic rigidity, where the main question of
study is how much information about the given group action is encoded by the Borel cardinality
of the corresponding orbit space.
Our methods use the theory of countable Borel equivalence relations, which is of fundamental

significance to the study of countable group actions and their corresponding orbit spaces. The
orbit space of a $-action is standard precisely when the corresponding orbit equivalence relation
is smooth. In particular, [6] shows that a program to analyze left-orderable groups via the Borel
complexity of the corresponding conjugacy actions is possible.
For a countable left-orderable group $ denote by !"#($) the countable Borel equivalence rela-

tion induced by the conjugacy$-action on LO($). This article continues the study started in [6, 7],
and determines new classes of countable left-orderable groups $ for which !"#($) is not smooth,
and a new class for which !"#($) is universal.
Theorem 1.1. If $ and + are countable left-orderable groups, then !"#($ ∗ +) is a universal
countable Borel equivalence relation.

Our refined techniques for determining nonsmoothness of !"#($) rely upon either being able
to control the normal subgroups of $, or upon being able to construct families of left-orderings
of $ having prescribed algebraic properties. Each of these techniques lends itself to an analysis
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 3 of 22

of families of groups arising naturally from recent advances in the study of left-orderable groups.
We show:

Theorem 1.2. If $ is a countable left-orderable group that admits no finite quotient and is not
bi-orderable, then !"#($) is not smooth.
There is an abundant supply of groups satisfying these properties, arising from recent work in

dynamics. We will show how to use [24] to create such groups in Subsection 4.1.
We also systematically analyze the complexity of !"#($) whenever $ is a left-orderable funda-

mental groups of a 3-manifold, using both Theorem 1.1 and new nonsmoothness results that rely
on constructing closed $-invariant subsets of LO($).
Our analysis begins by leveraging the prime decomposition of '. We first observe that for a

compact, connected 3-manifold', if' is not prime, then !"#(&1(')) is universal; whereas if'
is prime and reducible, then!"#(&1(')) is smooth.We also showhow to use the JSJ decomposition
in an analysis of !"#(&1(')), showing that it is universal in certain cases involving two JSJ pieces.
Then, for irreducible prime manifolds, we discuss a conjectural connection between the Borel

complexity of !"#(&1(')) and the Heegaard Floer homology of', via the so called L-space con-
jecture. This discussion shows how a combination of tools developed in [4] and [2] to study the
L-space conjecture can be used alongside our nonsmoothness results. We show the following.

Theorem 1.3. If $ is a noncyclic knot group, then !"#($) is not smooth.
However, we expect that a similar result holds for most knot manifolds, in particular we con-

jecture that if' is a knot manifold and !"#(&1(')) is smooth, then' is a generalized solid torus
in the sense of [30].
The manuscript is organized as follows. In Section 2, we cover background material on

left-orderable groups and countable Borel equivalence relations, and in Section 3we prove Theo-
rem 1.1. In Section 4, we use generic ergodicity to strengthen existing criteria for nonsmoothness
of !"#($), prove Theorem 1.2 and discuss applications. In Section 5, we address the complexity of!"#($) for left-orderable fundamental groups $ of 3-manifolds. In Section 6, we provide a gener-
alized method of defining Borel reductions from short exact sequences of left-orderable groups,
as such constructions are ubiquitous in our work.

2 PRELIMINARIES

2.1 Left-orderable groups

A group $ is left-orderable if it admits a strict total ordering < such that g < ℎ implies .g < .ℎ
for all ., g ,ℎ ∈ $.
Proposition 2.1. The following are equivalent.

(1) $ is left-orderable.
(2) There is 0 ⊆ $ such that

(a) 0 ⋅ 0 ⊆ 0;
(b) 0 ⊔ 0−1 = $ ⧵ {1$}.

(3) There is a totally ordered set (Ω, <) such that $ ↪ 789(Ω, <).
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4 of 22 CALDERONI and CLAY

The subset 0 in (2) above is referred to as a positive cone. It is clear that every left-ordering< of $ determines a positive cone 0 = {g ∈ $ ∶ g > 1}. The identification of left-orderings with
their positive cones allows us to define the space of left-orderings as follows. Equip {0, 1}with the
discrete topology, {0, 1}$ with the product topology, and set

LO($) = {0 ⊂ $ ∶ 0 is a positive cone } ⊂ {0, 1}$ ,
equipped with the subspace topology. Thus, the subbasic open sets in LO($) are <g = {0 ∶ g ∈0}, where g ∈ $ ⧵ {1}. One can easily check that LO($) is closed, hence compact. There is a $-
action by homeomorphisms on LO($), given by g ⋅ 0 = g0g−1, which carries subbasic open sets
to subbasic open sets.
The space LO($) admits several distinguished $-invariant subspaces. Recall that an ordering< of a group $ is Conradian if whenever g ,ℎ ∈ $ are both positive, then there exists ) ∈ ℕ such

that 1 < g−1ℎg) [11]. Equivalently, if g ,ℎ ∈ $ and g ,ℎ > 1 then 1 < g−1ℎg2 [28, Proposition 3.7].
We denote byCLO($) ⊆ LO($) the (closed) subspace of all Conradian orders, one can check from
the definition of Conradian orderings that CLO($) is $-invariant.
A group $ is locally indicable if for every finitely generated subgroup + < $ there is an onto

homomorphism ℎ∶ + → ℤ. As a consequence of the Burns-Hale theorem (e.g., see [10, Theorem
1.50]) every locally indicable group is left-orderable. In fact, a group is locally indicable if and only
if it admits a Conradian left-order [11, Theorem 4.1].
Now let $ be a group equipped with a fixed left-ordering <. A subgroup @ of $ is convex

relative to< if whenever g ,ℎ ∈ @ and. ∈ $with g < . < ℎ, then. ∈ @. A subgroup@ ⊆ $ is left-
relatively convex in$ (or relatively convex in$ for short) if@ is convex relative to some left ordering
of $. When @ is normal in $, the quotient $∕@ is left-orderable if and only if @ is left-relatively
convex in $.
We require two results concerning the relative convexity of certain kinds of subgroups that will

be needed in the later sections of this paper. Recall that a subgroup + of $ is isolated if ℎ) ∈ +
implies ℎ ∈ +.
Proposition 2.2 [9, Lemma 3.2]. In a bi-orderable group $, every isolated abelian subgroup is left-
relatively convex.

Proposition 2.3 [1, Example 1.18]. Suppose7 and A are groups, @ ⊂ 7 a subgroup and B ∶ @ → A
an injective homomorphism. If @ and B(@) are relatively convex in7 and A, respectively, then7 andA are relatively convex in the free product with amalgamation 7 ∗B A.
2.2 Countable Borel equivalence relations

Suppose that C is a set and that  is a D-algebra of subsets of C. Then (C,) is a standard Borel
space if there exists a Polish topology E on C such that  is the D-algebra generated by E. An
equivalence relation ! on the standard Borel space C is said to be Borel if ! ⊆ C × C is a Borel
subset ofC × C. A Borel equivalence relation ! is said to be countable if every !-equivalence class
is countable.
Most of the Borel equivalence relations that we will consider in this paper arise from group

actions as follows. Let $ be a countable group. Then a standard Borel $-space is a standard Borel
space C equipped with a Borel action $ × C → C, (g ,G)↦ g ⋅ G of $ on C. For any G ∈ C, we
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 5 of 22

denote by $ ⋅ G = {g ⋅ G ∶ g ∈ $} the orbit of G. We denote by !C$ the orbit equivalence relation onC whose classes are the $-orbits. That is,
G !C$ I ⟺ $ ⋅ G = $ ⋅ I.

When $ is a countable group, then it is clear that !C$ is a countable Borel equivalence relation.
Conversely, a theorem of Feldman and Moore [16] states that if ! is an arbitrary countable Borel
equivalence relation on some standard Borel space C, then there exist a countable group $ and a
Borel action of $ on C such that ! = !C$ .
When $ is a countable left-orderable group, C = LO($), and we let $ act on C by conjugacy,

we denote the corresponding orbit equivalence relation by !"#($). Moreover, for any countable
group $ we denote by !K($) the countable Borel equivalence relation induced by the shift action
of $ on {0, 1}$ . It is clear from the definition that both !"# and !K($) are examples of countable
Borel equivalence relations.
Let !,% be countable Borel equivalence relations on the standard Borel spaces C,L, respec-

tively. Then a Borel map .∶ C → L is said to be a homomorphism from ! to % if for all G, I ∈C,
G ! I ⇒ .(G) % .(I).

If . satisfies the stronger property that for all G, I ∈ C,
G ! I ⟺ .(G) % .(I),

then . is said to be a Borel reduction from ! to % andwewrite ! ⩽A %. Further we say that! and %
are Borel isomorphic (in symbols, ! ≅A %) if there is a Borel bijection .∶ C → L which is a Borel
reduction from ! to %.
Another way to look at Borel reducibility is to notice that ! ⩽A % is equivalent to the existence

of an injection from the quotient space C∕! into L∕% which is “Borel,” in the sense that it has
a Borel lifting. Thus, ! ⩽A % is interpreted as saying that C∕! has Borel cardinality less than or
equal to that of L∕%. Moreover, in case ! ⩽A % ⩽A ! we say that C∕! and L∕% have the same
Borel cardinality, in symbols |C∕!|A = |C∕%|A.
Definition 2.4. Let ! be a Borel equivalence relation on the standard Borel space C. We say that! is smooth if there is a standard Borel space L and a Borel function .∶ C → L such that

G0 ! G1 ⟺ .(G0) = (G1).
Note that as all uncountable standard Borel spaces are Borel isomorphic we can replace L

with ℝ in the definition of smooth equivalence relations. Therefore, when C is uncountable, !
is smooth if and only if |C∕!|A = |ℝ|A.
Fact 2.5. Suppose that !,% are countable Borel equivalence relations.
(1) If ! ⩽A % and % is smooth, then ! is smooth.
(2) Suppose that ! ⊆ % and % is smooth, then ! is smooth.
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6 of 22 CALDERONI and CLAY

Notice that Fact 2.5(1) implies that wheneverC is a standard Borel $-space, and L ⊆ C is Borel
and $-invariant, if !C$ is smooth then !L$ is also a smooth equivalence relation.
Now we recall some useful characterizations of smoothness. A transversal for ! is a set A ⊆ C

that intersects each !-class in exactly one point. A selector for ! is a function K ∶ C → C such thatK(G) ! G for all G ∈ C and G ! I implies K(G) = K(I).
Proposition 2.6. Let ! be a countable Borel equivalence relation on C. The following are
equivalent.

(i) ! is smooth.
(ii) ! admits a Borel transversal.
(iii) ! admits a Borel selector.
The following proposition is a crucial consequence of generic ergodicity. For a proof, we refer

the reader to [6].

Proposition 2.7 (For example, [6, Proposition 2.4]). Suppose that $ is a countable group acting by
homeomorphisms ona compact Polish spaceC such that!C$ is smooth. Then there exists a finite orbit.
3 UNIVERSALITY OF FREE PRODUCTS

A countable Borel equivalence relation ! is universal if every countable Borel equivalence rela-
tion % is Borel reducible to !. One of the primary tools from [6] used to show universality is the
following proposition.

Proposition 3.1 [6, Proposition 3.1]. If@ is left-relatively convex in$, and for all ℎ ∈ $, ℎ@ℎ−1 ⊆ @
implies ℎ ∈ @, then !"#(@) ⩽A !"#($).
We will use this, together with the fact that !"#(Q2) is universal [6, Theorem 1.2], to prove

Theorem 1.1.

Proof of Theorem 1.1. Vinogradov [32] proved that the free product of left-orderable groups is
left-orderable, so LO($ ∗ +) is nonempty. Consider the short exact sequence

1→ R → $ ∗ + B→ $ × + → 1,
whereB is the homomorphism induced by themapsB$ ∶ $ → $ × + andB+ ∶ + → $ ×+ given
by B$(g) = (g , 1) and B+(ℎ) = (1,ℎ) for all g ∈ $ and ℎ ∈ +. For ease of exposition, set Gg ,ℎ =[g ,ℎ] = gℎg−1ℎ−1. ThenR is a free group, with free basis {Gg ,ℎ}where g ∈ $ ⧵ {1} and ℎ ∈ + ⧵ {1}
[31, Proposition 4]. Observe that for all g ∈ $ ⧵ {1} and ℎ ∈ + ⧵ {1}, if S ∈ + then SGg ,ℎS−1 =G−1
g ,SGg ,Sℎ; and if T ∈ $, then TGg ,ℎT−1 = GTg ,ℎG−1T,ℎ. Therefore,

TSGg ,ℎS−1T−1 = GT,SG−1Tg ,SGTg ,SℎG−1T,Sℎ.
Fix nonidentity elements K ∈ $ and 9 ∈ +, and set ( = {GK,9,GK2,92 } and choose (T, S) ∈ $ × +. We
first show that TS(S−1T−1 ⊂ ⟨⟨(⟩⟩R implies (T, S) = (1, 1), here ⟨⟨(⟩⟩R is the normal closure in R
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 7 of 22

of (. Note that elements of ⟨⟨(⟩⟩R , when written as a reduced word in the generators {Gg ,ℎ}, must
have zero exponent sum in every generator that does not lie in (. So, we check that TS(S−1T−1
always contains an element that, when expressed as a reducedword in {Gg ,ℎ}, contains a generator
that is not in ( and which appears with nonzero exponent sum.
We consider cases.
Case 1. T = 1. Then TSGK,9S−1T−1 = G−1K,SGK,S9, note that if S ≠ 1 then GK,S and GK,S9 are distinct,

and GK,S9 ∉ (. Therefore in this case, TS(S−1T−1 ⊂ ⟨⟨(⟩⟩R is only possible if (T, S) = (1, 1).
Case 2. S = 1. Then TSGK,9S−1T−1 = GTK,9G−1T,9 . As in Case 1, if T ≠ 1 then GTK,9 and GT,9 are

distinct, and GTK,9 ∉ (. We conclude as in Case 1.
Case 3. T ≠ 1 and S ≠ 1. Then

TSGK,9S−1T−1 = GT,SG−1TK,SGTK,S9G−1T,S9
Subcase 3a. GT,S ∉ (. Then observe that GT,S is distinct from GTK,S and from GT,S9, and so GT,S pro-
vides a generator that is not in ( and has nonzero exponent sum in TSGK,9S−1T−1, demonstratingTS(S−1T−1 ⊄ ⟨⟨(⟩⟩R .
Subcase 3b. GT,S ∈ (. In this case observe that GTK,S ∉ ( and is distinct from GT,S and GTK,S9, and

thus has nonzero exponent sum in GTK,S, demonstrating TS(S−1T−1 ⊄ ⟨⟨(⟩⟩R .
Now, set @ = ⟨(⟩ ⊂ $ ∗ +. We verify that @ satisfies the required properties so that we may

apply Proposition 3.1. First, we observe that@ is relatively convex in$ ∗ +, because@ is relatively
convex in R as it is a free factor of R, and R is relatively convex in $ ∗ + because ($ ∗ +)∕R ≅$ × + is left-orderable.
Next, choose W ∈ $ ∗ + and write W = XTS for some X ∈ R and T ∈ $, S ∈ +. First, observe

that if (T, S) ≠ (1, 1) then TS(S−1T−1 ⊄ ⟨⟨(⟩⟩R and therefore TS@S−1T−1 ⊄ ⟨⟨@⟩⟩R = ⟨⟨(⟩⟩R .
Therefore, W@W−1 = XTS@S−1T−1X−1 ⊄ ⟨⟨@⟩⟩R , in particular, W@W−1 ⊄ @.
So, we suppose that W = X ∈ R. But then W@W−1 ∩ @ ≠ {1} implies W ∈ @, because @ is a free

factor in R and is therefore malnormal† in R.
Thus, @ satisfies the hypotheses of Proposition 3.1, and as @ ≅ Q2, we conclude that !"#(Q2) ⩽A!"#($ ∗ +) and so !"#($ ∗ +) is universal. □

In contrast, if $ is a free product with amalgamation then !"#($) need not be universal, in fact,
it may be smooth.

Example 3.2. Consider the group$ = ⟨T, S ∶ T2 = S2⟩, which is an amalgam of two copies of the
integers. It is isomorphic to the R = ⟨G, I ∶ GIG−1 = I−1⟩, which is a Tararin group having only
four left-orderings. Therefore, !"#($) is smooth in this case.
4 NEW SUFFICIENT CONDITIONS FOR NONSMOOTHNESS OFZ[\(])
The techniques of [6] developed to show nonsmoothness of !"#($) are targeted toward answering
[13, Question 2.2.11]. Herewe develop severalmore general techniques that subsume those results,
with the goal of determining when !"#($) is smooth for a given group $. Our primary tool is
Proposition 2.7.

†Recall that a subgroup + of $ ismalnormal if g+g−1 ∩ + = {1$} for all g ∈ $ with g ∉ +.
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8 of 22 CALDERONI and CLAY

As the conjugacy action is trivial for abelian groups, it is immediate that abelian groups yield
examples where !"#($) is smooth. However, [6, Example 2.8] provided a nonabelian example for
which !"#($) is smooth as well. The next proposition generalizes that example.
Proposition 4.1. Suppose that $ is countable, virtually abelian and left-orderable. Then !"#($)
is smooth.

Proof. Suppose 7 ⩽ $ is abelian and |$ ∶ 7| = ), we first show that the action of the subgroup7 on LO($) is trivial. To this end, let 0,^ ∈ LO($) and suppose that 0 ∩ 7 = ^ ∩ 7. Then g ∈ 0
implies the existence of some 1 ⩽ X ⩽ ) such that gX ∈ 0 ∩ 7, so that gX ∈ ^. But then g ∈ ^,
and so 0 ⊆ ^ and therefore 0 = ^. Using this, we conclude that if T ∈ 7 and 0 ∈ LO($), then asT0T−1 ∩ 7 = T(0 ∩ 7)T−1 we must have T0T−1 = 0.
Now let {g1, … , g)} be a complete set of left coset representatives for 7 in $. Then given g ∈$, write g = gXT for some X ∈ {1, … ,)} and T ∈ 7, and note that for every 0 ∈ LO($) we have

g0g−1 = gXT0T−1g−1X = gX0g−1X . From this it follows that the orbit of 0 is {g10g−11 , … , g)0g−1) }.
As g ∈ $ and 0 ∈ LO($) were arbitrary, we conclude that every orbit is finite.
As LO($) is a Polish space, it admits a Borel ordering ≺. Therefore, the map K ∶ LO($)→LO($), K(0) = min≺{^ ∈ LO($) ∶ (^,0) ∈ !"#($)} is a Borel selector for !"#($) and so !"#($) is

smooth. □

Remark 4.2. To contrast Proposition 4.1, note that the analogue fails for abelian-by-cyclic groups.
Recall that a group $ is abelian-by-cyclic if there is a short exact sequence

1→ 7 → $ → ` → 1,
where 7 is an abelian group and ` is an infinite cyclic group. An example of an abelian-
by-cyclic group is the (restricted) wreath product ℤwr ℤ = ℤ(ℤ) ⋊ ℤ, where ℤ(ℤ) = {.∶ ℤ →ℤ ∶ supp(.) is finite} and ℤ acts on ℤ(ℤ) by shift. As ℤ is bi-orderable, one can prove that!K(ℤ) ⩽A !"#(ℤwr ℤ) arguing as in [6, Proposition 4.2]. Moreover, !K(ℤ) is invariantly univer-
sal for hyperfinite Borel equivalence [14, section 9] thus it is not smooth. The following question
remains open.

Question 4.3. Is !"#(ℤwr ℤ) hyperfinite?
As ℤwr ℤ is amenable, Question 4.3 is a particular instance of the most long-standing open

questions in the theory of countable Borel equivalence relations:

Question 4.4 (Weiss [34]). If $ is a countable amenable group and C is a standard Borel space$-space, must the orbit equivalence relation !C$ be hyperfinite?

4.1 Restrictions on subgroups of ]
Suppose that C is a standard Borel $-space. For any G ∈ C, let $G ∶= {g ∈ $ ∶ g ⋅ G = G} be the
stabilizer of G.
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 9 of 22

Proposition 4.5. If the orbit $ ⋅ G is finite and contains more than one element, then there is a
proper subgroupa witha ⩽ $G witha < $ and [$ ∶ a] <∞.

Proof. Suppose that |$ ⋅ G| = X <∞. As we can identify the set of left-cosets {g$G ∶ g ∈ $} with
the finite orbit $ ⋅ G, it is clear that $G ⩽ $, with [$ ∶ $G] = X.
Then consider the action by left-translation of $ on the set of left-cosets {g$G ∶ g ∈ $}. This

induces a representation c∶ $ → (X. Set a = ker c. It follows that $∕a is isomorphic to a
nontrivial subgroup of (X, which is finite. □

Proposition 4.6. Suppose C is compact and $ ↷ C by homeomorphisms. If !C$ is smooth and
there is no G ∈ C with g ⋅ G = G for all g ∈ $, then there must be a finite orbit and$ has a nontrivial
finite quotient.

Proof. Suppose !C$ is smooth. By Proposition 2.7, there must be a finite orbit $ ⋅ G ∈ C∕$, which
by assumption contains more than one element. By lettinga ⩽ $G as in Proposition 4.5, we have
|$∕a| <∞ with $∕a nontrivial. □

Proof of Theorem 1.2. Note 0 ∈ LO($) is the positive cone of a bi-ordering if and only if g0g−1 = 0
for all g ∈ $. To see this, suppose that < is the left-ordering of $ associated to 0. If < is a bi-
ordering, then clearly g0g−1 = 0 for all g ∈ $. On the other hand, suppose g0g−1 = 0 for all
g ∈ $ and . < ℎ. Then .−1ℎ ∈ 0 and so g−1.−1ℎg ∈ 0 for every g ∈ $, and therefore .g < ℎg .
With this fact in hand, we apply Proposition 4.6. □

Note that in particular, this result implies that if $ is simple and not bi-orderable, then !"#($)
is not smooth.

4.2 Examples: Free products of simple groups with amalgamation

An abundant supply of left-orderable groups with restrictions on the existence of normal sub-
groups arises from the recent discovery of finitely generated, left-orderable simple groups [21],
as well as the investigation of critical regularity and associated smoothness questions concerning
actions of left-orderable groups on the real line [24].
As a finitely generated, left-orderable simple group $ can never be locally indicable, the results

of [6] already show that !"#($) is not smooth in this case. However these results say nothing
about the case of countable left-orderable groups admitting no finite quotients that are locally
indicable, plenty of which are known to exist. Below, we construct such a class of groups, and
apply Theorem 1.2.

Lemma 4.7. Suppose that $ and + are simple groups, and @ an infinite cyclic group equipped
with injective homomorphisms B$ ∶ @ → $ and B+ ∶ @ → +. Then the free product $ ∗@ +
amalgamated via the maps B$ ,B+ admits no finite quotient.

Proof. Suppose that a is a finite index normal subgroup of $ ∗@ +. As @ is infinite cyclic, a ∩B$(@) is infinite, as isa ∩ B+(@). But thena ∩ $ is a nontrivial normal subgroup of $, and as $
is simple, this implies $ ⊂ a. Similarly, we conclude that+ ⊂ a, so that a = $ ∗@ +. □

We also require the following well-known lemma.
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10 of 22 CALDERONI and CLAY

Lemma 4.8. Suppose that $ is a bi-orderable group, and that g ,ℎ ∈ $ and [ge,ℎf] = 1 for somee, f ∈ ℤ ⧵ {0}. Then [g ,ℎ] = 1.
Proof. Suppose that g ,ℎ ∈ $ with [ge,ℎf] = 1, and that [g ,ℎ] ≠ 1. Then gℎg−1 ≠ ℎ, we may
assume that gℎg−1 < ℎ for some bi-ordering of $. Assume e, f > 0, the other cases being sim-
ilar. Then geℎg−e < ge−1ℎg1−e < ⋯ < ℎ and therefore geℎfg−e < ℎf, so that [ge,ℎf] < 1, a
contradiction. □

Proposition 4.9. Suppose that $, + are locally indicable simple groups, and @ = ⟨9⟩ is an infi-
nite cyclic group. Choose nonidentity elements g ∈ $ and ℎ ∈ + and integers e, f ∈ ℤ ⧵ {0, ±1},
and define B$ ∶ @ → $ and B+ ∶ @ → + by B$(9) = ge and B+(9) = ℎf . Then $ ∗@ + is locally
indicable, not bi-orderable, and admits no finite quotient.

Proof. That $ ∗@ + admits no finite quotient follows from Lemma 4.7. To see that $ is not bi-
orderable, note that our choice of e and f implies g ∉ B$(@) and ℎ ∉ B+(@), and therefore g
and ℎ do not commute. However, B+(9) = ℎf and B$(9) = ge implies [ge,ℎf] = 1, so that$ ∗@ +
cannot be bi-orderable by Lemma 4.8. It is locally indicable by [23, Theorem 9]. □

Proposition 4.9 therefore yields plenty of examples where we can apply Corollary 1.2, provided
we have an ample supply of locally indicable, countable simple groups. As a first example, we
consider Thompson’s group % and its commutator subgroup.
Example 4.10. Recall that Thompson’s group % has presentation% = ⟨T, S ∣ [TS−1,T−1ST] = [TS−1,T−2ST2] = hi⟩.
It is well-known that this group is bi-orderable, hence it is also locally indicable [29]. The com-
mutator subgroup %′ is simple, by an application of the main result of [20]. Suppose @ = ⟨9⟩ is
an infinite cyclic group, and define B1,B2 ∶ @ → %′ by B1(9) = ge,B2(9) = ℎf for some nontrivial
g ,ℎ ∈ %′, then set R = %′ ∗@ %′, with amalgamation via the maps Bh . Then !"#(R) is not smooth
by Proposition 4.9.

We can produce many more examples using the dynamical results of [24] and the group %. We
first require two preliminary ingredients.
Recall that Thompson’s group % can be realized as a subgroup of Homeo+([0, 1]), namely

the subgroup of piecewise-linear maps whose breakpoints have dyadic rational coordinates and
whose linear segments have slopes that are integral powers of 2. This yields a embedding ofc∶ % → Homeo+([0, 1]), which byGhys-Sergiescu [17] is topologically conjugate to an embeddingc$( ∶ % → Dif f∞+ ([0, 1]).
We also recall that a homeomorphism .∶ [0, 1]→ [0, 1] is piecewise differentiable of class @1,

or piecewise @1 for short, if there exists a finite subset (. ⊂ [0, 1] such that . is a @1 diffeomor-
phism on [0, 1] ⧵ (. , and at every point G ∈ (. the left and right derivatives of . exist. The group
of all piecewise @1 diffeomorphisms of [0,1] is denoted PDif f 1([0, 1]). Given a subgroup + ofPDif f 1([0, 1]), the support of+, denoted supp(+), is the closure of the set

{G ∈ [0, 1] ∣ ∃ℎ ∈ + such that ℎ(G) ≠ G}.
The following lemma is well-known to experts.
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 11 of 22

Lemma 4.11. The group PDif f 1([0, 1]) is locally indicable.
Proof. Suppose that + ⊂ PDif f 1([0, 1]) is a finitely generated subgroup, say with generators{ℎ1, … ,ℎ)} and set e = inf supp(+). As every element of + fixes e, there is an inclusionB∶ + → Fix(e) ⊂ PDif f 1([0, 1]). Now the group of @1 germs fixing e can be identified with$e = Fix(e)∕ae, where

ae = {. ∈ Fix(e) ∣ ∃< open with e ∈ < and .|< = hi}.
So, there is a homomorphism + → $e by following B with the quotient map Fix(e)→ $e, and
as $e is locally indicable by [8, Theorem 2.119], we need only to check that the image of this
homomorphism is nontrivial.
To this end, suppose that B(+) ⊂ ae, and for each ℎh choose an open set <h with e ∈ <h

and ℎh|<h = hi. Set < = ⋂)h=1<h , then ℎh|< = hi for all h and e ∈ <, which contradicts e =inf supp(+). This finishes the proof. □

Proposition 4.12. Suppose that $ ⊂ PDif f 1([0, 1]) is a countable subgroup whose support is com-
pactly contained in [0,1], and let $̃ denote the subgroup of PDif f 1([0, 1]) generated by $ ∪ c$((%).
Then [$̃, $̃] is simple, countable and locally indicable.
Proof. That [$̃, $̃] is simple is a consequence of [24, Lemma 6.4], while local indicability follows
from Lemma 4.11. □

Question 4.13. Are there simple, locally indicable groups that are not bi-orderable?

4.3 Restrictions on orderings of ]
One of the key tools from [6] was the observation that if 0 ∈ LO($) has a finite orbit, then in fact0 ∈ CLO($), the subspace of all Conradian orderings of $ (see [6, Proof of Theorem 1.1]). This
observation was used to prove that if $ is not Conradian left-orderable (i.e., if CLO($) is empty),
then !"#($) is not smooth because there cannot be a finite orbit. We can generalize this line of
reasoning, arriving at the following:

Proposition 4.14. If there exists C ⊂ LO($) ⧵ CLO($) that is both closed and $-invariant, then!"#($) is not smooth.
Proof. If !"#($) is smooth and C ⊂ LO($) is $-invariant, then !C$ is smooth. Thus the action of $
on C has a finite orbit by Proposition 2.7. However, this is not possible because all finite orbits lie
in CLO($), while C ⊂ LO($) ⧵ CLO($). □

There are natural techniques for producing closed,$-invariant subsetsC ⊂ LO($) ⧵ CLO($) as
in Proposition 4.14. For instance, we can construct such a set of orderings via short exact sequences
as follows:
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12 of 22 CALDERONI and CLAY

Proposition 4.15. Suppose that

1→ R h→ $ f→ + → 1
is a short exact sequence of groups, and that $ and + are left-orderable. If there exists a closed,+-invariant set C ⊂ LO(+) ⧵ CLO(+) then !"#($) is not smooth.
Proof. Define a map noG ∶ LO(R) × LO(+)→ LO($) by setting

noG (0R ,0+) = h(0R) ∪ f−1(0+).
Then noG is a continuous map, which can be checked by verifying that the preimage of a subba-
sic open set <$

g = {0 ∈ LO($) ∣ g ∈ 0} is either <Rh−1(g) × LO(+) or LO(R) × <+f(g) depending on
whether g ∈ h(R) or f(g) ≠ 1. Here, the superscripts on the subbasic open sets indicate whether
we are working with subbasic open sets of LO(R), LO(+) or LO($).
Set noG (LO(R) × C) = L, and note thatL is a compact set. We claim thatL ⊂ LO($) ⧵ CLO($)

and that L is $-invariant.
We first show that noG (0R ,0+) ∈ CLO($) if and only if both 0R ∈ CLO($) and 0+ ∈ CLO(+).

To this end, suppose that noG (0R ,0+) = h(0R) ∪ f−1(0+) ∉ CLO($). Then there exist g ,ℎ ∈noG(0R ,0+) such that g−1ℎg2 ∉ noG (0R ,0+). There are three possibilities:
Case 1. g ∈ h(0R) and ℎ ∈ f−1(0+). In this case, f(g−1ℎg2) = f(ℎ) ∈ 0+ , so that g−1ℎg2 ∈noG (0R ,0+) meaning this case is impossible. Similarly, the case of ℎ ∈ h(0R) and g ∈ f−1(0+)

is impossible, as then f(g−1ℎg2) = f(g) ∈ 0+ .
Case 2. g ,ℎ ∈ h(0R). Then g−1ℎg2 ∉ noG (0R ,0+) implies g−1ℎg2 ∉ h(0R), so that 0R is not the

positive cone of a Conradian ordering.
Case 3. g ,ℎ ∈ f−1(0+). Then g−1ℎg2 ∉ noG (0R ,0+) implies g−1ℎg2 ∉ f−1(0+), so thatf(g), f(ℎ) ∈ 0+ while f(g)−1f(ℎ)f(g)2 ∉ 0+ , so that 0+ is not the positive cone of a Conra-

dian ordering.
On the other hand, if 0R or 0+ is not the positive cone of a Conradian ordering, then it is

clear that noG (0R ,0+) ∉ CLO($) via reasoning similar to above. It follows that noG (LO(R) × C) =L ∩ CLO($) = ∅.
Last we prove that L is $-invariant. Given g ∈ $ and 0R ∈ LO(R), 0+ ∈ C, then

g−1noG (0R ,0+)g = g−1h(0R)g ∪ g−1f−1(0+)g .
Note that g−1h(0R)g ∈ LO(R) and that g−1f−1(0+)g = f−1(f(g)−10+f(g)), wheref(g)−10+f(g) ∈ C because C is +-invariant. Thus,

g−1noG (0R ,0+)g = noG (g−1h(0R)g , f(g)−10+f(g)) ∈ L.
This shows that L is $-invariant, and completes the proof as the statement now follows from
Proposition 4.14. □

Corollary 4.16. Suppose that $ is left-orderable and admits a left-orderable quotient that is not
locally indicable. Then !"#($) is not smooth.
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 13 of 22

Proof. Denote the left-orderable nonlocally indicable quotient by+, and apply the Proposition 4.15
with C = LO(+). □

Remark 4.17. Note that when $ is bi-orderable, we can conclude that !"#(+) ⩽A !"#($) by [6,
Corollary 3.5].

5 THE L-SPACE CONJECTURE AND 3-MANIFOLD GROUPS

Let' be a compact, orientable 3-manifold. Over the last decade, orderability of&1(')has become
an active area of study in low-dimensional topology, as this group may be left-orderable (for
instance, every knot group is left-orderable because it has infinite cyclic abelianization [5, The-
orem 1.1]) while in other cases the group is not left-orderable, such as when ' is a lens space,
the Hantzsche–Wendt manifold [10, Example 1.59], or the Weeks manifold [10, Example 5.11].
Whether or not &1(') is left-orderable is conjecturally related to the Heegaard Floer homology
of ', and whether or not ' supports a co-orientable taut foliation: a conjecture known as the
L-space conjecture (see Conjecture 5.5).
The goal of this subsection is to explain how smoothness of !"#(&1(')) when &1(') is left-

orderable is connected to the prime and JSJ decompositions of ', and observe some of the
expected behaviors that are a consequence of the L-space conjecture.
Recall that a 3-manifold ' is prime if ' ≅ '1 #'2 implies '1 ≅ (3 or '2 ≅ (3, where# denotes connect sum. Every 3-manifold ' admits a prime decomposition, that is, it can be

expressed uniquely as a connect sum of prime 3-manifolds

' ≅ '1 # … #'),
from which we conclude &1(') ≅ &1('1) ∗ … ∗ &1(')).
Closely related is the notion of irreducibility: A 3-manifold' is irreducible if every embedded

2-sphere in' bounds a 3-ball. There are only two 3-manifolds that are prime but not irreducible,
either (2 × (1 or the twisted 2-sphere bundle over (1. From this, we observe that the fundamental
group of a prime, reducible manifold is alwaysℤ, and so the prime decomposition of a 3-manifold' above yields

&1(') ≅ &1('1) ∗ … ∗ &1('X) ∗ ℤ ∗ … ∗ ℤ,
where ) − X is the number of prime, reducible factors (corresponding to the copies of ℤ), and'1, … ,'X are irreducible. As the free product of left-orderable groups is left-orderable [32], it
follows that&1(') is left-orderable if and only if&1('h) is left-orderable for each h = 1,… , X. From
this we observe:

Proposition 5.1. Suppose that' is a compact, connected orientable 3-manifold whose fundamen-
tal group is left-orderable. If ' is not prime, then !"#(&1(')) is universal; and if ' is prime and
reducible, then !"#(&1(')) is smooth.
Proof. This follows from Theorem 1.1 and the observations above. □

We therefore focus on investigating !"#(&1(')) in the case that' is an irreducible 3-manifold.
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14 of 22 CALDERONI and CLAY

To do this, we employ a further unique decomposition of' into pieces, namely the JSJ decom-
position. Before introducing this decomposition, we introduce some standard terminology from
3-manifold topology, following [19]. A two-sided surface ( in' is incompressible if, for each diskq in' with q ∩ ( = rq, there is a disk q′ ⊂ ( with rq′ = rq. A surface ( is called r-parallel if
there is an isotopy fixing r( carrying ( into r'. A 3-manifold' is atoroidal if every incompress-
ible torus in' is r-parallel. A Seifert fibered 3-manifold is a 3-manifold that admits a foliation by
circles [15].
The JSJ decomposition is a decomposition of ' into pieces as follows: If ' is compact, con-

nected, orientable, irreducible and the boundary of ' (if nonempty) consists of a union of tori,
then there exists a unique (up to isotopy) collection  of disjoint, incompressible embedded tori
such that ' ⧵  = '1 ∪⋯ ∪'),
where each 'h is either Seifert fibered or atoroidal. This reduces the problem of analyzing!"#(&1(')) to the problem of analyzing fundamental groups of graphs of groups with ` ⊕ ` edge
groups (corresponding to the tori of  ), and vertex groups given by the fundamental group of
atoroidal 3-manifolds and Seifert fibred manifolds whose boundary is a union of tori (when '
consists of many pieces), or empty, if ' consists of a single piece (for background on graphs of
groups, see [31]).
In general, if $ is a fundamental group of a graph of groups, then relating !"#($) to the vertex

and edge groups is difficult. However there are sufficient tools available in 3-manifold topology
that we can show:

Theorem 5.2. Suppose that for h = 1, 2, the 3-manifold'h is compact, connected, orientable and
irreducible, and that 'h is not homeomorphic to (1 × (1 × [0, 1], and that the boundary of each'h consists of a union of incompressible tori. Suppose that there exists a choice of boundary torusth ⊂ r'h such that the JSJ piece of'h containing th is not Seifert fibred.
Fix a homeomorphism B∶ t1 → t2 and set ' = '1 ∪B '2. If &1('h) are bi-orderable for h =1, 2, then !"#(&1('h)) ⩽A !"#(&1(')) for h = 1, 2.
Before proceeding with the proof of this theorem, we require the following well-known

proposition, whose proof we include for completeness.

Proposition 5.3. In an amalgam $ = 7 ∗@ A, 7 is malnormal in $ if and only if @ is malnormal
in A.
Proof. First suppose that @ is malnormal in A. Let T ∈ 7, T ≠ 1, and G1G2⋯Gu ∈ $ ⧵ 7, written
so thatu ⩾ 1 and G1,G2, … ,Gu are alternately from 7 ⧵ @, and A ⧵ @. It is a standard result that
an alternating product of this form lies in one of the factors 7 or A if and only ifu = 1. We want
to prove that W = G−1u ⋯G−11 TG1⋯Gu ∉ 7. We consider two cases:
Case 1 G1 ∈ A ⧵ @. Then either W is already an alternating product with more than one term ifT ∈ 7 ⧵ @, so W is not in 7; or W = G−1u ⋯G−12 (G−11 TG1)G2⋯Gu is an alternating product

if T ∈ @ with either a single term lying in A ⧵ @ or more than one term. In either case, W
is not in 7.

Case 2 G1 ∈ 7 ⧵ @. Thenu ⩾ 2. We see that either 9 ∶= G−11 TG1 is in @ or in 7 ⧵ @, and proceed
as in Case 1. If 9 is in @, then W = G−1u ⋯G−13 (G−12 9G2)G3⋯Gu is either a single term lying
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 15 of 22

in A ⧵ @, or an alternating product with more than one term. If 9 is in 7 ⧵ @, then W =G−1u ⋯G−13 G−12 9G2G3⋯Gu is an alternating product with more than one term. In either
case, W is not in 7.

If @ is not malnormal in A, then there are some nontrivial w ∈ @ and S ∈ A ⧵ @, such thatSwS−1 ∈ @. Then this w is nontrivial in 7 and S is in $ ⧵ 7 with SwS−1 ∈ 7. Hence, 7 is not
malnormal in $. □

Proof of Theorem 5.2. As the boundary tori of'h are incompressible, the inclusion map th → 'h
induces an injective homomorphism &1(th)→ &1('h). Therefore &1(') ≅ &1('1) ∗B∗ &1('2),
the amalgam of &1('1) and &1('2) with respect to the isomorphism B∗ ∶ &1(t1)→ &1(t2), by
the Seifert-Van Kampen theorem. Moreover, for each h, the manifold 'h is not (1 × q2 because
the boundary of 'h is incompressible, so the group &1(th) is malnormal in each &1('h) by [12,
Theorem 3]. Therefore, the subgroup &1('h) is malnormal in &1(') by Proposition 5.3.
Next, suppose that g ∈ &1('h) ⧵ &1(th), and that gX ∈ &1(th) for some X > 1. Then ⟨gX⟩ ⊂

g&1(th)g−1 ∩ &1(th), which contradicts malnormality of &1(th). So it must be that gX ∈ &1(th) for
some X > 1 implies g ∈ &1(th), meaning that the subgroup &1(th) is relatively convex by Propo-
sition 2.2. It follows that for each h = 1, 2, the subgroup &1('h) is relatively convex in &1(') by
Proposition 2.3. The conclusion now follows from Proposition 3.1. □

This shows that in some cases (andwe expect inmuchmore generality), the issue of smoothness
of !"#(&1(')) reduces to considering the pieces of the JSJ decomposition of', that is, irreducible
3-manifolds with nonempty boundary consisting of a collection of disjoint incompressible tori.
From here forward, we focus on an analysis of the simplest possible kind of JSJ piece, called a

knot manifold, which is a compact, connected, orientable and irreducible manifold' other than(1 × q2 having boundary a single torus t and+1(';ℚ) ≅ ℚ. For suchmanifolds,&1(') is always
left-orderable, as |+1(';ℤ)| =∞ and so &1(') admits a surjection onto ℤ [5, Theorem 1.1].
Recall that an element g ∈ $ is called primitive if g = ℎ) for some ℎ ∈ $, ) > 0, implies g = ℎ

and ) = 1. A primitive element of &1(t) whose image has finite order in +1(';ℤ) will be called
a rational longitude, we fix a choice of such an element and denote it by y' . Such an element y'
always exists, by a standard rank argument based on the long exact sequence in homology arising
from the pair (', r') [19, Lemma 3.5], see also [33, section 1.3].
For every primitive element z ∈ &1(t) ⊂ &1('), the quotient &1(')∕⟨⟨z⟩⟩ is the fundamen-

tal group of a 3-manifold denoted'(z), which is the manifold constructed as follows. Choose a
simple closed curve { ⊂ t such that [{] = z, and a homeomorphism .∶ r((1 × q2)→ t sending{∗} × rq2 to {, and set '(z) = ' ∪. ((1 × q2). The manifold '(z) is called the Dehn filling of' along the curve z; a standard argument shows that +1('(z);ℤ) is finite whenever z ≠ y±1'
[33, Lemma 1.5]. Consequently, as &1('(z)) is a finitely generated group whose abelianization+1('(z);ℤ) is finite, it is not locally indicable.
Therefore, from the short exact sequence

1→ ⟨⟨z⟩⟩ → &1(')→ &1('(z))→ 1
and an application of Corollary 4.16, we conclude:

Proposition 5.4. If ' is a knot manifold, then !"#(&1(')) is nonsmooth whenever ' admits a
primitive element z ∈ &1(t) distinct from y±1' such that &1('(z)) is left-orderable.
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16 of 22 CALDERONI and CLAY

Although the technology for determining left-orderability of &1('(z)) for an arbitrary z is not
yet developed, there is a conjectural picture known as the L-space conjecture.

Conjecture 5.5 ([3, Conjecture 1] and [22, Conjecture 5]). Suppose that' is a compact, connected,
orientable irreducible rational homology 3-sphere that is not homeomorphic to (3. Then the following
are equivalent.

(1) ' is not a Heegaard Floer homology L-space.
(2) ' admits a co-orientable taut foliation.
(3) &1(') is left-orderable.
The behavior of Dehn filling with respect to Heegaard Floer homology is controllable, in the

sense that

' = {z ∈ &1(t) ∣ z primitive and'(z) is an L-space}
is fairly well-understood. In particular, we make the following observation: Owing to the short
exact sequence

1→ ⟨⟨z⟩⟩ → &1(')→ &1('(z))→ 1
and Corollary 4.16, the L-space conjecture predicts that !"#(&1(')) is nonsmooth whenever there
exists z ∉ ' distinct from y±1' . The manifolds for which such an z fails to exist are known as
generalized solid tori [30, Proposition 7.5], cf. [18, section 1.5]. That is, a generalized solid torus is
a knot manifold ' such that if z ≠ y' is primitive, then '(z) is an L-space; examples of such
manifolds are the solid torus itself and the twisted |-bundle over the Klein bottle.
We therefore conjecture:

Conjecture 5.6. If ' is a knot manifold and !"#(&1(')) is smooth, then ' is a generalized
solid torus.

It should be noted that !"#(&1(')) is smooth for the generalized solid tori listed above: The
fundamental group of the solid torus is the integers, so !"#(&1(')) is smooth in this case, and the
fundamental group of the twisted |-bundle over the Klein bottle is ⟨G, I ∣ GIG−1 = I−1⟩, which
admits only four orderings as in Example 3.2. So !"#(&1(')) is smooth in this case as well.
On the other hand, the set of 3-manifolds that are generalized solid tori is conjecturally the same

as the set of all LO-generalized solid tori, introduced in [4, p. 24]. An LO-generalized solid torus
is a knot manifold ' such that the restriction of every left-ordering of &1(') to &1(t) ⊂ &1(')
yields a lexicographic ordering of &1(t) arising from the short exact sequence

1→ ⟨y'⟩ → &1(t)→ ℤ → 1.
The conjectured relationship with generalized solid tori comes from the fact that for these
manifolds, &1('(z)) is not left-orderable whenever z ≠ y' .
Although !"#(&1(')) is easily understood for the solid torus and the Klein bottle, in [4, Propo-

sition 7.2] the authors show that the hyperbolic knot manifold ' = }2503 is an example of an
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 17 of 22

LO-generalized solid torus, and so is conjecturally also a generalized solid torus. For thismanifold,
the complexity of !"#(&1(')) is completely unknown.
Question 5.7. Determine the complexity of !"#(&1(')) when for' = }2503.
We are able to verify Conjecture 5.6 for the case where ' is the complement of a knot in (3,

which in some sense is the simplest class of knotmanifolds (in general, if' is a closed 3-manifold
and R is a knot in' that does not bound a disk and is not contained in a 3-ball, then the comple-
ment of R in ' is a knot manifold). However, to verify Conjecture 5.6 even in this special case,
we need a generalization of Corollary 4.16, as even in this simplest case one cannot guarantee the
existence of an appropriate Dehn filling with left-orderable fundamental group.

Proposition 5.8. Suppose that$ is a countable left-orderable group, and that+ ⊂ $ is a subgroup.
If there exists 0 ∈ LO($) such that:
(i) {g0g−1 ∩ + ∣ g ∈ $} is a closed subset of LO(+),
(ii) there is no ^ ∈ CLO($) and g ∈ $ satisfying ^ ∩ + = g0g−1 ∩ +,
then !"#($) is not smooth.
Proof. First observe that the restriction map ~∶ LO($)→ LO(+) is continuous, and consider the
closed, $-invariant set {g0g−1 ∣ g ∈ $}.
Let^ ∈ {g0g−1 ∣ g ∈ $}. By Proposition 4.14, it suffices to show that^ is not Conradian. First, if^ = g0g−1 for some g ∈ $ then ^ ∉ CLO($) by (ii). On the other hand, if ^ is an accumulation

point of {g0g−1 ∣ g ∈ $}, then as LO($) and LO(+) are metrizable and ~ is continuous, ~(^) is
an accumulation point of {g0g−1 ∩ + ∣ g ∈ $}. But as this set is closed, we must have ^ ∩ + =
g0g−1 ∩ + for some g ∈ $, which again forces ^ ∉ CLO($) by (ii). □

We recall the basics of knot groups. Recall that given a knot R ⊂ (3, the knot group of R is the
fundamental group&1((3 ⧵ a(R)), wherea(R) denotes a tubular neighborhood ofR. As r(a(R))
is a torus, &1(r(a(R))) ≅ ℤ⊕ ℤ, and it is a classical fact that inclusion h ∶ r(a(R))→ (3 ⧵ a(R)
induces an injective homomorphism h∗ ∶ &1(r(a(R)))→ &1((3 ⧵ a(R)). To simplify notation, we
write &(R) for the knot group of R. It is straightforward to check that the first homology group+1((3 ⧵ a(R)) ≅ ℤ, as such there is an abelianizationmap BTS ∶ &(R)→ ℤ for every knotR in (3.
The subgroup h∗(&1(r(a(R)))) admits a choice of basis {�, y} satisfyingBTS(�) = 1 andBTS(y) = 0.
Lemma 5.9. Suppose that R is a knot in (3, that e, f are integers with e ≠ 0, and that < is
any left-ordering of &(R). If there exists g ∈ &(R) such that (�eyf)) < g for all ) ∈ ℤ, then < is
not Conradian.

Proof. Suppose that < is a Conradian left-ordering of &(R). As &(R) is finitely generated, there
exists a maximal <-convex subgroup @ that is normal in &(R) and such that &(R)∕@ is abelian
and the natural quotient ordering of &(R)∕@ is Archimedean [10, Proposition 9.19]. As such, the
quotientmap&(R)→ &(R)∕@ can be identifiedwith the abelianizationmapBTS ∶ &(R)→ ℤ, and
the inherited ordering of &(R)∕@ can be identified with the natural ordering of ℤ (up to possibly
reversing the ordering) [10, Problem 9.20]. Therefore, if < is a Conradian ordering of &(R), then
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18 of 22 CALDERONI and CLAY

BTS ∶ &(R)→ ℤ is an order-preserving map, in the sense that g < ℎ implies BTS(g) ⩽ BTS(ℎ) for
all g ,ℎ ∈ &(R).
Therefore, if (�eyf)) < g for all ) ∈ ℤ, then BTS((�eyf))) = )e ⩽ BTS(g) for all ) ∈ ℤ. This

cannot happen. □

We next need a detailed analysis of the possible orderings of ℤ⊕ ℤ in order to use the results
of [4].
Identifyingℤ⊕ ℤwith the integer lattice points inℝ2 and choosing T = (T1,T2) ∈ ℝ2 ⧵ {(0, 0)},

there are two canonical positive cones in ��(ℤ⊕ ℤ) determined by T if T1T2 is irrational, they are:0+T = {(u,)) ∣ T1u + T2) > 0} and 0−T = {(u,)) ∣ T1u + T2) < 0}.
If T1T2 is rational, then there are four associated positive cones, they are:

0++T = {(u,)) ∣ T1u + T2) > 0 or there exists w > 0 such that (−T2,T1) = (w), wu)}
0+−T = {(u,)) ∣ T1u + T2) > 0 or there exists w < 0 such that (−T2,T1) = (w), wu)}
0−+T = {(u,)) ∣ T1u + T2) < 0 or there exists w > 0 such that (−T2,T1) = (w), wu)}
0−−T = {(u,)) ∣ T1u + T2) < 0 or there exists w < 0 such that (−T2,T1) = (w), wu)}.

Moreover, every 0 ∈ LO(ℤ⊕ ℤ) arises from a choice of T ∈ ℝ2 and one of these construc-
tions above. Thus, every 0 ∈ LO(ℤ⊕ ℤ) has associated to it a slope, which is the element z =[(−T2,T1)] ∈ ℙ(ℝ2)–we say that 0 detects the slope z (note that this is precisely the slope of the
line that dividesℝ2 into two halves, one containing only positive elements ofℤ⊕ ℤ and the other
containing only negative elements of ℤ⊕ ℤ). Moreover, we are taking the equivalence class of(−T2,T1) in the projectivization of ℝ2 because each 0 ∈ LO(ℤ⊕ ℤ) can be written in exactly two
different ways, for example, as 0+T and 0−−T for some choice of T ∈ ℝ2.
Lemma 5.10. Suppose that 0 ∈ LO(ℤ⊕ ℤ) detects [(e, f)], where e, f are integers. Then in the
associated ordering < of ℤ⊕ ℤ, the subgroup ⟨(e, f)⟩ is convex.
Proof. It suffices to show that if (0, 0) < (T, S) < ()e,)f) for some ) ∈ ℤ then (T, S) = (Xe, Xf)
for some X ∈ ℤ. To show this, suppose that 0 = 0++(f,−e), the other cases are similar.
Then (T, S) ∈ 0 implies Tf − eS > 0, or there exists w > 0 such that (e, f) = w(T, S). If the latter

holds, we are done. The former, on the other hand, leads to a contradiction: As (T, S) < ()e,)f)
also holds, then ()e − T,)f − S) ∈ 0, which implies ()e − T)f − ()f − S)e > 0 or eS − Tf > 0.
This proves the lemma. □

Now, given a knotR ⊂ (3, let+ denote the subgroup ⟨�, y⟩ ⊂ &(R) and ~∶ LO(&(R))→ LO(+)
denote the restriction map. The authors of [4] define a slope z ∈ ℙ(+ ⊗ℝ) to be order-detected if
there exists a positive cone 0 ∈ LO(&(R)) such that ~(g0g−1) detects z for all g ∈ &(R). Note that
the subgroup + is isomorphic to ℤ⊕ ℤ, so ℙ(+ ⊗ℝ) can be identified with the projectivization
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 19 of 22

of ℝ2 and + can be identified with the integer lattice points, meaning that a typical slope arising
from one of these lattice points is of the form [�eyf] for e, f ∈ ℤ.
A Seifert surface for a knot R ⊂ (3 is an orientable surface Σ ⊂ (3 such that rΣ = R. Denoting

the genus of a surface Σ by g(Σ), we define the genus of a knot R to be

g(R) = min{g(Σ) ∣ Σ is a Seifert surface for R}.
The only knot R for which g(R) = 0 is the unknot, for all other knots g(R) > 0.
Proof of Theorem 1.3. According to [4, Corollary 1.4], if R is a nontrivial knot in (3, then the slope[�2g(R)−1y] is order-detected. Correspondingly, using+ to denote the subgroup ⟨�, y⟩ ⊂ &(R) and~∶ LO(&(R))→ LO(+) the restriction map, there is a positive cone 0 ⊂ &(R) such that ~(g0g−1)
detects [�2g(R)−1y] for all g ∈ &(R). But then if we write T = �−1y2g(R)−1 this means ~(g0g−1) ∈{0++T ,0+−T ,0−+T ,0−−T } for all g ∈ &(R), so that ~({g0g−1 ∣ g ∈ &(R)}) is finite, and hence closed inLO(+).
Moreover, suppose ^ ∈ LO(&(R)) satisfies ~(^) ∈ {0++T ,0+−T ,0−+T ,0−−T }. Then by Lemma 5.10

the ordering associated to ^ must satisfy (�2g(R)−1y)) < � for all ) ∈ ℤ, as ⟨�2g(R)−1y⟩ is convex
with respect to the ordering determined by ~(^) and � ∉ ⟨�2g(R)−1y⟩. AsR is nontrivial, g(R) > 0
and so 2g(R) − 1 ≠ 0. It therefore follows from Lemma 5.9 that ^ ∉ CLO(&(R)).
That !"#(&(R)) is not smooth now follows from Proposition 5.8. □

6 SHORT EXACT SEQUENCES

One of the main tools used in [6], and in many arguments in this paper, is short exact sequences
of left-orderable groups. In this section, we give a general analysis of such methods in terms of
equivariant maps.
Suppose that

1→ R h→ $ f→ + → 1
is a short exact sequence of left-orderable groups. Then both LO(R) and LO(+) come equipped
with a natural $-action, as follows. If g ∈ $ and 0 ∈ LO(+), define g ⋅ 0 = f(g)0f(g)−1. On the
other hand, if 0 ∈ LO(R), we will use �g ∈ 789(R) to denote the automorphism of R defined by�g (X) = gXg−1 and set g ⋅ 0 = �g (0).
Recall that a subgroup + of $ is called absolutely convex if + is convex relative to every left-

ordering of $.
Proposition 6.1. Suppose that

1→ R h→ $ f→ + → 1
is a short exact sequence of countable groups, and set C = LO(R) × LO(+). If we equip C with the
diagonal $-action defined by

g ⋅ (0R ,0+) = (g ⋅ 0R , g ⋅ 0+)
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20 of 22 CALDERONI and CLAY

and let !C$ denote the resulting equivalence relation, then !C$ ⩽A !"#($). If R is absolutely convex,
then !C$ ≅A !"#($).
Proof. First, we note that as the actions of $ on LO(+) and LO(R) are by homeomorphisms, each
of !LO(+)$ and !LO(R)$ is a countable Borel equivalence relation. As all our groups are countable,!C$ is also a countable Borel equivalence relation.
Next, define a map �∶ C → LO($) by �(0,^) = h(0) ∪ f−1(^). Note that � is continuous and

hence Borel, in fact this is a Borel reduction. This follows from the observation that g ⋅ (0,^) =(0′^′) if and only if g0g−1 = 0′ and f(g)^f(g)−1 = ^′, which happens if and only if
g(h(0) ∪ f−1(^))g−1 = g h(0)g−1 ∪ gf−1(^)g−1 = h(0′) ∪ f−1(^′).

If R is absolutely convex, then every positive cone 0$ ∈ ��($) is of the form h(0R) ∪ f−1(0+),
and so the the map � is surjective. In this case, � admits an inverse that is also a Borel
reduction. □

We next make a general observation to be used in combination with the previous result.

Proposition 6.2. Suppose that C,L are each equipped with a Borel $-action for some countable
group $. Let !C×L$ denote the countable equivalence relation arising from the diagonal action g ⋅(G, I) = (g ⋅ G, g ⋅ I) on C × L, assume that it is Borel. If there exists a $-equivariant Borel map�∶ C → L then !C$ ⩽A !C×L$ .

Proof. Define a Borel reduction B ∶ C → C × L by B(G) = (G, �(G)). Suppose that g ⋅ G1 = G2 for
some G1,G2 ∈ C. Then

g ⋅ B(G1) = g ⋅ (G1, �(G1)) = (g ⋅ G1, g ⋅ �(G1)) = (G2, �(g ⋅ G1)) = (G2, �(G2)) = B(G2).
Conversely, if g ⋅ B(G1) = B(G2) then (g ⋅ G1, g ⋅ �(G1)) = (G2, �(G2)) and so g ⋅ G1 = G2 from the

first component. □

Proposition 6.3. Suppose that

1→ R h→ $ f→ + → 1
is a short exact sequence of left-orderable groups.

(1) If there exists a $-equivariant map �∶ LO(R)→ LO(+), then !"#(R) ⩽A !"#($).
(2) If there exists a $-equivariant map �∶ LO(+)→ LO(R), then !"#(+) ⩽A !"#($).
Proof. This follows immediately from Propositions 6.1 and 6.2. □

Corollary 6.4. Suppose that

1→ R h→ $ f→ + → 1
is a short exact sequence of left-orderable groups. Then:

(1) if R admits positive cone 0 such that g0g−1 = 0 for all g ∈ $, then !"#(+) ⩽A !"#($);
(2) if+ is bi-orderable, then !"#(R) ⩽A !"#($).
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THE BOREL COMPLEXITY OF THE SPACE OF LEFT-ORDERINGS 21 of 22

Proof. In both cases above, we can apply the previous proposition taking � to be a constant
map. □

A corollary of this last proof already appears as [6, Proposition 3.4], where the $-equivariant
map used in that proposition is chosen to be a constant map.
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