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ABSTRACT

In conventional statistical and machine learning methods, it is typically assumed that the test data are
identically distributed with the training data. However, this assumption does not always hold, especially in
applications where the target population are not well-represented in the training data. This is a notable issue
in health-related studies, where specific ethnic populations may be underrepresented, posing a significant
challenge for researchers aiming to make statistical inferences about these minority groups. In this work,
we present a novel approach to addressing this challenge in linear regression models. We organize the
model parameters for all the sub-populations into a tensor. By studying a structured tensor completion
problem, we can achieve robust domain generalization, that is, learning about sub-populations with limited
or no available data. Our method novelly leverages the structure of group labels and it can produce
more reliable and interpretable generalization results. We establish rigorous theoretical guarantees for the
proposed method and demonstrate its minimax optimality. To validate the effectiveness of our approach, we
conduct extensive numerical experiments and a real data study focused on diabetes prediction for multiple
subgroups, comparing our results with those obtained using other existing methods. Supplementary
materials for this article are available online, including a standardized description of the materials available
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1. Introduction

Conventional machine learning methods typically assume that
the test data, sampled from a target distribution, are well-
represented in the training domains. However, in many practical
scenarios, data from the target domains can be scarce or
completely unseen during the training phase. A prominent
example of this occurs in biomedical research: different clinical
centers may employ varied medical devices and serve diverse
patient demographics, leading to significant discrepancies
between the training and test distributions (Zhang et al. 2023).
Such scenarios introduce multiple levels of heterogeneity
between the test and training domains, causing the test data
distributed differently from the training data. To address this
challenge, the field of domain generalization has emerged. Also
referred to as out-of-distribution generalization or zero-shot
domain adaptation, domain generalization aims at developing
models that can effectively generalize to new and even unseen
populations that are not represented in the training domains
(Wang et al. 2022; Zhou et al. 2022).

Domain generalization has attracted significant attention
from various disciplines, including computer vision, healthcare,
and biological studies (Hendrycks et al. 2021; Lotfollahi et al.
2021; Sharifi-Noghabi et al. 2021). Consider a typical example
where the goal is to train a classification model to distinguish
between cats and dogs based on images. If the training data
consists of images in cartoon or painting styles, while the test
data comprises real photos, there is a clear divergence between

the style features in the training and test domains. In such
cases, a classification rule trained on the artistic images may
not perform well when applied to real photos. In health-related
studies, this issue becomes even more critical. Populations
with different demographic features, such as gender and race,
may exhibit distinct biological mechanisms underlying diseases
(Woodward et al. 2022). For instance, the polygenic risk score
(PRS) for schizophrenia showed significant variation among
ancestral groups with substantially higher scores observed
in African subjects compared to European subjects from
HapMap (Curtis 2018). Moreover, certain sub-populations may
be underrepresented in medical databases, exacerbating the
challenge of ensuring that predictive models, trained on well-
represented groups, are generalizable and beneficial to those
underrepresented populations. This underscores the urgent
need for reliable domain generalization methods.

1.1. Main Results

In this work, we consider a multi-task linear regression frame-
work. Suppose that we have observations (x;,y;,g/), fori =
1,...,N, where x; € RP represents the vector of covariates,
yi € R is the response, and g; € G is a g-dimensional group,
task, or environment index. Without loss of generality, the whole
set of group indices can be expressed as G = [p1] o --- o [pgl,
where “o” denotes the Cartesian product. For example, a two-
dimensional (¢ = 2) group index might comprise gender and
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race indicators. If g; = g;, then the ith and ith individuals
belong to the same group.
For each group, we consider the following linear model:

Elyilxig; = gl =% B¥, Vge g, (1)

where & € RRP denotes the coefficient vector for group g.
However, data is available only for a subset of groups. Denote the
indices of observed groups by O for O C G. Let n® represent
the sample size for group g. By definition, n® > 0 for each
g€ O,and n'® = 0 foreach g ¢ O.If g is the gender and race
indicator, then O may contain well-represented groups and G \
O main contain underrepresented groups. Our primary objec-
tive is to establish prediction rules for some unseen domains
g¢0.

We propose to organize the coefficient vectors from multiple
groups as a high-order tensor and develop new tensor comple-
tion methods tailored for domain generalization. Notably, our
coeflicient tensor presents structured missing patterns, which
is different from commonly studied random missing tensor
completion scenarios. To this end, we present a novel algorithm
named “TensorDG”, which stands for Tensor completion-based
algorithm for Domain Generalization. We further establish the
convergence rates of our proposal and show that it is mini-
max optimal for estimating {8©} ¢eg in tensor Frobenius norm
under mild conditions. Additionally, we introduce ‘TensorTL
which extends our core methodology for transfer learning when
the target domain possesses limited samples.

We highlight two key features of our proposal. First, it
leverages the group structures rather than simply labeling the
observed groups as 1,...,|O| as in many existing works on
multi-task learning and domain generalization. This structural
information is helpful for understanding the similarity of
different domains and further sheds light on devising more
explainable and reliable domain generalization methods.
Second, our proposal has solid theoretical guarantees and
enjoys minimax optimality under mild conditions. Moreover, by
employing the rank determination techniques (Han, Chen, and
Zhang 2022), practitioners can ascertain the degree to which the
model may be misspecified, adding another layer of reliability
to the method.

1.2. Related Literature

Multi-task learning.  Recently, multi-task regression and trans-
fer learning have been widely studied in various models (Du
et al. 2020; Lee et al. 2021; Li, Cai, and Li 2022). Many existing
works follow the idea to first estimate some shared representa-
tions based on all the training samples and then calibrate the
model using the data from the target domain. Our framework
in (1) reduces to the multi-task learning problem when G = O,
that is, all the domains have some training data available. We
focus on the more challenging scenario where O C @, that
is, some target domains are not observed at all. Therefore, the
multi-task learning methods cannot be directly used for domain
generalization. An example and further comparisons are given
in (4).

Domain generalization. Existing literature has studied identi-
tying causal features for domain generalization, that is, the fea-

tures that are responsible for the outcome but are independent
of the unmeasured confounders in each domain. Identification
of causal features has been connected with the estimation of
invariant representations (Bithlmann 2020). Rojas-Carulla et al.
(2018) propose methods to find invariant representations for
domain generalization without theoretical guarantees. Chen and
Bithlmann (2020) propose new estimands with theoretical guar-
antees under linear structural equation models. Pfister et al.
(2021) investigate so-called stable blankets for domain gener-
alization but the proposed algorithm does not have theoretical
guarantees.

Beyond the causal framework, other popular domain gen-
eralization methods include Maximin estimator, self-training,
and invariant risk minimization. To name a few, distributionally
robust optimization (Volpi et al. 2018; Sagawa et al. 2019) or
Maximin estimator (Meinshausen and Bithlmann 2015; Guo
2023) minimizes the max prediction errors among the training
groups. Kumar, Ma, and Liang (2020) study the theoretical
properties of self-training with gradual shifts. Baktashmotlagh
etal. (2013) propose a domain invariant projection approach by
extracting the information that is invariant across the source and
target domains but it lacks theoretical guarantees. Wimalawarne,
Sugiyama, and Tomioka (2014), Li et al. (2017), and Feng,
Han, and Du (2021) use the low-rank matrix or tensor for
domain generalization in deep neural networks. However,
these methods are either purely empirical or computationally
demanding, lacking of statistical optimality guarantee with
efficient algorithms. In the realm of invariant predictors,
Arjovsky et al. (2019) introduce invariant risk minimization,
with extended discussions available in Rosenfeld, Ravikumar,
and Risteski (2020), Zhou et al. (2022), and Fan et al. (2023).
In contrast to our work, the works mentioned above do
not consider the structural information of group labels and
the generalizability is simply based on model assumptions.
Our model leverages the structure of group indices which
better explains why and how the model generalizes. It is also
possible to diagnose whether our model assumptions fail
or not.

Tensor completion. Our work is also closely related to tensor
estimation and completion, which has significantly advanced
in recent years (Bi et al. 2021). Montanari and Sun (2018)
study tensor completion with random missing patterns in the
noiseless setting. When having noisy entries, Zhang (2019)
study tensor completion under low-rank assumptions with
structural missing. Xia, Yuan, and Zhang (2021) study noisy
tensor completion with random missing patterns under low-
rank assumptions. The tensor completion problem can also be
rewritten as a tensor regression model whose design consists
of indicator functions. Chen, Raskutti, and Yuan (2019) study
projected gradient descent for tensor regression and Zhang et al.
(2020) propose a minimax optimal method for low-rank tensor
regression with independent Gaussian designs. Mu et al. (2014)
and Raskutti, Yuan, and Chen (2019) study tensor recovery
with convex regularizers without and with noises, respectively.
From the application perspective, tensor models have been
widely used in recommender systems and modeling biomedical
image data (Adomavicius and Tuzhilin 2010; Zhou, Li, and Zhu
2013).



1.3. Organization and Notation

In the rest of this article, we introduce the low-rank tensor
model for multi-task regression in Section 2. In Section 3, we
present the rationale of the proposed method and introduce
the formal algorithm. We provide theoretical guarantees for
the proposed method in Section 4 and discuss extensions of
the main proposal in Section 5. In Section 6, we demonstrate
the numerical performance of our proposals. In Section 7, we
apply the proposed method to predict diabetes for people in
different age and education groups. We conclude this article
with discussions in Section 8. The proofs are all given in the
supplementary materials.

For a generic matrix T € RP1*P2, let || T||, denote its spec-
tral norm, || T||2,0c0 denote max;j<p, ||T jll2, and || T||cc,2 denote
maxj<p, || T}, ||2. For a generic semi-positive definite matrix ¥ €
R™7 et Ap(2), Amax(Z), Amin(X), and Tr(X) denote the
kth, largest, smallest singular values, and trace of X, respectively.
For a generic tensor M € RP**"*Pa, let | M||¢, denote the vec-
torized £,-norm of M, which is also known as tensor Frobenius
norm. For a generic set A, let |A| denote the cardinality of A.
Let a v b denote max{a, b} and a A b denote min{a, b}. We use

G, Co»C15 - .. to denote generic constants which can be different
in different statements. Let a, = O(b,) and a, < b, denote

|an/bn| < c for some constant ¢ when n is large enough.

2. Set-Up and Data Generation Model

In this section, we outline the basic concepts related to the low-
rank tensor model and establish its connection with the domain
generalization problem.

2.1. Low-Rank Tensor Model

Invoking Section 1.1, the observed data can be reshaped as
(X®,y®)) ¢ R"®*@+D | where each row corresponds to a
sample (x,',y;) with group label g; = g for each g € O. For
each g ¢ O, let x® and y® denote the design and response
variables generated from the oracle model for domain g.

Condition 1 (Data generating process). Suppose that

yl(g) = (xgg))—rﬂ(g) + el.(g), ie[n®], vge o,
E[y®1x®] = x®)Tg®, vg e G\ 0, (2)

where ei(g) are the independent random noises such that

E[e}g)leg)] = 0 for each g € O. We assume that ei(g) is

independent ofel.(,g/) foranyg # ¢ € O,i e [n®],i e [n€].

Each group in G has distinct model parameters 8. The
noises in different domains are independent. For the unseen
groups ¢ € G\ O, we only make assumptions on the conditional
mean models as there are no samples.

We arrange the regression coeflicients {8 ©) geg into a tensor
B(G) € RP*P1XP2XXPq qych that

{BD}ji..., iy = ﬂj(gilw»,iq) .

JOURNAL OF THE AMERICAN STATISTICAL ASSOCIATION e 3

That is, the first mode of B(G) represents the regression coeffi-
cients and the remaining g4 modes represent group indices. We
refer to the first mode of B(G) as the “coefficient mode” and the
last g modes as the “group modes”

Denote the Tucker rank of tensor B(G) as (ro,71,- -+ ,7q),
where r; can be unknown a priori. The Tucker rank is defined
based on matrix unfolding. Specifically, the unfolding M,[X]
maps a tensor X € RM"* > into a matrix M,[X] €

R Tlosszr=g ) guch that

(M XDij = Xigjir,....igp forj =1+ Z (i1 — 1)J;and
0<I<gq,l#t

=[] hw (3)

0<m<I—1,m#t

The Tucker rank (ro,71,...,74) is defined such that rank
(M([B(G)]) = r;. We illustrate the implications of the low-
rankness in the following example.

If g = 2, the order-3 tensor B(G) can be unfolded as

MolB@)] = (B perp) € RPX 192,

@EEHT )T
MiIBG)] = ,

BT (BrrrT

BT BT
MalB@)] = NC)

(ﬁ(l)Pz))T (ﬂ(Pl)PZ))T

The low-rank nature of My[B(G)] implies that B® = B*aq®
for some basis matrix B* € RP*" and a latent score vector
a® ¢ R0, Similar low-rank assumptions for linear coefficients
have been adopted by Du et al. (2020) and Tripuraneni, Jin,
and Jordan (2021) in the context of transfer learning for linear
models. As a® is task-specific, it needs to be learned based
on a certain amount of target data. In domain generalization,
however, @® cannot be directly estimated when there are no
samples available from the target domain g. Fortunately, the
low Tucker rank structure suggests that the matrices M;[B(G)]
and M>[B(G)] also possess a low-rank nature. Such a correla-
tion structure among different groups enables the possibility of
domain generalization or zero-shot learning.

While we focus on the Tucker rank, another common metric
of tensor rank is the canonical polyadic (CP) rank (Hitchcock
1927). Let us denote the CP rank of 8(G) as R($(G)). It holds
that maxo<;<qrr < R(B(G)) < [Ii,re/(maxo<i<qre). As a
result, a tensor with low CP rank will imply a low Tucker rank
structure. Hence, we focus on the Tucker rank characterization
in this work.

Additionally, we define the mode product as follows. Let
X e RM**ha denote a generic (q + 1)-order tensor. For
E, e Rf*™ and t = 0,. .., g, the tth mode product X' x, E; €
Rhox-nxht,lxmtxhtﬂ XX hg is defined as

hy
{X Xt Etbig,in,..iy = Z{X}io,.“,it,l,s,itH,...,iq{Et}s,i,

s=1

for iy € [hol,...,iq € [hy] and iy € [my].
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2.2, Observed Group Structures

To recover the tensor B(G), the observed groups O need to
contain some crucial elements. For t = 1,.. ., g, the arm set for
mode ¢t is defined as

A[ = o
1<k#t<q

SlO...oSt_lo[pt]OStJ’_lO-"OSqgoy (5)

Sk such that Sx € [px] and

where A; is a (g — 1)-dimensional set. For example, if a €
Aj, then (1,aT),...,(p1,aT) are all elements of O, that is,
(1,a"),...,(p1,a") are all observed groups. To ease our nota-
tion, for .4; defined in (5), we denote the product S;o0---0S8;_; 0
[pr]oSir10---08;as Ay of [p]. Further, we define the body set
as

Q= 2 € such that ©2; € [p¢] and Q@ € O. (6)

<t=q

As a consequence, it holds that
O02QU Ao [p1DU---U (-Aq Oq [Pq]) (7)

That is, the observed groups should consist of a body set and g
arm sets (Figure 1). Without loss of generality, we assume A; C

Q iforQ ;= o £ Otherwise, if Ay D Q_4, then we
1<s#t<q

can treat A; o; Q; as the body set which is larger than Q and
Condition 2 sequel is easier to be satisfied.

To summarize, the missing data pattern described in (7) is
structural, distinguishing it from missing at random. Xia, Yuan,
and Zhang (2021) studies minimax optimal tensor completion
methods with missing completely at random (MCAR) among
many others. The MCAR assumption cannot be directly applied
in our problem, given that §(G) has no missingness in the Oth
mode (Figure 1).

3. Method

We first outline the rationale of our proposal based on Tucker
decomposition in Section 3.1. The formal algorithm is provided
in Section 3.2.

3.1. Rationale from Tucker Decomposition

For § = S10---08 withS C [p],t = 1,...,q let
B(S) = {BO}s,,...s,. € RISt xIS41%P ' We make the follow-
ing assumption on the whole tensor.

Condition 2 (Overall low-rank structure). The tensor B(G) has
Tucker rank (ro, 11, . .., 74) and (7) holds. Moreover, M[B(£2)]
and M[B(A; ot ©24)] both have rank r for t = 1,...,q with
finite g, and M[B(€2)] has rank r.

Under Condition 2, our target tensor B(G) has a Tucker
decomposition

B(G) = B(2) xo Ro X1 Ry X3 - xq Ry € RPXPY>Pa, ()

where Ry € RP*P and Ry € RI%I>Pr t = 1,.. ., q are computed
based on B(A; o¢ [p¢]) as in the forthcoming (9). Hence, the
full tensor can be recovered by using a subset of groups O
satisfying (7), which only involves a small number of groups. As
Condition 2 can be violated in practice, we will discuss the model
diagnostics at the end of Section 4. In the supplement (Section
A.1), we provide a sufficient condition which guarantees Condi-
tion 2 when the group indices are randomly revealed.

We now provide more detailsabout R;in (8). Fort = 1,...,¢,

let w; = || and a; = |A;]. DeﬁneBEio) = M;r[ﬂ(.AtotQt)] €
R@P)*@t a5 the joint measurements for mode ¢ and BE“” =
M?[ﬂ(.At ot [peD)] € R(@P)%Pt a5 the arm measurements for
mode t. For t = 0, especially, we define Bgo) = B/ =
(B ... pBONT ¢ RIO*P guch that {g1,...g0} = O0.In
words, Bg ?) is a matrix consisting of the coefficient vectors of all
the observed groups. Then (8) holds with

R, = (B{")"B{* € R**/ and

Ry = BY”)1B{™ e RP*P, ©)
where the notation A" denotes the pseudo-inverse of a matrix
A. Condition 2 guarantees that {Rt}?zo are well-defined and
estimable. Indeed, we use B(A; o; Q;) instead of B(2) to realize
R; because the definition of A; guarantees that A; o; [ps] € O
but Q_; o; [p¢] € O in general. In fact, R; also lives in a low-

dimensional subspace. Consider the SVD of B?o) = UA, V]
By (9), we have the following relationships

ViV R = V,AT'UTBE =R, t=0,...,q. (11)

coefficients

group 1

@). {89}e0

(b). B(Ai o1 [p1]) and B(A; o5 [po])

(c). B()

Figure 1. A graphical illustration of the coefficient tensor B(G). In the upper plane, the blue squares correspond to the group indices in O, the orange and yellow squares
correspond to the group indices in At o [pr], t = 1,2, and the green squares correspond to the group indices in .
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Algorithm 1: TensorDG: Domain Generalization via Tensor Completion

Input: {X(g),y(g)}geo, body set Q, arm sets A, t =1,...,4q.
Output: B(G) € RP*Pr>¥xPq,

Step 0: Sample splitting. For each g € O, split the samples into two disjoint folds such that I ig) U Iég) = [n®]and
~ ® . ®
|Ifg)| A |I§g)|. Let (X©,59) ¢ RILYX@+D apd (X®,5®) ¢ RIL"1X@+D denote the observations within first and

second folds, respectively.

Step 1: Estimation of the rank and basis for each mode. For t = 0, ... ., g, estimate 7; and V, via Algorithm 2 with input

{X(g)aj’(g)}ge(’)-

Step 2: Estimate I';. For each ¢ € O, compute B(g) = {()Ni(g))T)N((g)}_1 ()Af(g))le(g) and if(g) = {(X(g))TX(g)}_l(X(g))Tj/(Q.

for modet=1,...,qdo

Unfold E?O) = MT[B(At o Q)] € RUIAP x| E?O) = MtT[ﬁ(-At or Q)] € RIAdP*@r ang BE“’) _ ./Vl;r[ﬂ(.A[ o [piD)] € RUAP) xpr

Compute

o= (T BBV BV TB™ e R

end

(10)

For t = 0, unfold Eo = MS—[B(O)] e RIOxr By = MJ[ﬁ(O)] € RI9IP and compute

/1:0 = (VJE)TBO%)*I (Eo?o)—réo € R7oxpo,
Step 3: Tensor completion. Compute

BG) = BQ) xL, Vi) xL, T

That is, Ry lies in the linear subspace spanned by V;. Together
with (8), we have

B(G) = B(Q) xo VoV, x, ViV R,

= (B(Q) xL, v xL, Ty, (12)

where Iy = VJ € R and I’y = V;'—Rt € R't*Pt t =
1,...,q. We see from (12) that to recover the whole tensor, it
suffices to estimate B(2) X?:o Vi € R0XM X7 and 'y for t =
0,...,q, which has degree of freedom ]_[?:0 re+ Z?:o (pt—ro)tts
where we use the convention pg = p. Indeed, B(2) X?ZO V; is
always referred to as the core tensor (Zhang and Xia 2018) as it
is the smallest possible tensor containing the coeficients of each
mode and I'; can be viewed as multiplying coefficients for the tth
direction and it spans the subspace of tth mode. We will propose
an algorithm to estimate the core tensor and {Ft}?zo in the next
subsection.

Remark 1. Model (8) is also related to the tensor factor models
(Han et al. 2020; Chen, Yang, and Zhang 2022), which have
been studied in high-dimensional tensor time series. Using the
terminology in factor models, I'; are the loading matrices and
B(2) X?IO V¢ is the tensor of factors. In the time series applica-
tions, the observed data always form a complete tensor which is
different from our setting.

3.2. Proposed Algorithm

We now devise an algorithm to estimate 8 (G) based on (12). Our
proposal has three main steps. The first step is to estimate the
low-dimensional subspace V; fort = 0, ..., g. Then we estimate
I'; based on (9) and (11). Finally, we assemble the estimated
tensor based on (12). The proposal, termed as TensorDG, is

presented in Algorithm 1. Algorithm 1 starts with a sample-
splitting step, which is mainly for technical convenience. Similar
approaches have also been used in other works to derive theo-
retical guarantees for tensor estimation and completion (Zhang
et al. 2020). ~

In Step 1, Algorithm 1 estimates V; by V; using half of the
samples via Algorithm 2. Algorithm 2 is motivated by the fact

that V; is the column space of ©; = {(MABE)T T MBS/ 124l

The proposed estimate ®; of ®; is based on the least square
estimates of B®), ¢ € © and the last term of its expression
further corrects the bias caused by the product of OLS estimates.
The rank 7; is estimated as the number of significantly nonzero
eigenvalues of ®;. The threshold level A; is chosen based on
the concentration properties of ®;. Determination of the tensor
rank can also be based on information criteria (Han, Chen, and
Zhang 2022).

In Step 2, we obtain estimates of 8¢, ¢ € O based on two
disjoint sets of samples. Then we estimate I'; by a least-square
type of estimate I'; using the definition of I'; below (12). In Step
3, the whole tensor is assembled according to (12) with the afore-
mentioned estimates. Thanks to the structural missing patterns,
we are able to achieve completion in one round. Moreover, each
step involves convex optimizations, which are computationally
efficient.

Our method exhibits two primary distinctions from existing
tensor completion methods, such as the Cross method proposed
in Zhang (2019), which also employs decomposition (8). First,
in the standard tensor completion problem, the sample for each
element of the oracle tensor is independent and unbiased. In
contrast, in the domain generalization problem under consid-
eration, we need to fit regression models for each domain.
The produced OLS estimates therefore exhibit correlated errors,
which need to be calibrated as detailed in Algorithm 2. Second,
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Algorithm 2: SVD for mode ¢.

Input: {;((g),j/(g)}geo_
Output: Estimated rank 7, and basis V; € R@t >,

Foreachg € O, let n® = |I; ® | and compute £@ =

(X(g))Tx(g)/n(g)

- ~ o) 5(©Q)
159 — X©B¥)2

39 — (5@ -1X@OT5© /5@ 52 _
BT ={Z¥})(X¥) ' y¥/n'® and o = 70— p (13)
-Ift =0, let Eo = M(—)r[ﬁ(@)] € RIO*P_ Perform eigen decomposition for
~ 1~ Gy
©o=—BlBy— — Y (E@)1_E = VA V] e R,
0 |O|00 |(’)|Z( ) 2@ AL

Leto = Y4_, 1(Ao)ek = o) and Vo = (Vo)..15, € RPP0, where i = Cr/ [ Boll2(p + log ) /|O]) for

=3 geo 7® /0.
SIft > 1,1et B = M [B(Q)] € RI®-lPx@r Define

~ 1 ~—~
© = —B/'B, —

1
12— €24

where Diag(¥) is a diagonal matrix with {Diag(v)};; = vj and v; =

Diag(v) =

‘o/t;\t‘o/t'r € thxwt,

Y geag—n, TUE®)™ h o o Let

Fo= X0 LAk = A and V, = (Vi) 17, € RO, where &y = Cay/ 181w +log )/ (7I).

for tensor B(G), the Oth mode is not exchangeable with other g
group modes. This distinction arises because 8® represents the
smallest unit of interest in domain generalization, and it is either
observed or missed in its entirety. Consequently, the dimension
reduction approach we adopt for the Oth mode differs from
the strategies employed for the remaining g modes. Another
related work is Simchowitz, Gupta, and Zhang (2023), which
studies combinatorial distribution shifts, that is, the training and
test data distributions differ significantly due to differences in
the combinations of features. The difference is that they have
one source and one target distribution but we have multiple

source and target distributions. Moreover, we allow x(g) to be

continuous, making the analysis very different.

4. Theoretical Properties

In this section, we provide theoretical guarantees for Algo-
rithm 1. We first state the main assumptions.

Condition 3 (Distribution of observed data). For each g € O,

g), i = 1,...,n®, is independent sub-Gaussian with mean

allowed. The assumption that n® =< n is a simplified scenario
for technical convenience and has been commonly considered
in the multi-task learning literature (Guo et al. 2011; Du et al.
2020; Tripuraneni, Jin, and Jordan 2021). The sub-Gaussian
assumption on the covariates X®), ¢ € G \ O are only used
to establish prediction error bounds for the unseen groups and
they are not used in the training phase. Condition 3 also assumes
that n® < n for simplicity. In practice, it could be the case that
Amin = Mingeo n® « 7. In this case, the performance of
TensorDG can depend on #pyi,. Hence, one can remove the
groups with only a few samples from O for a faster convergence
rate. Specifically, let O denote the set of groups with #n® > 0.
We would like to find O C O such that O contains important
structural information so that Condition 2 is satisfied and #npp
is not too small.

Our analysis allows (ps, 1), t = 0,...,q to go to infinity
but p < ¢yn for some small enough constant ¢;. This low-
dimensional assumption guarantees the regularity of the least
square estimates of each group. In Section E of the supplements,
we discuss possible extensions of the proposed methods to the
high-dimensional setting. For t =1, ..., g, define

zero and covariance matrix ¥ ©, where €1 < minge® Amin(X (g)) <

maxge© Amax(E(g)) < ¢ for some positive constants c;

and ¢;. For each g € O, n® = n and the noise ei(g) is

independent sub-Gaussian with mean zero and variance o‘g and
maxeeo ng < 6% < oco.Foreachg € Q\O,xfg),i =1,...,n®,
is independent sub-Gaussian with mean zero and covariance
matrix ©© with maXeeg\O Amax(Z€) < ¢,.

Condition 3 assumes sub-Gaussian designs and sub-Gaussian

errors. Heterogeneous distributions for both x?g) and el.(g)

Wt X
Rt t’

O = (MBI MUB(Q)] €

€2

1 ) )
O = @{Bgo)}TBgo) e RP*P.

Define e, = ming<t<4 Ay, (®¢) and e* = maxo<t<q Amax(©r).

(14)

Condition 4 (Eigenvalue conditions). For ©; defined in (14),
assume that for some large enough constant C > 2GC;,

e*(wi+log n)

ey > C&max{maxlftfq\/ oA

n‘ OI 2.}, Moreover,



assume that A, (Bg”) > C5/EHE" and A, (B]”) >

C'& max{y/ 108 A2 (BUV) (It 14y
some large enough constant C'.

,q, for

Condition 4 can be viewed as an assumption on the condition

numbers for B?o) and ®;, t = 0,...,q. Note that the condition
numbers are allowed to go to infinity as n — oo.

4.1. Upper Bounds for the Generalization Errors

We first establish the estimation accuracy of subspace esti-

mation in Step 1 of Algorithm 1. For two orthonormal

matrices A € IRP1*P2 and B € RP1*P2, let sinf(A,B) :=

| Diag(sin(arccos(A1)), .. ., sin(arccos(A,)))|l2, where A; >
+ > Ap, np, are the singular values of AT B.

Lemma 1 (Subspace estimation for each mode). Suppose that
Conditions 1-4 hold. If p(log |O| + logn) < c¢;n with small
enough constant ¢, then forany 1 <t < g,

s1n9(V V) < 20 |e*(w; + logn)
t Vi — =

s 't =1t
ex n|€2_;|

with probability at least 1 — exp{—c;logn}. Moreover, with
probability at least 1 — exp{—c; log n},

20 [e*(p+logn)
0V, Vo)< — | ————
sin 0 (Vo, Vo) < . 20|

» To = T10-

Lemma 1 provides the convergence rate of V, for V,, t =
0,...,q under given conditions. For each 1 < t < g, we use
n|Q2_;| samples to estimate V;, loosely speaking. The condition
p(log|O| + logn) < cin guarantees that mingeo Amm(E(g)) is
bounded away from zero with high probability.

In the following theorem, we provide formal upper bounds
for our proposal. For t = 0,...,g,let Iy = (V,/V;)7IT;. Let
Cr = maxj</<q [Rtll2,00 V 1 and Cr = maxj<t<q [Rell2 V 1.
Let oy = [IMABE)1N2/Ar,(BI”) fort = 1,...,qand py =
ming <¢<q [[MolB(2—¢ or [ptD]ll2/ Arg (Mol B(At ot [p:D]). In
the simple case where A; = Q_4, py is the condition number for
the matrix M[B(2)] fort = 1,...,q and pp is the minimum
condition number for the matrix My[B(Q2—; o [pD], t =

I,...,q

Theorem 1 (Domain generalization bounds in tensor Frobenius
norm). Assume Conditions 1-4. Suppose that p(log|O| +

q pi+logn
log”) < C1hn, w¢ < Cl\/E|Q—t|> Zt:l A2 B(I‘o)
P’t(f »n

some small enough constant ¢j, and maxo<;<40r < C <
0o. Then for any fixed n < logn, with probability at least
1 — exp{—czlogn} — c3 exp{—can}

1
—BDlev Y

g€g

i \/ Cory + pt+cRn>rt

< ¢ for

1B(G) IX© @ - p©))2
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4 Cz—l | (P + U)ro
n
_g [Tl e+ 1
+ Cly [ = . .

Theorem 1 provides an upper bound for the estimation errors
in all the environments including the unseen ones. The general-
ization error is decomposed into three main sources. The first
component is the estimation error of I'; for t = 1,...,4. The
second component comes from the estimation of Fo, which is
the dimension reduction for the 0th mode and has no missing-
ness. The third term comes from the noise in the estimated core
tensor.

To further understand this result, if Cx < ¢; < o0, n <
ming<s<q pr A (]_[?:0 r1), and r; < ¢p; for some ¢; < 1, and,
then the upper bound in (15) can be rewritten as

i\/rt(pt—rt)+\/(p—ro)ro+ /HLon' 16)
P n n n

It is known that the degree of freedom for a tensor with rank
(ros 71, ..., 1q) is Z? oTt(pr — 1) + ]_[? o 7t- Loosely speaking,
the upper bound in (16) shows that the estimation error of
B(©G)is equivalent to estimating all the essential parameters with
the observed samples. From the perspective of tensor comple-
tion, Theorem 2 in Zhang (2019) considers the case that each
observed element in the tensor has one independent sample
and its upper bound involves the raw noises. The result (15)
is a probabilistic bound and it is more general because, in the
current case, each observed element in the tensor corresponds
to a regression model with 7€ < n independent samples.

In the following, we present a counterpart of Theorem 1
maxgeg 1892

Ar BV [ VTA

(15)

with respect to the max norm. Let p; =

maxgeg |89 |12

t= 1,.. o =
Arg(By )/V10I

.»qand p =

Theorem 2 (Domain generalization bounds in max norm).
Assume Conditions 1-4 hold. Assume that p(log |G| + logn) <

an, p < c14/nQ_4l, 2?21

ri+logn

ro+logn
2 (plio)
nAz (B)

<c
=l ]—]?:0 re+logn

1 and maxo<s<q p; < C, then with probability at

maxi<r<q /O’
least 1 — exp{—c; log n},

— Bl

~©) 1 ~©)
ma x®
gegX 1B 5 X% (B

<Z /a)t(C rt—i—logn)
/p+logn Cq\'/ro+log|gl+logn

The results in max norm (17) can be more useful in the
domain generalization setting. The three terms in the upper
bound also correspond to the three sources of errors as in
Theorem 1. The term log |G| appears in the upper bound as
we take maximum over all the groups in G. The quantities pj,

— ﬂ(g) |2 V max
8€g

(17)
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and p] are constants if B¢, ¢ € Q are independent sub-

Gaussian and [|® ], = ||,B(g/) |, for all g,¢’ € G. We see
that the rate in max norm can be slower than the rate in tensor
Frobenius norm divided by \/[]{_, p:. Especially, the last term
in (17) does not show the aggregation effects across multiple
groups. In noisy matrix completion setting, the optimal entry-
wise estimation rate has no aggregation effect either (Chen et al.
2019) and our tensor completion results can be understood
analogously. Nevertheless, the rate in (17) can still be faster than
the meta-learning method (Tripuraneni, Jin, and Jordan 2021)
if n > n®"),

4.2. Minimax Lower Bound

In this section, we provide minimax lower bound results for the
current problem. Let B(G) € RP*P1*"*Pa be the coefficient
tensor corresponding to a set of group G. We consider the
following parameter space

O(r,Cr) = {B(G) € RPP"*P1 ; rank(M[B(G)])
= rank(My[B(Q)]) <1, k=0,...,q,

max ||R¢[> < Cg, max p; < C} ,
1<t<q 0<t=q

where r = (g, ..., 74) and C is some large enough constant. We
present the minimax lower bound result below.

Theorem 3 (Minimax lower bound in tensor Frobenius norm).
Assume Conditions 2 and 3, py > 31, 4r, < ]_[t,# ry, > 2 for
t=0,...,q, and q is finite. There exists some positive constant
1 such that

inf sup

q
A —g— T
g (IIB(Q) — B, = arCy lz:,/lL
C n
B(©9) p(G)eo(r,Cr) —

+Clégil‘ / Z% + 616?371

Compared with the rate in (15) of Theorem 1, we see that the
proposed algorithm is minimax rate optimal in the parameter
space ©(r,Cr) when Cr = O(1) or Cg ]_[?=1 re = O(p). A
simple example in which Cx = O(1) is that R, = V; for
Vi€ Qpr, ={VERMW": VIV =11

To summarize, TensorDG enjoys both computational effi-
ciency and estimation accuracy if the low-rank tensor model
holds. However, our proposal could fail if Condition 2 is not
satisfied. In practice, Condition 2 can be diagnosed to some
extent. For instance, one can determine whether the rank of
M[B(A; or ©4)] equals the rank of M[B(A; o; [p¢])] based
on the information criterion or the eigen-ratio criterion (Han,
Chen, and Zhang 2022). If they are not equal, then Condition 2 is
violated. Such tests can answer the important question whether
the model is generalizable based on the observed data, which
concerns the reliability of a domain generalization method. In
contrast, there seems no direct way to verify the generalizability
of some other frameworks such as the invariant causal models.

> 1/4.

5. Extensions

In this section, we extend the main methodology to handle
transfer learning tasks. We present the extensions to high-
dimensional scenarios in Section E of the supplements.

TensorDG has demonstrated the capability to estimate 8¢
even if n® = 0 by leveraging the low-rank tensor structure. In
real-world scenarios, it is also common to have a limited number
of samples available from the target domain. Specifically, for
a given target domain g*, it often holds that 0 < n®") «
deo n®. In this situation, we would like to harness the n(®”)
samples from the target domain. Li, Cai, and Li (2022), Tian and
Feng (2022), and Li et al. (2023) have studied transfer learning
with sparsity-based similarity characterizations among many
others. Du et al. (2020), Tripuraneni, Jin, and Jordan (2021),
Chua, Lei, and Lee (2021), Duan and Wang (2023), Tian, Gu,
and Feng (2023) and other works consider transfer learning with
low-rank similarity assumptions on Mo[B(G)]. Ghosh et al.
(2020) and Kong et al. (2020) consider clustered multi-task
learning in the setting where different groups or sub-populations
may come from the same task, which can also be modeled using
the low-rank similarity assumptions on Mo[B(G)].

In transfer learning, avoiding negative transfer is a critical
concern. Negative transfer occurs when the assumed similarity
between the source and target tasks fails, which could lead to a
deterioration in the performance of transfer learning compared
to only using target data. To address this concern, we relax
(2) to account for an additional level of model heterogeneity.
Specifically, we assume

Y& = ) TBO 1 ¥ ic ], Vg e O\ (g*)
P = ENTYE 1), e n€),
y&) =g 4569, (18)
where {8® Jge© belongs to the tensor B(G) satisfying Condi-
tion 2 and 8¢7) ¢ Iiﬁp represents a unique direction of f ©",
The magnitude of §€”) also denotes the level of misspecification
of the low-rank tensor model. To estimate },(g*)) we use the

oracle Trans-Lasso (Li, Cai, and Li 2022) based on the TensorDG
estimate of 8.

Theorem 4 (Estimation and prediciton errors of TensorTL).
Assume the Conditions of Theorem 2 and model (18). For

Agr > co/logp/n'€”) with a large enough constant o, it holds
that with probability at least 1 —exp{—c; log p} —exp{—c; log n},

N * 1 * ~ (o *
177 =yl v ==X G~y

Vn®)

Cry + logn
< SR TS
S22
t=1
p+logn q [To+logn ||5(g*)||010gp
———— 4 Cpy/ .
+V |O|n + O n + n€")

In Theorem 4, we establish the convergence rate of Algo-
rithm 3. The first three terms in the right-hand-side is the upper

bound for the TensorDG estimate || ﬁ(g ) _ ﬂ(g*)H 5. The last
term comes from the estimation of the bias 8¢ ). Recall that
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Algorithm 3: TensorTL: Transfer learning based on Algorithm 1

Output: €.
Step 1: For a tuning parameter Ay« > 0, compute

N

. 1 * sy A (g%) *
S(g =argmln{m||y(g)—X(g)ﬂ(g —X(g)SII%—i-)»g*HSHl},

seRP
Nta ~E") @
Step 2: Output y(g ) = B™ +8° .
1.50 | - - - 150 —= - - 1.50 | = - -
w 1.25 Wi 1.25 W 1.25
(qV] N N
— — —
= =< =
S 1.00 S 1.00 S 1.00
5 S 5
2 g g
f0.75 = = == & 0.75 == = = 2075 == = ==
0.50 -+ - -~ 0.50 == == + 0.50 -+ -+ -
2 4 6 4 6 8 4 6 8
ry A 1€

L2 Maximin E3 OLS EJ TensorDG

Figure 2. Boxplots of the square-root of AL2E based on Maximin (dashed brown), OLS (solid blue), and TensorDG (bold solid magenta) in experiments (a), (b), and (c).

the single-task OLS estimator has a convergence rate of order
p/n(g*). Under the mild conditions that Cx = O(1) and ry +
logn + ||5(g*)||010gp < p, the TensorTL estimate ?(g*) has
a faster convergence rate than the OLS. This condition indeed
requires that the misspecified parameter 8@ s sparse, that
is, the misspecification level is relatively low. We can further
compare TensorTL with the methods based on the low-rank
similarity assumptions without tensor structures. For instance,
Tripuraneni, Jin, and Jordan (2021) considers 8€) = 0and
the convergence rate of their method is of order /pro/(n|O|) +
\/W using our notation. We see that when n®) <« n,

the TensorTL estimate can have faster rate of convergence for
8¢ =o.

6. Numerical Experiments

We evaluate the performance of our proposals in domain gener-
alization and transfer learning in comparison to some existing
methods.

6.1. Domain Generalization Performance

We first evaluate the dependence of domain generalization
errors on | A, |€2|, and r¢. For a generic estimator B(G),

define its Average £,-Error (AL2E) as ||B(G) — B(O)lle, /1G]

and its Average Domain Generalization Errors (ADGE) as
2©
ADGE = /Yy o 1B — B9 I3/10%.
We compare the performance of TensorDG, single-task OLS,

and Maximin estimator. It is known that sample splitting can
result in inefficient use of samples. We evaluate different versions

of sample splitting and find that the most effective version is
to all the samples in all the steps of Algorithm 1. To com-
pute single-task OLS, we generate n® samples for group g if
g ¢ O. In contrast, TensorDG and Maximin only use samples
in O.

The default setting in our simulation is n® = 300 for each
g€ 0,q9=2,(pop1,p2) = (80,10,15), r, = 4, r9 = 21, and
|A¢| = || = 6 for t = 1,2. In experiment (a), we consider
¢ € {2,4,6} and set other parameters as default. In experiment
(b), we consider |A¢| € {4,6,8} and set other parameters as
default. In experiment (c), we consider [2;| € {4, 6,8} and set
other parameters as default. The average ¢,-error of TensorDG,
single-task OLS, and Maximin estimator are given in Figure 2.
Each setting is replicated with 500 Monte Carlo experiments.
We see that the average estimation error of TensorDG increases
as r; increases and decreases as |A;| or |€2;| increases, which
aligns with our theoretical analysis. In Figure 3, we see that Ten-
sorDG has the smallest average domain generalization errors.
The single-task OLS has larger errors as it only uses n®) samples
from group g and its estimation accuracy is invariant to 7,
|A¢], and |€2¢]. The Maximin estimator has the largest domain
generalization errors in these settings. One reason is that the
success of Maximin requires that the parameters of test domains
fall in the simplex formed by the parameters of the training
domains. However, such assumptions may not be true in the
current setting.

6.2. Transfer Learning Performance

Next, we evaluate the performance of TensorTL for transfer
learning tasks. For comparison, we consider a modification
of Meta-LM-MoM proposed in Tripuraneni, Jin, and Jordan
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Figure 3. Boxplots of the square-root of ADGE based on Maximin (dashed brown), OLS (solid blue), and TensorDG (bold solid magenta) in experiments (a), (b), and (c).
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Figure 5. Boxplots of TLE based on Meta-LM* (dashed brown), Meta2-LM* (solid green), OLS (solid blue), and TensorTL (bold solid magenta) in experiments (a), (b), and (c)

with 1697 g = 3.

(2021), which estimates the linear subspace of M[B(G)] based
on Method-of-Moments (MoM). We modify the original Meta-
LM-MoM by changing the MoM step to our proposed Algo-
rithm 2 because we find that our proposal can significantly
improve the estimation accuracy over MoM. We call this transfer
learning method “Meta-LM*”. We also consider “Meta2-LM*”
which adds a bias-correction step to “Meta-LM*”. The detailed
implementation is given in Section G.1 in the supplementary
files. We consider same setting as in Section 6.1 except that
n® = 150 for g € OF. This setup is due to in transfer
learning settings, the data from the target domain is always very
limited. For y(g*) defined in (18), we consider ||8(g*) llo € {0,3},

respectively. If 8].(g*) # 0, we simulate 81.(‘?*) ~ N(0,0.25)
independently. We report the boxplot of its Transfer Learning

Error (TLE) || i)(g ) -y @), for allg* € O°forageneric estimate
of p &, l;(g*).

From Figure 4, we see that Meta-LM*, Meta2-LM?*, and Ten-
sorTL improve over single-task OLS when the low-rank tensor
model is correctly specified. Meta-LM* and Meta2-LM* have
slightly larger estimation errors than TensorTL in most settings.
This is because its accuracy relies on n&") which is relatively
small in these experiments. In contrast, the performance of
TensorTLis not limited by 16" when §©” = 0 by Theorem 4. In
Figure 5, we consider the case where the low-rank tensor model
is mis-specified. We see that Meta-LM* is worse than Meta2-
LM* and TensorTL. This demonstrates the effectiveness of the
bias-correction step in TensorTL.



7. Real Data Application

We apply the proposed methods to the Diabetes Health Indica-
tors Dataset, which contains the data collected from the Behav-
ioral Risk Factor Surveillance System, a health-related telephone
survey, collected by the U.S. Centers for Disease Control and
Prevention in 2015. This dataset has 70,692 samples and 22
covariates. The goal is to predict whether an individual has dia-
betes or not. The data is publicly available at https://www.kaggle.
com/datasets/alexteboul/diabetes-health-indicators-dataset.

We consider two-dimensional group indices g = (j, k), where
j = 1,...,12 denotes the age group of an individual and
k = 1,...,5 denotes the education level of an individual. The
original data has 13 age groups and 6 education levels. As the
lowest age group and the lowest education group contain few
observations, we combine the first and second age group and
combine the lowest two education levels. This formulation leads
to a multi-task classification problem with |G| = 12 x 5 = 60
and p = 19. We define O as the set of groups whose group size is
larger than 100. The missing patterns are displayed in Figure 6.

For each g € G \ O, we use a random half of the samples,

denoted as /\/t(,g), for training if necessary and the other half of

the samples M(f) as the test data. For the domain generaliza-
tion task, we compare the performance of single-task logistic

Education level

— — O o o o o (o] (e} (o] (o] o o o
T T T T T

2 4 6 8 10 12

Age group

Figure 6. Group structure in the diabetes prediction dataset. Red circles: groups
in the arm and body sets. Blue circles: groups in O but not used in the arm
and body sets. Black circles: groups not in O. Specifically, the body set is @ =
{6,7,8,9,10,11,12} x {3,4,5}. The arm sets are A7 = {3,4,5} and A =
{6,7,8,9,10,11,12}.
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regression, Maximin, and TensorDG. The single-task logistic
performs £;-penalized logistic regression based on samples in

./\/,(;g) for each g ¢ O. For Maximin and TensorDG, we replace
the least squares with £;-penalized logistic regression and they
are trained solely based on the samples in O. For the trans-
fer learning task, we compare the performance of single-task
logistic, Meta-Logistic, Meta2-Logistic, and TensorTL, where
Meta-Logistic and Meta2-Logistic are analogous to Meta-LM*
and Meta2-LMX, respectively, except that the linear regression is
replaced by ¢;-penalized logistic regression.

For each estimate b and group g, we evaluate the average
classification error over the domains g € G \ O based on the
test samples.

1
ACE(b.9) = — > y® — 1 x® > 05)].

te IG-/\/}(f)

The classification results are reported in Figure 7. We see
that TensorDG has significant improvement over Maximin for
domain generalization. It is also better than the benchmark
method, single-task logistic regression. TensorTL also improves
Meta-Logistic and Meta2-Logistic for transfer learning. We also
diagnose the low-rank assumption (Condition 2) in the supple-
ment (Section H) and the results show that the is no obvious
violation of the low-rank tensor assumption.

8. Discussion

We study domain generalization and transfer learning with
multi-dimensional group indices in linear models. Based on
a low-rank tensor model, we develop rate optimal methods
for domain generalization. The proposed framework can be
extended to deal with binary or categorical outcomes based on
other machine learning methods. As deep neural networks have
shown significant successes in practice, a direction of interest
is to extend the current model to deep neural nets where each
layer of neural networks across different domains forms a low-
rank tensor. The technical tools developed in this article can
potentially apply to these cases to facilitate developing domain
generalization in neural networks and other machine learning
methods with provable guarantees.

ACE with transfer learning

ST-Logistic Meta-Logistic Meta2-Logistic TensorTL

Method

Figure 7. Boxplots of ACEs for groups in O¢ in the domain generalization setting (left) and transfer learning setting (right) based on different methods for diabetes

prediction.



12 S.LI AND L. ZHANG

Supplementary Materials

Supplement to “Multi-dimensional domain generalization with low-rank
structures”. In the Supplementary Materials, we provide the proofs of theo-
rems and further results on simulations and data applications.
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