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Abstract. This study advances the integration of domain-specific large
language models (LLMs) for low-resource languages with applications for
question-answering (QA). Leveraging on recent LLMs trained to extract
events of political violence and conflict, we introduce ConfliBERT-Arabic
and ConfliBERT-Spanish, fine-tuned for extractive QA. Contributions
include tailored QA fine-tuning techniques for Arabic and Spanish, cura-
tion of five datasets, and a comprehensive performance analysis. These
new models provide language and domain-specific enhancements over
extant models trained on general corpora. Substantively, these tools allow
implementation of high-quality QA about conflict and violence in multi-
ple world regions in their native languages.

Keywords: Large language models · Natural language processing ·
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1 Introduction

The ConfliBERT family of domain-specific large language models (LLMs) are
trained on texts about political violence and armed conflict in English [10],
Arabic [1], and Spanish [18]. The Spanish and Arabic models have focused on
binary classification, named entity recognition (NER), and multi-label classifica-
tion tasks. This study presents an application about question-answering (QA),
and contributes to their growth for low-resource languages.

Researchers [11] have characterized three main types of QA: extractive, open-
generative, and closed-generative. Closed-generative and open-generative QA
both use the model to generate an answer. In contrast, extractive QA identi-
fies the answer to a question in a given context, without generating new text.
For instance, when using a news article about conflict in the Middle East, it can
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answer questions like which countries are involved or the number of casualties.
The output consists of the character indexes in the text that mark the beginning
and end of the answer. This is the kind of QA most relevant to the information
extraction tasks used in conflict research.

We introduce the ConfliBERT Arabic and Spanish LLMs, fine-tuned for
extractive QA for the political violence and conflict domain. Our goal is to ele-
vate their performance in this domain and foster research in QA for low-resource
languages. Our work delivers several contributions. First, we implemented fine-
tuning techniques tailored to the unique characteristics of Arabic and Spanish
for extractive QA. Second, we curated and prepared five datasets, three in Ara-
bic and two in Spanish, providing support for low-resource language processing
and expanding NLP accessibility in Spanish by translating the NewsQA dataset
from English. Finally, we conducted a comprehensive performance analysis on
extractive QA benchmarks, showcasing the enhancements our models offer when
compared to base models trained on general corpora.

2 Background and Challenges

BERT [6] opened a new era of NLP capabilities advancing specialized applica-
tions including domain-specific tools and improving performance on complex
tasks, such as QA. However, domain-specific and QA advances have mostly
evolved in parallel without generating integrated tools for domain-specific QA.

2.1 Domain-Specific Developments

Despite its contributions to NLP development, BERT is trained on generic cor-
pora that provide limited leverage for processing text in specialized fields that
use technical or specific language. Recognizing this limitation, researchers devel-
oped domain-specific adaptations of BERT based on corpora relevant to partic-
ular fields. In general, these domain-specific models show higher performance in
specialized tasks than the generic BERT [5,15].

In line with domain-specific advances, our research team developed ConfliB-
ERT [10], a BERT-like model specialized on political violence and armed conflict.
Results show that ConfliBERT produces much better results than alternative
models [8,10], thus reinforcing the trend of enhanced performance by domain-
specific models. Based on the initial ConfliBERT architecture in English, this
research team advanced multi-lingual extensions of ConfliBERT for Arabic [1]
and Spanish [18]. Despite the domain-specific and multi-lingual advances of the
ConfliBERT family of models, these tools have not yet been applied to QA.

2.2 Extractive QA Challenges

Extractive QA is widely acknowledged as a complex downstream task for BERT.
In this task, the model uses text related to a specific topic as the context, along
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with a corresponding question. The task is to extract pertinent information from
the text to provide an accurate response to the question.

To fine-tune extractive QA, BERT takes the question and context as input,
separated by the [SEP] token. The model’s output, to the right of the [SEP]
token, contains the tokens identified as the ‘answer.’ Through multiple iterations
and training epochs, BERT learns which tokens are relevant for QA.

A key challenge in extractive QA is the limited availability of question-
answering datasets, particularly for low-resource languages like Arabic and Span-
ish. We needed to search for suitable QA datasets, and then modify and process
them to fine-tune our models. Discused in detail below, our efforts resulted in
the creation of three datasets for Arabic and two for Spanish. These datasets
contain the QA pairs used to fine-tuning and test our domain-specific models.
We applied extractive QA to both Arabic and Spanish ConfliBERT, comparing
the results with their respective base models.

3 Dataset Preparation

For the extractive QA task, we developed scripts tailored to low-resource lan-
guages and constructed datasets for ConfliBERT in Arabic and Spanish. The
evaluation aimed to measure the effectiveness of our models in real-world appli-
cations within the fields of political science and conflict, so it was important to
use datasets in this domain.

3.1 Script Development

We developed all scripts from scratch using the HuggingFace library. Our scripts
facilitate the QA fine-tuning and evaluation for any language model using Trans-
formers. They have been optimized to handle Arabic and Spanish characteris-
tics, including lower-casing text, removing punctuation, articles, and extra white
space. In Arabic, we also removed diacritics like tashkeel and longation, which
are phonetic guides unnecessary for the QA task.

To boost the fine-tuning process, we use parallel processing across multiple
GPUs to batch multiple fine-tuning jobs by reading JSON arguments. We rely
on the National Center for Supercomputing Applications at the University of
Illinois with access to 64 CPUs, 248GB of RAM, and 4 A100 GPUs.

All datasets were split into training–used for fine-tuning–and validation–used
to assess the model’s performance. Both the training and validation sets had five
columns: ID a unique string for each question-answer pair; Title categorizes the
context; Question the question being asked; Context the context in text form;
and Answers comprising two keys “Answer Start” (a list of starting indexes for
the answers within the context) and “Text” (the raw answer text).

3.2 Spanish Datasets

We use two domain-specific QA datasets for Spanish: NewsQA and SQAC.
NewsQA [17] is an extractive QA dataset containing more than 100,000 QA
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pairs crowd-sourced from CNN articles, with a significant focus on political con-
flict and violence. The dataset is only available in English, so we translated to
Spanish using the Translate Align Retrieve (TAR) [4] method, a proven method
for translating extractive QA datasets such as SQUAD [14].

Prepossessing and Cleaning . We accessed the NewsQA data using code made
available on Github by Microsoft (github.com/Maluuba/newsqa). Then, we elim-
inated redundant rows and poor-quality QA pairs, and structured the data into
five essential components for our QA tasks: ID, title, context, question, and
answers. We stored the formatted data locally in the ‘datasetdict’ format, which
aligns with the extractive QA standards, ensuring consistency and compatibility
with other datasets such as SQuAD.

Translation. TAR first uses machine translation to render the question, answers,
and context in the target language (Spanish). The original TAR method trans-
lates entire contexts as a whole. However, the NewsQA CNN articles are signifi-
cantly larger than the contexts in SQuAD. Attempting to translate or align them
at their full size could introduce inaccuracies and noise. So, we used the NLTK
library to split the CNN articles into separate sentences. Then, we employed
opus-mt-en-es, an English-to-Spanish neural machine translation model for
parallel translations. This resulted in a list of translated sentences for each arti-
cle. The questions were translated directly, without sentence tokenization.

The second TAR step is word alignment. We used SimAlign, a novel BERT
multilingual approach that aligns source words to their corresponding target
words in a sentence. We used the ArgMax matching method, as it demonstrated
superior performance. By translating the CNN text sentence by sentence, we
ensured an equal number of English and Spanish sentences. This allowed us to
align only the sentence containing the answer, leading to improved runtime and
more efficient memory use. In cases where the answer spanned across multiple
sentences, we concatenated and aligned those sentences.

The final TAR step involves retrieving the text. After completing the align-
ment process, we replaced all English answer text with their corresponding trans-
lations in the Spanish text. For answers with empty spaces or gaps, we filled them
by highlighting the word with the lowest index next to the word with the high-
est index, effectively creating our translated answers. Next, we determined the
starting index of the answer relative to the translated context, which comprised
the concatenation of all sentences from the CNN story. Finally, we converted the
dataset back into the datasetdict format, ready for use.

The Spanish Question Answering Corpus (SQAC) [7] is an extractive QA
dataset in Spanish. It comprises 6,247 contexts and 18,817 questions, each with
1 to 5 corresponding answers, all sourced from texts originally written in Spanish.
These texts were drawn from encyclopedic articles in Spanish Wikipedia, news
articles from Wikinews and Newswire, and literary content from AnCora.

To create this dataset we adapted SQuAD v1.1 extractive QA with the help
of Native Spanish speakers. Given the dataset’s heavy news sources, it contains
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a substantial number of political QA pairs, providing a valuable resource for
evaluating our models in the political domain.

3.3 Arabic Evaluation Datasets

The XQUAD dataset (Cross-Lingual Question Answering Dataset) [2] was devel-
oped by Google Deepmind to assess cross-lingual extractive QA performance. It
includes 240 paragraphs and 1,190 QA pairs originally sourced from the SquAD
v1.1 dataset [14] and translated into multiple languages, including Arabic. For
our evaluation, we used XQUAD Arabic, which was prepared for extractive QA
tasks by the XTREME benchmark [9]. The Arabic XQUAD dataset contains
numerous questions on political topics and subjects.

The MLQA (MultiLingual Question Answering) dataset [12] was developed
by Facebook Research to assess cross-lingual QA performance. It includes over
5,000 QA pairs multiple languages, including Arabic. The data are in SQaAD
format, have been machine-translated from Wikipedia paragraphs, and have a
substantial number of political topics and questions.

The Arabic Reading Comprehension Dataset (ARCD) [13] comprises 1,395
crowd-sourced QA pairs using Arabic Wikipedia articles. The dataset categorizes
the answers into numerical answers, such as dates, and non-numerical answers,
such as verbs, nouns, or adjective phrases. In cases of noun phrases, they checked
for named entities and conducted manual verification. Additionally, the authors
manually labeled the dataset for synonyms, world knowledge, syntactic variation,
multiple-sentence reasoning, and ambiguity to facilitate question reasoning. We
split the dataset into train/test sets, with 702 questions drawn from 78 articles
in the test set. Many of these articles focus on political subjects and topics.

4 Experimental Setup

We fine-tuned eight models in Spanish and five in Arabic. For Spanish, the
ConfliBERT models were base-multilingual-cased, base-multilingual-uncased,
BETO-cased, and BETO-uncased. Each of these has a corresponding BERT
model. For Arabic, the fine-tuned ConfliBERT models were Arabic-v2-araBERT,
Arabic-v2-multilingual-uncased, and Arabic-v2-Scratch. The comparable base
models were BERT-base-araBERT and BERT-base-multilingual-uncased.

We assessed our model’s performance using two standard metrics: Exact
Match and F1 Score. For fine-tuning, we maintained consistency by using the
same hyperparameters across all models. These hyperparameters follow best
practices for fine-tuning BERT-based models, as outlined in the original BERT
paper [6]. We ran experiments over 5 epochs with 5 different seeds, using a
batch size of 8 and a learning rate of 5e-5, a maximum answer length of 100 and
a maximum context length of 384.
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5 Results and Analysis

The domain-specific ConfliBERT models consistently outperform more generic
BERT models for these extractive QA tasks. The QA datasets had questions
about political violence, wars, elections, protests, etc., and thus the ConfliBERT
models were able to make use of their domain-focused training.

5.1 ConfliBERT-Spanish QA

The results of the Spanish models fine-tuned for extractive QA are shown
in Table 1, with Table 1a, showing the average performance across the two
datasets. The ConfliBERT-Spanish model outperformed the comparable base
BERT model, and often by a substantial margin. The F1 Score for ConfliBERT
BETO-Uncased is nearly 7 points higher than its BERT counterpart. Overall,
the best model was the ConfliBERT BETO-Cased.

Table 1. Results for Spanish

Model Name (a) Extractive AQ (b) News QA (c) SQAC

F1 Score Exact Match F1 Score Exact Match F1 Score Exact Match

ConfliBERT Spanish Cased 70.14 48.00 62.76 33.04 77.51 62.88

Uncased 69.92 47.90 63.01 33.38 76.83 62.39

BETO-Cased 72.30 50.21 64.88 35.08 79.72 65.34

BETO-Uncased 72.15 50.16 65.53 35.19 78.77 65.12

BERT Cased 69.85 44.16 59.74 30.70 72.96 57.62

Uncased 66.61 43.98 60.19 30.06 73.02 57.89

BETO-Cased 71.20 48.85 63.39 33.64 79.00 64.06

BETO-Uncased 65.71 43.78 59.60 30.47 71.82 57.08

5.2 ConfliBERT-Arabic QA

Table 2 shows the results for the Arabic models, with Table 2a showing the aver-
age across datasets. Once again, the ConfliBERT models performed better than
their BERT counterparts in every case. For each of the three datasets and for
each metric, the best performing model was ConfliBERT AraBERT.

Table 2. Results for Arabic.

Model Name (a) Extractive QA (b) MLQA (c) XQUAD (d) ARCD

F1 Score Exact Match F1 Score Exact Match F1 Score Exact Match F1 Score Exact Match

ConfliBERT Arabic-v2 AraBERT 61.90 40.11 64.86 44.24 63.33 47.19 57.43 28.92

Uncased 60.76 37.79 64.11 43.47 62.21 46.10 55.95 23.79

BERT AraBERT 60.18 38.64 63.41 42.95 62.29 46.20 54.84 26.78

Uncased 58.35 35.50 62.16 41.00 60.55 44.54 52.33 20.94
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5.3 Evaluation of Answers

Here, we present examples of QA pairs used to assess our models. We conducted a
comparative analysis, comparing the results of the best-performing ConfliBERT-
Arabic models against the best-performing base BERT models. We also provide
a brief comparison with the responses generated by ChatGPT [16].

The initial set of questions focused on the context related to the former
president of Egypt, Hosni Mubarak. The first question posed in Arabic was Q1:
“When did Hosni Mubarak take over the reins of power in Egypt?” We supplied
the models with the context for Q1, and they generated responses based on this
information. The context and answer for Q1 in Arabic, along with its equivalent
translation in English, are provided in Fig. 1. The correct answer to Q1 is October
1981, with its position highlighted in the context.

Fig. 1. Q1 Context and Highlighted Answer

The ConfliBERT-Arabic model predicted the answer as “1981,” correctly
identifying the year but omitting the month. In contrast, base BERT incorrectly
predicted “Year 1950” as the answer, corresponding to the year when Hosni
Mubarak graduated from the Air Force College, as indicated in the context.

After introducing additional context, we prompted the models with a more
intricate question concerning Hosni Mubarak: “To whom did Hosni Mubarak
hand power after the 2011 protests?” The correct answer for Q2 is “to the
Supreme Council of the Armed Forces.” Fig. 2 provides the context, along with
the highlighted answer for Q2. The ConfliBERT-Arabic models accurately pre-
dicted the answers, providing the exact response. Conversely, the base BERT
model generated an incorrect answer, offering the date when Mubarak handed
over power as “11 2022 February.”
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Fig. 2. Q2 Context and Highlighted Answer.

Overall, ConfliBERT-Arabic extractive QA models consistently outper-
formed base BERT, providing accurate responses to most of the questions.
Notably, base BERT faced challenges, particularly with political questions. Also,
our ConfliBERT-Arabic demonstrated proficient handling and accurate represen-
tation of date formats and numbers in answers. In contrast, base BERT strug-
gled, presenting dates and numbers in incorrect orders and formats.

We also conducted a comparative analysis with ChatGPT. For instance, we
prompted ChatGPT with “Answer questions based on the following text:” and
then provided the same Q1 context in Arabic as shown in Fig. 1. We then asked
ChatGPT the same Q1 question, “When did Hosni Mubarak take over the reins
of power in Egypt?” It provided the answer in Arabic, and we then requested
it to be translated into English. ChatGPT provided a correct answer (October
14, 1981) but introduced inaccuracies by stating that Hosni Mubarak assumed
power after the resignation of President Mohamed Anwar Sadat. In reality, Sadat
did not resign, he was assassinated.

In our experiments with ChatGPT, particularly in the analysis of politi-
cal text, we observed a tendency to infer extra details not present in the text,
potentially leading to incorrect answers and biased responses based on ques-
tion wording. These issues highlight the importance of caution when relying on
models like ChatGPT for detailed and accurate analysis of political texts. In con-
trast, our domain-specific ConfliBERT models provide answers directly from the
provided text and context without introducing extraneous details or generating
nonsensical responses. This is an extremely important attribute for researchers
who want to use these models for information extraction tasks.

6 Conclusion and Future Work

We introduced extractive QA for ConfliBERT-Arabic and ConfliBERT-Spanish
models. This involved crafting an extractive QA methodology from the ground
up for the unique aspects of Arabic and Spanish. We curated extractive QA
datasets and undertook the translation of an English dataset to Spanish, con-
tributing to the needs of low-resource languages in NLP. Our evaluation com-
pared model performance against the base BERT models showing how our Ara-
bic and Spanish models excelled especially in the domains of politics and vio-
lence.
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Our future research develops more QA datasets for the political and con-
flict domains. We also plan to enhance our dataset translation methodologies
and introduce closed-generative QA. A significant challenge in extractive QA
for low-resource languages is the dearth of non-machine-translated datasets.
Crafting specialized datasets for Arabic and Spanish will prove instrumental to
advance the use of low-resource languages in NLP. Furthermore, refining trans-
lation techniques will extend linguistic resources for low-resource languages by
enabling the translation of existing QA datasets. Our future ConfliBERT tasks
aspire to create closed generative QA and expand into areas like summarization.

7 Ethical Considerations

The tools generated here provide NLP resources tailored for languages with low
resources to reduce bias in academia and the policy sector. This study relies
exclusively on secondary sources of information such as news reports and does
not engage with human subjects to gather information from primary sources. To
address concerns of biased ML inputs, it complies to select corpora and training
data [3]. Due to copyright protecting the original sources, we cannot share the
raw data.
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