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We investigate the symmetries of the so-called generalized extended Cantero-Moral-Velazquez (CMV)
matrices. It is well-documented that problems involving reflection symmetries of standard extended
CMV matrices can be subtle. We show how to deal with this in an elegant fashion by passing to the
class of generalized extended CMV matrices via explicit diagonal unitaries in the spirit of Cantero-
Griinbaum-Moral-Veldzquez. As an application of these ideas, we construct an explicit family of
almost-periodic CMV matrices, which we call the mosaic unitary almost-Mathieu operator, and prove
the occurrence of exact mobility edges. That is, we show the existence of energies that separate spectral
regions with absolutely continuous and pure point spectrum and exactly calculate them.

1 Introduction

Cantero-Moral-Velazquez (CMV) matrices, which arise in the study of orthogonal polynomials on the
unit circle (OPUC), play a fundamental role in the spectral theory of unitary operators, analogous to the
role played by Jacobi matrices and discrete Schrédinger operators in the theory of self-adjoint operators.
For background, we direct the reader to the monographs [73, 74] and references therein. CMV matrices
also play an important role in mathematical physics due to their connections with important models,
notably, with quantum walks in one spatial dimension. Quantum walks, which function as quantum-
mechanical analogs of classical random walks, are fundamental models in spectral theory and modern
mathematical physics. Due to the fast spreading rate of quantum walks compared to classical random
walks, they have shown promise in quantum algorithms [4, 6, 42, 67, 69, 70] and quantum computing [7,
47,63, 64, 77]. Additionally, they provide an excellent set of test cases to study discrete-time quantum
dynamics [1-3, 9, 43, 58] and model topological phases [8, 22, 25, 28, 29, 59, 66]. Quantum walks also
represent a rich collection of objects on which one can study the interplay between spectral theory and
discrete-time quantum dynamics [26, 31].

There is a mismatch between the two classes of objects that played a role in the work [27] and that
we want to make explicit here. In the self-adjoint setting, the physical objects (discrete Schrodinger
operators) comprise a subset of the collection of natural inverse spectral objects (Jacobi matrices); that
is to say, every discrete Schrodinger operator is a Jacobi matrix. However, in the unitary setting, the
situation is reversed: the inverse spectral objects (CMV matrices) comprise a subset of the physical
objects (quantum walks). More precisely, a quantum walk has the form of a CMV matrix as long as
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the quantum coins have unit determinant and real and positive diagonal entries, which is not always a
natural condition to impose on the associated physical system. In the present manuscript, we identify a
split-step quantum walk with an operator having the general appearance of an extended CMV matrix with
complexified p’s; we called these generalized extended CMV matrices (GECMV matrices) in [27] (see also
[21]). This additional freedom within the family of GECMV matrices is important; for example, itis what
allowed the authors of [27] to make room for important techniques from the quasi-periodic theory
including coupling constants, the Herman estimate, Aubry duality, and more. Also, it allowed for the
introduction of randomly chosen phases in [21] and the discussion of the density of states [56], fractional
moment estimates [57], and Anderson and dynamical localization in [44] and [45], respectively.

This mismatch between the physical and spectral objects has serious consequences: while the
spectral theory of extended CMV matrices is well-developed [73, 74] with many useful tools such as
subordinacy theory, Kotani theory, Avila’s global theory, and others, less is known about the spectral
theory of GECMV matrices and quantum walks. Some of these issues were dealt with by the authors of
[27] in an ad-hoc manner. Thus, we seek to introduce suitable tools to establish the spectral theory of
GECMV matrices in a more systematic way, which is one motivation of our paper.

Building on ideas of Cantero-Griinbaum-Moral-Velazquez [23], we close this gap by showing that
any GECMV matrix can be transformed to a standard CMV matrix by a diagonal gauge. Moreover,
there is a crucial point here: in the case of coins with unit determinant, we show that one can do this
without altering the Verblunsky coefficients. The ability to fix Verblunsky coefficients and vary other
parameters within a family of GECMV matrices is important from the dynamical systems perspective,
since, if the Verblunsky coefficients are dynamically defined over suitable base dynamics (e.g., a torus
translation), then we can produce isospectral GECMV matrices that also fiber over the same base
dynamics.

Let us explain one way that we get some additional mileage out of the variation of the phases, beyond
just showing that generalized CMV matrices are equivalent to “standard” CMV matrices. A technique
that often plays a crucial role in the study of discrete Schrédinger operators is the presence and use
of suitable reflection symmetries. These symmetries are well-documented and manifest in a variety
of ways, such as the symplectic symmetry of the associated transfer matrix cocycle. Indeed, these
symmetries play a key role in, for instance, the study of localization with fixed frequency [48-50]. On the
other hand, it is known that techniques centering on reflection symmetries of CMV matrices are more
delicate, which makes it difficult, if not impossible, to study the mentioned localization phenomena
strictly in this class of operators. However, in the class of GECMV matrices, one can work directly with
operators having purely imaginary p-values, which enjoy a particularly simple reflection symmetry. This
observation and its application to models of interest seems to be new, as well, and holds promise for
studying other aspects of quasi-periodic CMV matrices. Thus, we use the gauge freedom to pass to a
GECMV matrix, reveal the hidden symmetry, and then use the gauge freedom again to deduce associated
spectral consequences for the initial operator.

Another motivation comes from two important topics in spectral theory: mobility edges and
localization with fixed frequency. One of the most notable phenomena in spectral theory is the spectral
phase transition between absolutely continuous and pure point spectral types as one varies a parameter
within a given system. A significant instance of this phase transition occurs when several spectral
types coexist simultaneously for the same operator, that is, the phase transition happens in the energy.
On account of the RAGE theorem, the quantum dynamics in the pure point part of the spectrum is
localized whereas the dynamics in the absolutely continuous part of the spectrum exhibits transport in
a suitable sense [5, 38, 68]. Thus, one refers to an energy separating pure point and absolutely continuous
spectral regimes as a mobility edge. Proving the existence of a mobility edge for multidimensional random
operators remains a serious open problem in spectral theory and mathematical physics (compare [72]).
One of the most important families in which spectral phase transitions have been observed is the almost-
Mathieu operator

(Hyapo W =um+1) +um—1) + V(e + 0)u®),

where V(x) = 2rcos2nx for x € T := R/Z. The almost-Mathieu operator is known to exhibit phase
transitions as the relevant parameters (coupling constant, frequency, and phase) are varied [10, 14-16,
48-50]. Furthermore, the mosaic almost-Mathieu operator and the “generalized” André-Aubry model
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display exact mobility edges [79]. Spectral phase transitions have been observed lately also in the unitary
almost-Mathieu operator (UAMO) [27], which is defined as the GECMV matrix with Verblunsky coefficients

o1 = Ap SINQ2r (N® + 0)), ooy = )»/1,

pam—1 = A2 COS(2T(N® + 6)) — 1A}, Pon = A1,

where 4; € [0,1] and A/ = /1 —?. However, it is unknown whether there exist GECMV matrices and
extended CMV matrices, which have exact mobility edges.

Specifically, to establish the presence of mobility edges for extended CMV matrices, the key issue is
to obtain Anderson localization for fixed frequency, since establishing the presence of purely absolutely
continuous spectrum is well-developed for quasi-periodic extended CMV matrices [62]. We should point
out that in the Schrodinger case, Anderson localization for fixed frequency is quite an important issue
in establishing the Ten Martini Problem [13], the universal hierarchical structure of eigenfunctions
[50], and the sharp arithmetic phase transition [51]. In the quasi-periodic extended CMV setting and in
the positive Lyapunov exponent regime, Anderson localization with fixed phase is given by Damanik-
Wang [78] (in the same spirit as in Bourgain-Goldstein [19]). However, it is still a major challenge to
establish Anderson localization for fixed Diophantine frequency for general almost-periodic extended
CMV matrices (See, however, [82] for a result in the case of specific generalized extended CMV.). Our—
>main results give a profitable step forward and a new set of tools in this regard.

In this manuscript, we construct a family of GECMV matrices that is derived from a quantum walk
with quasi-periodic coins that are periodically inserted into an otherwise fully transmitting medium.
Using the ideas discussed above, we prove an exact mobility edge resultin the case in which every other
coin is generated by the quasi-periodic sequence, which we call the mosaic UAMO (see Section 2 for
detailed definitions and Section 3 for the physical background). The idea of potentials taking different
values at even and odd sites as in the mosaic UAMO has a natural physical background. For example,
it appeared in the study of the classical Su-Schrieffer-Heeger (SSH) model [46] and driven conformal
field theory [81]. Recently, the quasi-periodic mosaic model [79, 80] has been experimentally realized to
detect exact mobility edges [40].

The remainder of the paper is structured as follows: in the next section, we introduce the model(s)
we consider, that is, the GECMV matrices and the mosaic UAMO as a special case thereof, and state
our main results. Section 3 provides the physical background on the mosaic UAMO model. In Section 4,
we prove the main structural result relating different GECMV matrices and discuss their symmetries.
In Section 5, we classify the cocycles corresponding to the mosaic UAMO and calculate its Lyapunov
exponent. In Sections 6 and 7, we prove the exact mobility edges for the mosaic UAMO by showing
that the spectral type is pure point and absolutely continuous in the super- and subcritical regime,
respectively.

2 Model and Results
2.1 Generalized extended CMV matrices

Consider the Hilbert space H := ¢*(Z) with the standard basis {8, : n € Z}. On H, we consider
generalized extended CMV matrices £ = E(a, p) defined by € = LM, where £ = @, O(am, p2n) and
M =@, ; ©@oni1, pans1) are specified by

O, p) = [“ P } (2.1)
o

with Verblunsky pairs

(@,p) €S®={(z1,2) €D : |21 + 122 = 1. (2.2)
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In the definitions of £ and M, we note that ©(«;, p) acts on the subspace ¢2({j,j + 1}). In the standard
basis {8, : n € Z} of £2(Z), such a GECMV matrix takes the form

= PoP—1  —Po_1 —U ¢y —P1
Qpy  —Ox0y U3y P3Py
P2P1  —Pady O3y  —P30y

I o 0

where we boxed the (0,0) matrix element of £.

“Generalized” here means that the p’s are allowed to take complex values inside the closed unit disk
D, in contrast to standard extended CMV matrices as defined in [24], where the p's merely take real values
in (0, 1]. Let us mention that this complexification of extended CMV matrices was originally motivated
by physical models [18, 21]. Moreover, this class of operators is motivated by the study of split-step
quantum walks whose quantum coins have determinant one; indeed, if one takes such a split step
walk and writes down the matrix with respect to the ordered basis

. 820,80,85,87, ...,

then the associated matrix is exactly a GECMV matrix with suitable («, p); see Section 3. As discussed in
the introduction, this generalization turned out to be essential to the work [27] since the complexifica-
tion of the p parameters (which was motivated by the choice of magnetic translations for an associated
2D model) was absolutely crucial to make room for the magic of duality, the Herman estimate, and
other techniques.

To study the spectral properties of £, one naturally considers the generalized eigenvalue equation
Eu = zu for z € C. Solutions to this equation satisfy the iterative relation

Uony1 Uon—1
=Ap; , newz,
Uon Uon-2
where the transfer matrices A, , are given by

Any = (2.4)

P2n02n-1 —pPanlon—1 — Panlon—2Z P2nP2n—2Z

1 |:Z_1 + aonlon-1 + Qon—10on—2 + @on@on—2Z  —Pop_oon-1 — 02n—2012n2:|
forn € Z and z € C\ {0}. This follows from direct calculations, which are carried out in detail in [27,
Section 4].

We will relate isospectral families of GECMV matrices at two levels: first, we show that any two
GECMV matrices with the same «’s are unitarily equivalent via a diagonal unitary. Thus, the spectral
type and properties of solutions to the eigenvalue equation are independent of the phase of the p’s.
Second, later in the paper, we show how to relate the transfer matrix cocycle as in (2.4) to the the Szegb
[73] cocycle. These are also related to the Gesztesy-Zinchenko [41] cocycle via an identity elucidated in
[36], but we will not need that connection here. We give precise definitions of these objects later. We
anticipate that these ideas and connections will be useful in other contexts.

Theorem 2.1. Any two GECMV matrices with the same «’s are unitarily equivalent, and thus
isospectral. More precisely, given a set of Verblunsky coefficients {o, : n € Z} € D, let p, =
V1 — |an|2. Then, for any two sequences {&,}n, {¢nln C 8D, the GECMVs £% and £¢ associated to
coefficient sequences {ay, &npn} and {an, Znoen}, respectively, are gauge equivalent, that is, there
exists a diagonal unitary matrix D so that £ = D*ED.
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Remark 2.2. Verblunsky’s Theorem (also called Favard’s Theorem on the circle, compare, [73,
Section 1.1]) sets up a one-to-one correspondence u < {oy}5, between non-trivial probability
measures on the unit circle 9D and X:O]D). This correspondence does not care about the values

of pp's. Theorem 2.1 shows the isospectral nature of GECMVs associated to the phased p,’s.

This immediately implies that every GECMV matrix can be turned into a standard extended CMV
matrix. This requires transforming the p’s to nonnegative real numbers, which can be achieved via a
diagonal gauge transformation, and thus generalizes the technique in [23, Sect. 7]:

Corollary 2.3. Every GECMV matrix is gauge-equivalent to a standard extended CMV matrix. More
precisely, for any GECMV matrix £ determined by Verblunsky pairs (ax, pr)rez, there is a diagonal
unitary operator D such that D*£D is a standard extended CMV matrix with Verblunsky pairs
(o, 1ok Dkez-

Remark 2.4. The matrix form of £ given in (2.3) and the condition (2.2) are essential for the the
ability to choose the diagonal conjugation in such a way that the ’s remain fixed. As discussed
above, this corresponds to split-step walks with unimodular coins. In the more general setting,
one is led to operators such that ||? + |p|? € D; see Appendix A for details. Here, one has to
be slightly more careful, but the basic idea still works; compare [31]. As a word of warning,
however, it is sometimes not possible to choose the gauge in such a manner as to fix the «’s
in this general setting, and in particular, the base dynamics may no longer be gauge invariant
within the class of isospectral GECMV. For instance, the CMV matrix corresponding to the
quasi-periodic quantum walk in [31] is not quasi-periodic anymore; instead, its Verblunsky
coefficients are generated by the skew-shift.

As discussed above, one of the pleasant outcomes of this approach is that it enables us to deal with
reflection symmetries in a useful way. See Section 4.2 for detailed statements, and note that the desired
reflection symmetry for the p terms is given by (4.9), which forces one to consider p values outside of
[0, 1]. We anticipate that this perspective will lead to useful results in other contexts.

2.2 Almost-periodic GECMV matrices

Our work is motivated by the study of certain almost-periodic (but not quasi-periodic) quantum walks,
which lead to the following GECMV matrices. We will explain the origin of this model in Section 3. We
here consider a model where all even Verblunsky pairs are constant, every s-th odd one is given by a
quasi-periodic function, and all others are “trivial” from a dynamical perspective. Concretely, let6, ® € T,
and A1, A2 € [0, 1], and consider

(A2 sin 27 (0 + nd), 1, cos 27 (0 +nd) —iry), n € sZ,
(oon-1, pon-1) = i
(0, —1), n € Z\sZ,

(@2n, pon) = ()‘/p A1), nez, (245)

where ! =,/1— 22 i=1,2.The cases = 1 corresponds to the unitary almost-Mathieu operator (JAMO) and
was studied extensively in [27]. For reasons that will become clear later, we will call GECMV matrices
with coefficients as in (2.8) the mosaic UAMO (see Section 3) and denote them by E¢ 3,4, 5(0) or £(6) for
short when all parameters are fixed.

By a well-known argument using minimality of § + 6 + ® on T := R/Z and strong operator
approximation, there is a fixed set %, ;, s such that (compare [74, Theorems 10.9.13 and 10.9.14] for
a discussion in the case of standard (half-line) CMV matrices and [33, Theorem 4.9.1] for a proof in the
case of discrete Schrodinger operators)

(& p005) = Tiaes YO €T
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For physical reasons given in [27, Section 3], we call 1,1, € [0, 1] “coupling constants”, ® € T the
“frequency”, and ¢ € T the “phase”. The arithmetic properties of ® play a crucial role in determining
spectral properties of the underlying operator. We call ® Diophantine if there exist « > 0,7 > 1 such that

In®|r = infn® —p| > —— VYn#£0. (2.6)
pez [n|*

In this case, we write ® € DC(x, t). Moreover, we shall denote the set of all Diophantine frequencies by

DC= |J DCk,1). 2.7)

k=>0,t>1

We are mostly interested in the simplest non-trivial case s = 2 for which (2.5) reduces to

Qun—1 = Ay SIN 27 (6 + 2nP), Qa1 =0, Oun = Qangy =AY,

Pan—1 = Ay COS 27 (0 + 2n®) — iA, Pans1 = —1, O4n = Pany2 = A1. (2.8)
In order to compactly refer to arcs on the circle dD, we write ({1, {) to denote the open arc of D from
{1 to ¢ in the positive (counterclockwise) direction. The following establishes the presence of exact
mobility edges for the mosaic UAMO and is one of the main results of this paper:

Theorem 2.5. Fix ® € DC and A1, A2 € (0, 1), satisfying

)ﬁ - 2A
I

(2.9)

Foreach 6 € T, define o = a() and p = p() by (2.8) and consider the associated GECMV matrix
E) = E(a(9), p(0)) asin (2.3). Choose ty € (0,7/2) such that

2
Athy

cos(to) = 7o
1

(2.10)

Then, for any & = {&, : n € Z} C 9D,

(a) & (0) has purely absolutely continuous spectrum in

Loe = (eitO, oltr—10) (ei(n+to)’ ei(er—to))

for every 6 € T.
(b) £%(0) exhibits Anderson localization in

Ipp — (e*itoy eitO) U (ei(n—to), ei(n+to))

for every 6 that is non-resonant with respect to @ (in particular, for a.e. 6).

Remark 2.6.

(1) To the best of our knowledge, this gives the first explicit example of almost-periodic (GE)CMV
matrices/quantum walks enjoying an exact mobility edge. Part (b) is of particular interest. Recalling
Corollary 2.3, this gives the first family of almost-periodic extended CMV matrices that has
Anderson localization for fixed frequency.

(2) The condition on the coupling constant A1 and A, in the statement of the theorem ensures that
there is a genuine mobility edge, that is, that t, is well-defined.

(3) The reader may consult Figure 2 for an illustration of the different spectral regions for varying
coupling constants, and Figure 1 for numerical simulation thereof.
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Fig. 1. Mobility edges for the mosaic UAMO for & = (+/5 — 1)/2. In the upper row, we vary 1; while keeping fixed to
X €{1/3,1/2,2/3}, whereas in the bottom row we vary A, and fix A1 € {1/3,1/2,2/3}. The dashed red lines
correspond to +m/2 cos(tp) with to given in (5.29). The coloring encodes the so-called fractal dimensionI’(m), which
measures how spread out a generalized eigenfunction is. As a rule of thumb, the more localized the generalized
eigenfunctions are at z, the smaller its fractal dimension. It is helpful to consider the limiting cases: if z is a proper
eigenvalue, then I'(z) = 0. On the other hand, if z gives a plane wave solution whose mass is equally distributed on
all sites, then I'(z) = 1. For more background on the fractal dimension, see for example, [17, 76].

M =06 A =07 A =08
— > N
A2 =0.6
3 — ~
e — >
Ao =07
() o ~~
o — )
A2 =0.8
) - >

Fig. 2. “Phase diagram” of the mosaic UAMO with the mobility edges determined in Theorem 2.5 plotted for
various A1, A2 € {0.6,0.7,0.8}. The blue arcs contain the absolutely continuous spectrum, and the yellow arcs
contain the pure point spectrum.

(4) We compute exactly the Lyapunov exponent on the spectrum (see Theorem 5.2 for a detailed
statement) and show that the eigenfunctions decay at the Lyapunov rate (see Theorem 6.17)

3 Physical Motivation: The Mosaic UAMO

Let us describe the physical model that motivates both our study of GECMV matrices and of mobility
edges for the mosaic UAMO, that is, one-dimensional quantum walks of split-step type. These systems
are specified by a generalized shift and a coin sequence, which for the mosaic UAMO alternates
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between a quasi-periodic coin and s — 1 perfectly transmitting coins. The generalized shift as well
as the quasi-periodic coin sequences are derived from the unitary almost-Mathieu operator (UAMO) [27],
which describes the discrete time evolution of a particle on two-dimensional lattice with perpendicular
magnetic field [26, 30].

Let s = ¢%(Z) ® C%. On this Hilbert space, we consider a split-step quantum walk W : 5 — 2 that is
given as a product of a conditional shift operator that additionally depends on a coupling constant and a
coin operator. To define these operators, let us write the standard basis of .# as

& =6 ®e, NeZsce{+, -}, (3.1)

where {8, : n € Z} is the standard basis of ¢%(Z) and {e; = (1,0)7, e_ = (0,1)"} is the standard basis of
C?. With respect to this basis, we denote the coordinates of an element y € J as ¥ = (55, ¥), so that
V=2 e Vi 8T Y8y

The conditional shift operator with coupling constant A € [0, 1] is specified by its action on basis
elements as

Si8E =85, £ NST, N =v1-22

and a coin operator Q that acts coordinatewise via a sequence of local unitary coins

Q= D leuec), nez
@' a4

that is, [Q¢]n = Qnym, Where ¥ = [y,7, ¥y ]". With these definitions, the split-step walk operator W is
given by

W =5,Q. (3.2)
Identifying ¢?(Z) ® C? with ¢2(Z) by ordering the basis in (3.1) as
L 87,,88,85,8F,87,85 ..., (3.3)

we may identify the split-step walk W defined in (3.2) with the GECMV matrix £ with Verblunsky
parameters by setting

Q= ["2“ _"‘2”1], (a2n, pn) == (M, ). (3.4)

Aon-1 P2n-1

Using this connection, the authors of [27] introduced a new coupling constant in the definition of
quasi-periodic coin sequences to create room for the magic of André-Aubry duality. More specifically,
in [27], the local coins Q, are generated in a dynamical way as

(3.5)

Q= Qnsog = [xz CoS2m (6 +nd)) +ir,  —iy SN2 (@O 4+ nd)) } ,

Ao SIN 27 (0 + nd) Xy €OS 27 (6 + nd) — A,

where &, € [0,1], 2, = \/1—23, ® € T := R/Z is the frequency and 6 e T is the phase. The constant
appearing in the shift in (3.2) will be denoted as A, and the shift operator will accordingly be denoted
by S;,. The resulting quantum walk W;, ;, ¢ Was dubbed the unitary almost-Mathieu oparator (UVAMO) in
[27] due to the close parallels between this model and the almost-Mathieu operator (AMO).
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Fig. 3. The mosaic UAMO for s = 2. The arrows indicate the action of S, where for the sake of clarity the
parameters are displayed only at a single lattice site. In the red cells, the respective non-trivial Q, is acting, while
in the grayed out cells the trivial coin with A, = O acts.

In the same spirit, plugging the Verblunsky coefficients from (2.8) into (3.4) identifies the GECMV
matrix £(9) defined in (2.8) as a mosaic model derived from the UAMO with local coins determined by

Ao COSQ2r (D + 6)) + iA) —Xy SinQRr(nd + 0)) oSz
€
Ap SINQ2r (N® + 9)) Ay cosr(n® + 6)) — i)
Q= (3.6)
1 0
nez\sz.
0 -

Here, s > 1is a fixed integer that determines the “step size™: every s-th coin is the same as in the UAMO,
and all others are replaced by perfectly transmitting coins. More precisely, we set A, = 0 at lattice sites
n¢sZ={sm:meZ}.

The resulting walk W = S,, Q with coin operator Q = Q;, ¢,s corresponding to the sequence of local
coins defined in (3.6) will be denoted W, ;, o0,s- This model can be thought of as a unitary analogue of
the almost-periodic mosaic model studied in [79, 80], that is, the discrete Schrédinger operator Hy ¢
with onsite potential

V. = 2).cos2r(n® +0)), nesz
" 0, nez\sz.

In view of the connection between the AMO and the UAMO, we thus call W;, 5, o0 the mosaic unitary
almost-Mathieu operator, or the mosaic UAMO for short.

In contrast to the UAMO, the coin sequence for the mosaic UAMO is almost-periodic, but no longer
quasi-periodic. However, we can still recover quasi-periodicity in the study of the eigenvalue equation
by passing to steps of length s, an idea that has been fruitfully applied in several similar models, see,
for example, [34, 79].

Remark 3.1. Let us make a few comments.

(1) With the single coupling constant of the AMO being replaced by two independent coupling
constants for the UAMO, one might be tempted to consider another mosaic model by setting Ay = 1
at every s-th site. However, as noted in [27, Remark 2.1(c)] the quantity that most closely parallels
the coupling constant of the AMO is

r(1+217)
Ao =Ao(A1,A) == ————.
0 = Ao(r1,42) AT A
In view of this, the only way to make A vanish within the admitted parameter ranges 11, A2 € [0, 1]
is to set A, = 0, which motivates the definition of the mosaic model that we use here.
(2) Setting s = 11in (3.6) one recovers exactly the UAMO from [27].

Theorem 2.5 thus shows that the mosaic UAMO exhibits an explicit mobility edge for suitable
choices of the parameters. As said before, this gives a new type of phase transition in the world of
one-dimensional quasi-periodic quantum walk operators: a phase transition in the spectral parameter.
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4 Generalized Extended CMV Matrices
4.1 Gauge transformation

We first prove that the phases of the p’s that define a GECMV matrix can be freely changed via a diagonal
gauge transformation:

Proof of Theorem 2.1. First, note that to prove the statement it is sufficient to show that any GECMV
matrix £ with Verblunsky coefficients «, can be transformed by a diagonal unitary into a “reference”
GECMV matrix & with the same o’s. This readily implies the statement by combining two such steps:
if £ and £ are two such GECMV matrices with D;£D; = & and DiE*D, = &, respectively, then
& = D;D;£%D,D;. A particularly natural choice for & turns out to be the standard extended CMV
matrix with Verblunksy coefficients o, and p, = /1 — |an|2.

Let £5 be a GECMV matrix as in (2.3) that is specified by the Verblunsky coefficients o, and &,p,. We
show that £¢ is unitarily equivalent to & via a diagonal unitary operator. Fix dy, d_; € dD and define the
entries of D recursively by

d2n+2 = 52;11152}1(1211, d2n+1 = %‘2;[1,152;11(1214—} (4-1)

We then define the new Verblunsky coefficients

_ d .
ay = %571%, Pr = pr, (4.2)

and denote by £ the extended CMV matrix corresponding to & and 4. To conclude, we will demonstrate

& =D*EED. (4.3)
From the recursion relation (4.1), we get
don &1 do don do
= —, =&mb1—.
don—1  Eon-1d_q dony1 d_q
We then calculate that for all integers n,
dondons2 (Eant1pon+1) Eanpon) = Pons102n = Pans1Pon, (4.4)
Aons1don—1Ean—102n-1) (E2np2n) = P2n—1P2n = Pon—102n (4.5)
Aongodons1 Eons1Pme1)on = Pons18on (4.6)
dondons1 Eonpan)eton—1 = Pondion—1. (4.7)

This suffices to prove (4.3).
The statement of the theorem follows from (4.2) by noting that we may choose dy and d_; so that
do§,1/d,1 =1, which ylelds &= D*&yD. ]

4.2 Reflection symmetries

Consider the GECMV matrix in (2.3) with Verblunsky pairs (¢, pj). For k € Z, let Ry be the unitary
involution on ¢2(Z) that reflects through the center ¢ = k + 1, thatis, R : 80 +> 8_n42e41. In particular,
Rk @ 8on-1 +> 8a(—ntky and Ry @ 8on > 83_nyky+1. Notice that R, maps €2({—n,...,n + 2c}) to itself.

Definition 4.1 (Reflection). We call £7 := Ry&R; the reflection of £ with center ¢ = k + 1/2. One
can check that £# is obtained from £ by exchanging the positions of the elements that are
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symmetric with respect to the center of the square

— R Qlk—1 | p+1Pk
—PkOlk—1 | —Ok 10

when k is even, and

— 001 | Qp—1Pk
—PrOk4+1 | —Op 10k
when k is odd.

Remark 4.2.

1) We restrict ourselves to centers from 3 + Z. This is mostly for convenience so that the reflected
GECMV matrix is again a GECMV matrix. If one reflects through an integer center, the reflected
matrix is the transpose of a GECMV matrix.

2) In the quantum walks language of Section 3, if k is even, the center of reflection lies “between” the
cells at k and k + 1, whereas if k is odd, the center of reflection lies “within” the cell at k.

A direct consequence of this definition is that £ and £% have the same spectrum with similar
statements for suitable finite cutoffs. In particular, for the finite restriction (or “cutoff” GECMV matrix
[75]) €l{=nn+2, one has for the reflection £% with center c that

det(zi¥ — gl[?n,nJch]) = det(zi¥ — Eli=nntad)- (4.8)

Let us see how one can take advantage of some of these ideas in the setting of GECMV matrices
generated by sampling functions with suitable symmetries. Concretely, assume that {£@)}er =
{E((8), p(0)}per 1s a family of GECMV matrices that depends on the variable § € T, and let us furthermore
assume that the coefficients possess the following reflection property with respect to the reflection
center c:

@_n2c(0) = onyoc(=0),  p-n+2c(0) = —pnioc(—0). (4-9)

Then, the corresponding GECMV matrix £(6) satisfies £%(9) = S720+D£(—0)S2*+D where S : 8, — 8141
denotes the bilateral shift on ¢?(Z). That is, reflecting with center ¢ = k+1/2 is equivalent to shifting by
2(k+ 1) up to a sign-change of .

This yields the following result:

Proposition 4.3. Let £(9) be a GECMV matrix with Verblunsky coefficients satisfying (4.9) for c =
—1/2. Then det(zl¥ — £(0)|[—nn—1)) is an even function of € T.

Proof. As a consequence of the reflection pairs above, (4.8) and (4.9) we have
det(z¥ — EO)l[-nn-1)) = det(@¥ — E7 O)|[nn-1)(0) = det@ — E(—0)|[_nn-1)). (4.10)

We shall apply this result in Section 6 to prove localization of the mosaic UAMO in the supercritical
regime. We remark that when applied to the UAMO from [27], Proposition 4.3 provides an alternate proof
for [82, Lemma 4.2].
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5 Cocycle Dynamics and Lyapunov Exponents

A crucial ingredient in the study of the properties of a GECMV matrix is the classification of cocycle
behavior via Avila’s global theory of one-frequency analytic cocycles [12]. We first review this theory
and then show the equivalence between transfer matrix cocycles as defined in (2.4) and Szegd cocycles.
This will provide the necessary tools to calculate the Lyapunov exponent on the spectrum.

5.1 Review of Avila’s global theory
Given @ irrational and M : T — M(2, C) continuous, consider the skew product

(@,M):TxC> - TxC?  (0,0) > (6 +® M@B)V). (5.1)

The iterates of this quasi-periodic cocycle are given by (&, M)" = (n®, M") where forn e N

0
MY©) =M™ @) = [] M@ +jo).
j=n—-1

The Lyapunov exponent of the cocycle (®, M) is defined by
.1 o
L(®,M) = lim = /log IM™® 9)]/d6.
n—oon Jp

If M is analytic with an analytic extension to a strip Ts := {# + i€ : || < 8}, for |e| < § we may consider the
complexified cocycle M(- +1€) : 0 — M(6 +ie) and define L(®, M, €) as the Lyapunov exponent associated
with the complexified cocycle map M(- + ie), that is,

L(®, M, €) = L(®, M(- + ie)). (5.2)

Under the analyticity assumption, we define the acceleration [12, 52, 53] for || < § by
. 1
o(®,M, ) i=lm — (P, M, n +€) — L(®, M, ),
€l0 2me

and abbreviate

0(®, M) = w(®,M,0) = lim i(L((D, M, €) — L(®, M)).
el0 2me

A central property of the acceleration that we shall need further below is its quantization, that is,
o(®,Mn) € 3Z

for all |n| < & [12, 52, 53]. Moreover, if M(9) € SL(2,C) for all 6 € T, we have w(®,M, n) € Z for all |n| < §.
A SL(2,C)-cocycle (@, M) is called uniformly hyperbolic if for some constants c,» > 0 one has

IM" (@) > ce*™ (5.3)

uniformly in n € Z and 6 € T. From the spectral perspective, uniform hyperbolicity corresponds to the
resolvent set of the underlying operator in the sense that a given spectral parameter z belongs to the
resolvent set if and only if the associated transfer matrix cocycle is uniformly hyperbolic [35]; see also
[55, 83].

Definition 5.1. Assume that (®,M) is a SU(Z, 1) cocycle that is not uniformly hyperbolic. Then
(®, M) is said to be

(1) Supercritical, if L(®, M) > 0.
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(2) Subcritical, if there exists €y > 0 such that L(®, M, €) = 0 for all € with |e| < «.
(3) Critical; otherwise.

5.2 Calculations of Lyapunov exponent

In this section, we compute the Lyapunov exponent of the mosaic UAMO model. Let us first introduce
the basic notations and definitions: for the mosaic UAMO with s = 2 and Verblunsky coefficients given
in (2.8), the transfer matrices from (2.4) take the form:

1
A = -
T, cos 2w (0 + 2nd) — 1A,
1 1 ) 12 . (5.4)
s 27 4+ 207 N Ao sin 27 (0 + 2n®) + AT'A 7z —Ap Sin 2w (9 + 2nd) — Az
—X25in 27 (6 + 2nd) — Az rZ ’
and
Aatz oz -z
A =1|" T = 5.5
2n+1,z |: —}»’12 ).12 ( )

These transfer matrices naturally define a transfer matrix cocycle of the form above: define A;, ;,,: T —
(C2><2 by

Arrn®) = m |:)\1121 + 2711’:81\(/;;2:3(2); A%z —Azs(fl)z— A’lz:| , 56)
where we adopted the notation
c(0) = cos(2r6), s(0) = sin(270). (5.7)
With this definition, one readily checks that
Agnz = Ai 20 +200),  Agnyrz = Ay, 02060 + 21D). (>-8)

We remark that this construction generalizes in a straightforward fashion to s > 2.
In order to formulate results for a genuine quasi-periodic cocycle instead of the merely almost-
periodic A, let us define the two-step cocycle map by
AT O) = A 5,20) == As 02(0) A 5,2(0). (5.9)
From the definitions, A} establishes a quasi-periodic cocycle in the sense of (5.1), that is,
Q®,AF) TxC? - TxC? (x,U)~ (X420, AF(X)V).
From the definitions above, the reader can confirm that its iterates are given by

0
A1z ArzhAo, = [ AF @ +2j0). (5.10)
j=n-1

Consequentially, the Lyapunov exponent associated to the mosaic UAMO is defined to be half of the
Lyapunov exponent of the quasi-periodic cocycle (2, A}), that is,

L(z) = %L(ZcD,A;) = lim zin /Tlog AT O + 20— 1®)---AF(©O) d6. (5.11)
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Theorem 5.2. Fors = 2, any A1, 4, € (0,1), ® € R\Q, and e € %,, ,, ¢, the Lyapunov exponent of
the associated mosaic UAMO model is given by

Lt = % max {0, F(r1, A2, )}, (5.12)

where we denote
F(r, 22, t) = log |:7)L2 (Z)J | cost| + /A% + 41 % cos? t):|
e A1+ 2h) ! ! ! ’

Moreover, for any €' € £, ;, ¢, the cocycle 2d, A™,

S is
(a) subcritical if and only if F(A1, A2,1) < O.
(b) critical if and only if F(A1,22,t) = 0.

(c) superecritical if and only if F(1, A9, t) > 0.

According to Corollary 2.3, it suffices to compute the Lyapunov exponents for the corresponding
extended CMV matrix. Although the calculations can be done with the initial cocycle maps AJ, it is
more convenient to put the question into SU(Z, 1), which allows one to directly apply Avila’s global
theory:

Lemma 5.3. Given («, p) and z € 9D, let A, , be the transfer matrix cocycle given by (2.4) with py,
replaced by |pn|. Then we have the following:

An,z = R;}]SIZJRZV[—L (5413)

where S}, = Sy,,Son-1,, is determined by the normalized Szegé cocycle maps

1 —
Sia= | T¥lesua, (5.14)
lonl | —omz 1
and
Ro=| - O g={% L] (5.15)
—n |pnl 10
Proof. This follows from a direct computation. |

Due to (5.13), it suffices to consider the four-step combined quasi-periodic cocycle (2@, Si+) instead
of (2@, A}), where

SI;’ =St (0 +2nd) = S;HLZS}H’Z. (5.16)
By direct calculations, one verifies that
s = — 1442 Az Ds0) i+ —hsOE+MZY| o
20T ac0) — ] | A4+ 2% —as@ @ L+ 2022 ME 4z + M@ +z Ds©) ‘
32
_ 1 M,(6). (5.18)

T ac(8) — 14|
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We denote

W) = [A5¢(6) — x| = \/A22(0) + 1 — A2 = /1 125(0).

Note that the analytic extension of S7+(6) is M (0 +ie) /(A 3w(6 +ie)) and not M, (0 +1e) /(A3 (hoC(6+1€) —ir))).
This could affect calculations of the matrix norm, since, for € # 0, one can check that [w(8 + i€)| and
|A2c(6 +1i€) — i} | need not coincide. To calculate the Lyapunov exponent of the cocycle (2@, S}+), we first
deal with the normalizing factor in front. By inspection, w(9) is real-analytic on T, and has an analytic

extension to the strip |e| < »= arcsinh (/457 — 1 given by

WO +ie) = /1 — A3s2(6 + ie).

Thus, this is the expression whose integral one needs to calculate:

Lemma 5.4. Given 0 <t <1, denote t’ = +/1 —t? and eg = €y(t) = % arcsinh(t'/t). Then

log [1%} — 2m(e + €0)e < —eo,
1
/ log‘m‘ de = log[lgt/} —€ <€ <e, (5.19)
0
log[%ﬂ} + 27 (e — €)€ > €o,
:1og|:1+t } + 27 max(0, |¢] — eo). (5.20)

Proof. Note that
; 1 2716
log )\/1 — t252(0 + Ie)‘ =3 log|g. (™),
where
ge(z) — 22 + % (Z4e—4ne _ 222 + e4:1€) .

Solving g(z) = 0 gives the four roots

g-1xJa-pr-te _iJ L1%vIZF 1wt

%t26—4ne %tze—4ne te—2me

For |e| < €, the only roots of g in D are

1=t
rizilﬁ.

Applying Jensen'’s formula to g, we obtain

/

1 [t : 1 t 1-
5/0 log|g.(e**®)| do = 5 (loglge ()] —log|ry| —log|r_|) = log (5) + 2me —log

te—2me

which yields the desired result. The case [¢| > ¢ is similar. [ |
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Define

2 ’
;= 1og[@]. (5.21)

It follows immediately from the above lemma that the contribution of the scalar factors of the cocycle
maps to the Lyapunov exponent is given by the following quantity:

1

1
- §/1°g|P3(9)pzmpold9 =-3 108[ 5 V- (5.22)
T

2

x%(1+x’2)]:71~
2

Proof of Theorem 5.2. Denote z = et in view of Lemma 5.3, it suffices to show that
LQ2®, Seff) =max {0, F(Ai, Ao, D)}. (5.23)

We first complexify the phase by letting 6 + 6 + ie. Then, by the definition of Lyapunov exponent and
(5.18),

LQ®,SHH (- +i€)) = LQ2®, My (- + i€)) — /logmw(e +ie)| db. (5.24)
JT

it

From this and Lemma 5.4, it is easy to check that (29, S:,t*(~ + i€)) admits a holomorphic extension
to the strip |e| < ¢ = % arcsinh(kglk’z). We conclude that (2<D,Seft+(~)) and (2@, M, (-)) have the same
acceleration whenever |e| < e, that is,

®Q2®,S5 (- +1€) = 02®, M (- + i€)), Vle| < eo. (5.25)

it

Now let us calculate the Lyapunov exponent of (2, M,: (- + i€)) as € — oo. For large ¢ > 0, we have by
the definition of M, in (5.18)

—2mey ! -1 ; —2me r2,-1 :
] e M (Z4+2z277)s(@ +1 —e Z4+ A 7Z27)hs(0 +1

My (6 + i€) = 27 N 1;( +/2 )s(6 + {) B (/ +A J 25( + €) +o(1)
—e 72T + A2 A28(0 + 1€) e~ TN A (2 +271)s(0 + 1€)

1] Mtz =@+ 1Pzt
2me 270 1 1
= e hole = o(1) ).
? (2 [(22 wuhz wme+zh | S
By continuity of Lyapunov exponent [20],

. A
LQ2®, M, (- + i€)) = log [32 (21’1\ cost|++/2f + 4A’12 cos? t)] + 27e +0(1),

and by quantization of acceleration [12],

. A
L2®, My (- + i€)) = log [72 (2)J1| cost|+/Af+ 4)J12 cos? t)] + 2me (5.26)

for € > 0 large enough. The case € < 0 can be dealt with in a similar fashion.
On the other hand, by convexity, w(2®, M, (- +1€)) < 1for any e € R. Since M,:(-) ¢ SL(2, C), one cannot
conclude w(2®, M, (- + i€)) € Z directly. Nevertheless, since

StF() e C°(T,SU(L, 1)),

it
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++
elt

one may conclude that w(2®, S
cases:

Case 1: (2<I>,S;t+) is subcritical. Assume (2<I>,S;;+) is subcritical in the regime |e| < 8o < €. Let us note
in passing that it is unknown whether the subcritical radius 8y is exactly €. From the choice of &y, we
have

(-+1e€)) € Z for |e| < € by Avila’s global theory [12]. We distinguish two

LQ2®,StH(-+1€)) =0 V]e| < 8. (5.27)

eit

Case 2: 20, S;f) is supercritical or critical. From (5.25) and the convexity of L(2®, M, (- + i¢)) it follows
that w(2®, S (- +i€)) = 1 for |e| < €0, and w(2®, My (- + i€)) = 1 for all € € R. This implies that

. A
L2®, My (- + i€)) = log [72 (2A’1| cost|+4/2rf + 4A’12 cos? t)] + 27e

for all € € R, where the case ¢ < 0 follows by real-symmetry. As a consequence, by (5.22) and (5.24), we
have

LQ®,SH* (- +1€)) = F(h1, A2, 1) + 27e. (5.28)
Then (5.23) follows from (5.28) and (5.27).

By Corollary 2.3 and [35], " ¢ %, ,, ¢2 if and only if (2, S%*) is uniformly hyperbolic. Consequently, by
Avila’s global theory [12], for any e € %, 5, #.2, the corresponding cocycle (2@, S¥) is either supercritical,
critical, or subcritical. We thus only need to locate the spectral parameter e, which is supercritical or
critical. Then (b) and (c) follows immediately from (5.28), and (a) follows from (b) and (c), finally (5.23)
follows from (5.28) and (5.27). |

If 2&% € (0,1) for given coupling constants A;, A, we define

My
to = . 5.29
0 = arccos (ZA’lkz) (5.29)

A direct consequence of Theorem 5.2 is the following:

Corollary 5.5. Suppose that e € %;, ,, 2. Then

e L > 0forte|0,to)U(m —to,m + to) U (2w — to, 2], and
o L") =0forte [to, 7 —to] U[r + to, 27 — to].

6 Localization in the Supercritical Regime

In this section, we prove that for Diophantine frequency ® and non-resonant phase 6 € T, the generalized
eigenfunctions of the mosaic UAMO decay exponentially for L(z) > 0. This implies Anderson localization
by a standard argument and thus proves Theorem 2.5. As discussed above, the mosaic UAMO can be
transformed into a standard extended CMV matrix by a suitable gauge, so our main result also gives
an interesting example (Anderson localization for fixed frequency) in the theory of OPUC. Moreover, we
calculate the exact decay rate of the eigenfunctions.

6.1 Localization

We would like to utilize the evenness of the characteristic polynomial of the mosaic UAMO as a function
of the phase 6. However, inspecting Proposition 4.3, we find that the Verblunsky coefficients of the
mosaic UAMO given in (2.8) do not possess the required symmetry property (4.9). Since we want to
nevertheless utilize Proposition 4.3 we again leverage the gauge transformation in Theorem 2.1, yet, this
time in the reverse direction: it turns out that by rotating each p with even index by % anti-clockwise
reveals the hidden symmetry. As a consequence, we establish the evenness of suitable characteristic
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polynomials, a key ingredient in the proof of localization in [48], in our proof of localization for (GE)CMV
matrices.

Rotating the p’s with even index as prescribed above, we introduce the following “complexified twin”
of the mosaic UAMO model:

aun—1 = Ay SIN 27 (6 + 2nP), a1 =0, Oun = Qangy = Mg,

Pan—1 = Ay COS 27 (6 4 2nd) — 1A}, Pany1 = —1, Pan = Pans2 = 1A1. (6.1)

We denote the corresponding GECMV matrix by £' and similarly its building blocks by £ and M such
that £ = £LIM!. Comparing (2.8) with (6.1), we emphasize that the tiny change pa, + ip2, paves the way
for applying the reflection symmetry argument introduced in Section 4.2: one easily verifies that after
the coordinate shift § > 6+ 1 the coefficients (6.1) satisfy (4.9) for c = —1/2, since the only non-constant
terms have index 4n — 1 for which indeed

aun-1(0 + 1) = A COS 27 (2nP + 6) = Ay COS 27 (—2NP — 0) = ot_sp_1(—6 + 3), (6.2)

and

Pan-1(0 + 1) = 2o SIN 27 (2nP +0) + ) = —Ap SIN 27 (=2n® — O) + My = —p_an_1(-0 + 7). (6.3)

We will also need the associated “standard” extended CMV matrix & = €(«, |p|) with every complex
p replaced by its absolute value, and we shall write € = £LM. The role of € is to connect existing theory
for extended CMV matrices to our setting. The following observation is an elementary consequence of
Theorem 2.1:

Proposition 6.1. Let £, £ be the GECMV matrices with coefficients (2.8) and (6.1), respectively, and
let £ be the associated extended CMV matrix. Then

(1) &, &', and € are mutually unitarily equivalent.

(2) The Lyapunov exponents of the cocycles corresponding to &, £, and £ are identical.

(3) The spectra and spectral measures of &, £, and £ are identical.

(4) The dynamics of the solutions to the eigenvalue equations of £, £', and € are identical.

Recall the definition of Diophantine numbers in (2.6) and (2.7).

Definition 6.2 (®-resonant). Given ® € DC(k, 1),k > 0, v > 1,6 € T is called resonant with respect
to @ if

|sin 27 (6 +nd)| < exp(—|n|7)

holds for infinitely many n € Z. Otherwise, 6 is called non-resonant with respect to ®.

It is known that the collection of all Diophantine frequencies has full Lebesgue measure in T, and
the set of ®-resonant phases is a dense Gs-subset with zero Lebesgue measure in T (see [48]). Note that
E,E and € depend on 6 for fixed ®. We will use X(0),X € (£, &/, &} to make such dependence explicit,
yet, we sometimes suppress them from the notations to make things look concise. The main purpose
of this subsection is to prove the following theorem:

Theorem 6.3. Let £(9) be the associated extended CMV matrix of (6.1), and assume that & € DC is
fixed and L(z) > 0.If 6 is non-resonant with respect to @, then E©6) displays Anderson localization.

Once we have this, Theorem 2.5 (b) follows as a consequence of Proposition 6.1 (4). To prove
Theorem 6.3, it suffices to show that every generalized eigenfunction of £ decays exponentially.

20 aunp 90 Uo Jasn AjsIaAN 81elS sexa | Aq 6667912/9069/8/7202/9191HE/UlwI/Wo0"dno-ojwapeok//:sdy oy papeojumoq



6924 | C.Cedzich etal.

Definition 6.4. We say that a nonzero sequence ¥ : Z — C is a generalized eigenfunction of the
extended CMV matrix £ with corresponding generalized eigenvalue z € C if

EV =z¥
and there exist constants M, N such that |¥,| < M(1+ [n|)V, that is, ¥ is polynomially bounded.

Schnol’s theorem [71] asserts that the generalized eigenvalues sit in the spectrum and that they
comprise spectrally almost every z in the spectrum. To formulate this precisely, one needs the following
notion. Itis well-known and not hard to check that for any k, {82r, s2e+1} is a cyclic set for any CMV matrix
with nonvanishing p’s. The reader may find a detailed proof for the CMV case in [65, Lemma 3], or in
the more general matrix-valued version in [28, Proposition VI.3.]. Thus, the spectral measure ug“i" given
by

lﬁ@@?%ﬁ@d@%+@ﬂ%ﬂ (6.4)

serves as a universal spectral measure of £ in the sense that every other spectral measure of € is
absolutely continuous with respect to ;L‘;;“W. Then one has that [35, Theorem 3.4]

Theorem 6.5 (Schnol’s Theorem). Let £ be an extended CMV matrix, G the set of its generalized
eigenvalues, and (&) its spectrum. Then we have the following:

* Gcod),
s uiMMe@\G) =0,
e G=0().

To deduce the desired localization statements, the key is to prove the exponential decay of the Green’s
functions. Let us first introduce some necessary notations. Let A = [a,b] C Z be a finite interval and
B1, B> € AD U {o}. Given {ay,} C D, define {&,} c D as follows:

g1 j=a-1,
5[}' =19 j;&a—l,b, (65)
B2 j=bh.

Let £A1£2 be the GECMV matrix with Verblunsky coefficients {ay, pn} and let x, be the projection onto
A. Define €8 = y,&Prby% One can verify that £8# is unitary when g1, 8, € oD. We will also use
P = grf and €M = €8 to denote the finite restrictions where the boundary conditions are
chosen in 9D on one side of A and open on the other. The finite unitary restrictions £5% and M2 are
defined in the same way.

Let
PA = H Pjs
jea
and define
PP = o |7 det@k — (EH5P) (6.6)

for the GECMV matrix £'. For the case a > b, we just take Pfl[ff)] = 1. Analogously, define

PI = |pal ™" det(zi — E5) (6.7)

for the CMV matrix €. Then we have the following invariance property:
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Lemma 6.6. Let &', &,PL37 PIYP be as above. Then

Pf}/’\ﬂz — pf,lf’\ﬂz )

Proof. This follows from two observations: (1) By Theorem 2.1, there exists a unitary diagonal gauge
transformation D such that (£)f#2 = DEF-FD*. (2) x4 and D are both diagonal matrices, such that
xaD =Dxa = (xaDxa)xa =: Daxa. Therefore,

det(zi — (ENR") = det xaD(z — EPP)D*x; = det D (2 — EF7)Dj.
Multiplying with |p4|~* on both sides concludes the proof. |

We emphasize that this equivalence is crucial since it connects the current setting of GECMV
matrices to the existing theory for extended CMV matrices in that it allows us to transfer statements
about Pfl,f’? to Pﬂl 2 More concretely, our main application of Lemma 6.6 will be to write down the exact
relations (6.12) and (6.13) below for GECMV matrices. This is important, since £ possesses a reflection
symmetry, which will allow us to conclude the evenness of det(z¥ — (61)"311 f}f 2])((9). We henceforth do
not distinguish explicitly (6.6) from (6.7), and in slight abuse of notation just write P5

Recalling y given in (5.21), we need the following estimates:

Lemma 6.7. For any 5 > 0, there exists N > O such that for anyn > N

n-1
/4 < [ lojl < /%40,
j=0
Proof. Since ps;_1(6) = A2 cos 27 (0 + 2j®) — ir, and pyj = A1, 41 = —1 by (2.8), and 6 — 6 + 2 is ergodic

in T, by the Ergodic Theorem and (5.22),
1 n
lim 10g | []1ps-10)041-2p5-30541 | = [ 108102010201 poid0 = 7
n—-oo N }_:1 T

For any n > 0, let | be the integer such that n = 41+ r with 0 < r < 3. Then

|
H [04%—1(0) pak—2 Pak—3 Par—4] r=0,

-1

nHH -

N P) - r—1 1
j=0

[T1pai ] 104e-1(0) pak—2psi-3pse-s] T=1,2,3.

i=0 k=1
Therefore, we have
= l loglpzpipol _ |logas|
0 108H|Pj|*logH|P4k—1(9)/>4k—2,04k—3ﬂ4k—4| < & 0 = i =
j=0 k=1

Thus for any 5 > 0, there exists N > 0 such that foranyn > N

logH lojl —

»-P\ﬁx
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Consider the equation (z¥ — £)W? = 0. Since £ = LM, it follows equivalently that (z£* — M)W? = 0.
Define the finite-volume Green’s function as

~ - - -1
G = (2l — M) (6.8)

and denote its matrix elements for x,y € A by G/ (x,y) := (8x, G£48,). Then, by [60, Lemma 3.9], we
have fora <y <b,

WE(y) = L (v, W @) + GLY (v, D) W (b), (6.9)
where the values at the endpoints of A = [a, b] are given by
i@ = (ZB1 — a)W?(a) — |pa|W2(a+ 1), aiseven,
" @ - pOVE@) + zlpa W@+ 1), ais odd,

and

Gy = | @ VO — I ¥ b -1, biseven,
(zay — )W () + 2l pp—1| ¥ (b~ 1), bis odd.

By [60, Proposition 3.8] and the correction note in [84, Appendix B.1.],

~ 1
waﬁz xy| = —
) o)1

B1.e .5
sz[a,x—l]Pz,[y:rl,b]

P X,y €A. (6.10)
ZA

The next step is to connect the Green’s function to the Szegd transfer matrix. Let

= 1 Z —ay
Sp, = — 6.11
T pnl [—anz 1 ] 6.1

be the Szegé cocycle map of the extended CMV matrix &€, which has all p’s real. By [60, Corollary 3.11]
and Lemma 6.6, we have that

Pﬁl’ﬂi P*/-‘h,é‘fz 7 _E 1 b-1 1 1
phith ik | = =115 B (6.12)
2,[a,0] 2]ab] z B | ob] ja B —h

and

el e 1
It follows that

b
I1 S-|- (6.14)

J=y+1

Pyl =2

z,[a,x—1

IRl =2

Z,

x—1 -
[15:
j=a

Definition 6.8. Fix z = et € 9, y € R, and k € Z. We say that y € Z is (y, k)-regular if

e there exists [ny, ny] containing y such thatn, =n; + k — 1, that is, there is an interval of size k that
contains y,

o |y—ni > § 1=1,2, thatis, the distance of y to the boundary of [n1,n,] is at least k/7,
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o |GPLP 10l < el i = 1,2, that is, the Green’s function decays exponentially with a rate at

z,[n1,n2

least y.

Otherwise, we call y € Z (v, k)-singular.

It is well known that if W? # 0 is a non-zero generalized eigenfunction, then any y with W?(y) # 0 is
(v, E)-singular for sufficiently large k. Thus, we usually assume W#(0) # 0, and replace w?(0) with w?(1)
otherwise.

To prove the exponential decay of the generalized eigenfunction corresponding to the generalized
eigenvalue z, we need the following lemma that guarantees that there exists a k for which y is close to
being (y, k)-regular:

Lemma 6.9. Suppose that ® € DC, 6 is non-resonant w.r.t. ® and L(z) > 0. Then for any ¢ > 0 and

[yl > ko(8, @, z, €) large enough, there exists k > % such that y is (L(z)/2 — €, k)-regular.

We prove this lemma at the end of this section. In the following, we will take y = L(z)/2 for simplicity,
and we will fix z and 6 and suppress them from the notation. Assuming that Lemma 6.9 holds, we can
prove Theorem 6.3.

Proof of Theorem 6.3. By Schnol’s theorem (Theorem 6.5), it is enough to prove that any generalized
eigenfunction decays exponentially. For [y| > ko, since y is (y — ¢, k)—regular by Lemma 6.9, we have

~B1.B2 . —(y—e)ly—n;| _yze sl
|Gzy[n1vn2](yv nl <e v <e 7 .

Since |WZ(y)| < M(1 + [y])N for any y, we obtain the following estimate from (6.9):
[W2(y)| < 2e~=O0) max{|Wi(ny)|, W2 (n; + 1)}

+ 2~ maxf{| Wi (ny)l, W (2 — D}

<2(e7 Y UTIM@A + DN + e TOMIM(L + ng|Y)) .
Since nj| < [nj—y| + |yl fori=1,2, we have
L+ ™) < 2" max{lyl", Ini -y,
such that in both cases we have the exponential decay estimate
[WE(y)] < e” 0
From this the result follows. |

It remains to to prove Lemma 6.9, which we do in a sequence of steps. More concretely, we need
to establish the exponential upper bound on the absolute value of the Green'’s function Gf}[fﬁ] in the
definition of regularity (Definition 6.8). To this end, we consult (6.10) and bound the numerator from
above and the denominator from below.

Define SH as the four-step quasi-periodic cocycle of 5., in the same fashion as in (5.16). It is readily
verified that for z € 9D, we have L(2®, éﬁ) = L(2®,S/") = 2L(z), where L(z) is the Lyapunov exponent

given in Theorem 5.2.
Lemma 6.10. For any € > 0, z € 9D, there exists ky = ki1 (¢, z) such that

B1,e
Pz,l[a,b]

o.62 (y+e)(b—a+1)
Pz,[a,b] ‘ <e

)

ifb—a+1> k.
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Proof. By (5.9), (5.13), and (5.16), we have

} H A+(9+2)<1>)Hd9_ lim —/log
=k-1

4
L(z) = hm 2k/log ’ |k|1$ (0+2}<I>)”d9
Therefore,

0

.1
e = lim o o8| T1

SH 6+ 2jq>)”d9.
1
Since 5;* are four combined steps of Sjyz, this implies that limy_, o, k~* Jrlogll H)Q:kq Sjyz(e)nde =L2)/2 =
y. Then the statement follows from Furman’s well-known result [39] and (6.14).
Recall that PflA'Bz in (6.6) and (6.7) depends on the phase parameter 6. In the following, we will write
P’;1 7 (6) to make this dependence explicit. Now let us give the lower bound on the denominator in (6.10)
by following the idea of [54]. To facilitate the proof, we restrict to the concrete interval [1, 4k — 2], which

is the only interval we shall require:

Lemma 6.11. For any € > 0, z € 9D, there exists k, = ks (e, z) > 0 such that

yT. 2/1og|13‘9113He 2®1d0 =y — €

for any 4k — 2 > k.

Proof. Let D(6) = |p3p20100|53252.,51.50, with S, , given by (6.11). Direct computation gives

D) = 22 22402+ Mhas@) @z +27h) =M@+ = has@)WE +279)
“N@E+zH = asOV0E +22) MR+l Mhs@) @z +z7h |

where we recall from (5.7) the notation s(§) = sin2x(f) and we set ¢ = 6 + 2. Writing z = ' and
S(0) = (e¥ " — e=2710"y /21y = (w — w~1)/(2i), where w = 27" then D(6) can be written as

D(@) = w-te?t (W2 +2%)w + 21 Ay COS(1) —‘“;’1 —2) W cos(t) — A (A2 + Z*Z)—Wzi’l)
2 2
—2)weos(t) — 02 +29)YE (W2 + 27 Hw + 20,4, cos(t)

= wleZHw).

Let y be given by (5.21) and let

Then, by (6.12),

k-2
/log|P“‘1f1k 2®1d6 + (k- 1)y = /log ‘v3254k 32 [ [ D@ +j29)3; Blv‘de
j=0
/ log ‘VBQS% 32Hw’1e2”D(we2Uz°’)S Bﬁ/”dw (6.15)
j=0
k-2

> log

‘VBgé%_g,Z [12©5;:B:v
j=0
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The last inequality is due to subharmonicity. By (6.1),

= .z O = 1 z =\
Sip-3, = Soz=— 1
4k—3,z 1 |:O 1:| , 0,z i |:_)L,12 1 i| )

and

A —2ycos(t) AP +z7 | Ay gqfhe O
DO =2 | a0 M 2o |* Pl
1| A +z —2) cos(b)

where Q is the normalized diagonalization matrix (detQ = 1), and

= 2)) cost=£ /22 +4r2 cos? t.

Direct computations give the right side of (6.15) as a linear combination of the log of (% x)*"! with
non-zero constant coefficients (independent of k). Thus, for any € > 0 and 4k — 2 > ky (¢, z) large enough,
we have

1 . -1 Ao (2X)| cost] + /A2 + 412 cos? t)
- Poira - I
25— [ 108 Peinaa@)ids > 5 (1og : 7|-e

=y —e€.

Let us denote
23" = det(@¥ — (V") = |pa Py
to facilitate the statement of the results. In deriving the following statement, we want to use the
reflection symmetry. Since we want to use the results of Section 4.2, we fix the boundary conditions

B2 = B for (4.9) to hold. The key ingredient of proving localization is the following lemma:

Lemma 6.12. Ffl[ff}k 7 ® + %) is a polynomial of cos 27 (0 + (k — 1)®) of degree at most k.

Proof. First note that Ff}fik 2©®) is a polynomial in sin 276 and cos 276 of degree at most k. This is a
direct consequence of (6.7), Lemma 6.6, (6.12) and our specific model (6.1).

Next, we show that Fﬁl[ ﬂzk 2 O +2 + — (k—1)®) is an even function of §: recall the reflection symmetry
of the o; and p; established in (6 2) and (6.3), respectively. Then, evenness in 6 follows from applying
Proposition 4.3 to Fﬂllik 5 ® + 4 — (k — 1)®). The change of variable § +— 60 + (k — 1)® concludes
the proof. |

By Lemma 6.12, there exists a polynomial Q; of degree k such that F'gllik ) ® + 4) = Qp(cos 27 (8 +
(k — 1)®)). For any positive integer k and r > 0, define

={0 €T : |Qu(cos270)| < e'}.
Define
y =y +y/4 (6.16)

Then, similar to [48, Lemma 6], the following holds:
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Lemma 6.13. Assume thatyis (y — e, 4k — 2)-singular for some k € Z and € > 0. Then for each
j € Zwith

y—[%(41@—2)J+(k—1)§2j5y+E(lﬂe—bjﬂk—h,

we have 0 + 2j® € A;:y,_%, where y' is given by (6.16), provided 4k — 2 > ks(y, 53) is sufficiently
large.

Proof. Let us take k3 = max{ko, k1, ko, N} with N, ko, k1, ko from Lemma 6.7, Lemma 6.9, Lemma 6.10, and
Lemma 6.11, respectively. Then, by Lemma 6.10, forany ¢’ > 0,b—a+1 > ks

)

B1,e
Pz,l[a,b]

P;,'ﬁf,b] ’ < plb—a+1I+¢) (6.17)

Since yis (y —e, 4k — 2)-singular, then without loss of generality, for any n1 < n; such thaty € [nq1, ny],no —

n +1=4k -2 with [y — n;| > %2, we assume

~B1.B2 —ly—n1|(y—e)
GZ’[nlm](y, nl)‘ > e~ y-mly—o

Suppose that there exists some jo with
2 . 1
y— h(xﬂe—z)Jﬂk—D = 2o sy+h(4k—2)J+(k—1)

such that 0 + 2jo® ¢ A, ¢ that is, |Qx(cos 2w (8 + 2jo®))| > e"*'~) Let § = 0 + (jo — (k — 1))®. Then

P2 @) > e'=8) by Lemma 6.12. By (6.10) and (6.17), we conclude that

Ny
=B, -1 "y —y) p—k(dy'— &
1G22 0l < Loy (H le) el KA =),

j=n1

By Lemma 6.7, if 4k — 2 > N, we have

ny
H ‘pjl < pM2=n)(/4+m)
j=nj#y

Putting the above inequalities together yields

FB1.B2 [y=ml(y—e)
‘Gz,[m ,nz](y,m)l <e’ ™

whenever we take 287 + 24¢’ < §. This contradicts the (y — €, 4k — 2)-singularity of y. |
We can write a polynomial Qi (x) of degree k in the following Lagrange interpolation form

k (X — cos 27 6;
Qk(X):ZQk(COSQHQj) iy (x — cos 26

: (6.18)
par [1i4(cos 26, — cos 2x6;)
Definition 6.14 (e-uniform). The set {§j}f, C T is called e-uniform if and only if
£ X — €08 276 .
maX max - = J oke (619)
Cos 27 0; — CoS 270

xe[-1,1] O<i<k . 7
Jj=0

J#L
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Then the following result holds:

Lemma 6.15. Let0 <€ <¢, ke N, andy > 0.1f {fy,--- ,6)} C A;:V"é, then {6, --- , 6} can not be
¢ —uniform for any sufficiently large k such that 4k — 2 > ku(e, €).

Proof. If {6, --- ,6} C A;Y  is €’-uniform, then as a result of (6.18), we have the following estimates:
1 ) /
|r§1[iégk_2](e + )l = 1Qu(cos 276 + (k — D®)| < (R + 1)ek@r'~(e=en), (6.20)

Compare this with Lemma 6.7 and Lemma 6.11:
1 B1.B2 "
] loglPZy[Mk_z](G)ldG >y —€ (6.21)

where €” is arbitrarily small and k sufficiently large. Then (6.20) and (6.21) lead to a contradiction if we
pick e” < <=4, |

Let pn/qn be the sequence of continued fraction approximants of 2@, let y be large enough, let m be

such that g < % < g1, and let s be the largest positive integer with sqn < . Define

I, =[0,5qm] N Z, I, = [1+ L%J — Sqm, L%J +sqm] NZ.

Note that I; NI, is empty, the elements of {6 + 2j®};;,u;, are all distinct, and the number of points in
[1UI, is 3sqm +1. Actually, the elements of {cos 27 (6 +2j®)}je;,u1, are also distinct. Moreover, the following
property holds:

Lemma 6.16. For any € > 0, the set {6 + 2j®};c, ., s e-uniform for y > yo(®, 6, €) sufficiently large.

The proof is standard, and we thus leave it to Appendix 15. Once we have this, we are ready to prove
Lemma 6.9:

Proof of Lemma 6.9. Let K = max{ks, k, k3, ks} and let y be sufficiently large such that 12sq, —2 > K. By
Lemma 6.15 and Lemma 6.16, {6 4- 2j®}jc1,u1, cannot be inside the set A;:Vq:é Since 01is (y —€,125qm — 2)-
singular by the assumption W¥?(0) # 0, y must be (y — €,12sqm — 2)-regular, since if y would be
(y — €,125qm — 2)-2singular, the clusters of points given by Lemma 6.13 with respect to 0 and y
would cover I; and I,. This is a contradiction. Notice also that 12sq, — 2 > % so the proof can
be completed. |

6.2 Decay rate of eigenfunctions

In this section, we prove that the eigenfunctions in the supercritical case decay at the Lyapunov rate:

Theorem 6.17. For Diophantine ®, non-resonant 6, and every eigenvalue z € I, of £(f) as in
Theorem 2.5, the corresponding eigenfunction W? = (-, W?(2n), ¥?(2n + 1), - - -) satisfies

lim %loguqﬂ@n)ﬁ Lt DR = - K2

5 (6.22)

Since every GECMV matrix is gauge equivalent to an extended CMV matrix £ via a diagonal unitary
transformation (see Theorem 2.1), we can use the normalized Szegd cocycle maps Sy, from (5.14) to
compute the decay rate. By (5.13) and Theorem 5.2, the corresponding Lyapunov exponent is L(z)/2.
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Let WZ be the solution to the eigenvalue equation of the extended CMV matrix

EW? = 707,

It is a general result [32, Theorem 3.2] that

z 2 z
i inf BI¥Z@E £ W2+ D) L@
[n|—o0 2In| 2

Note that the factor  on the right-hand side is due to our specific way of defining the Lyapunov expo-
nent. Thus, we only need to give an upper bound to prove Theorem 6.17. Such an upper bound follows
from the block-resolvent expansion of [48], with the power law growth of the scales counteracting the
combinatorial factor. However, in the present context, this expansion is more involved.

To be more specific, let y = L(z)/2 and ks be such that any y with |y| > ks is (y — €, |y])- regular. To
make the expansion clear, we use i € N to track the times or levels of expansions, and j € N to denote the
index of endpoints of the interval in the definition of (y, k)-regularity (Definition 6.8). Let n;; stand for
the j-th endpoint of i-th level of expansion counting from left to right, let I(x) be the interval containing
the (y — e, |x|)-regular x given in the definition of regularity, and n; be either n;; or the interior neighbor
of n;; that belongs to the interval that takes n;; as one of its endpoints.

Denote CI(X) (x,-) the Green'’s function defined in (6.8). It is immediate to check thatif n;; is (y —e, [nyj|)-
regular, then it is contained in an interval [nq -1, Niy1 2] With n;; — Mip1c,l = %|niyj\, where ¢;; = 2j — 1
or 2j standing for the left or right boundary, respectively. Let r > 1, we start from a y large enough and
let ks be such that kf <y < (ks + 3)" and ke > ks. Since y is (y — ¢, |y|)-regular, there exists [n11,n1,2]
containing y and satisfies ks < %kg’lkg —-1< %y —1 <1 < nyp. Therefore, ny1is (y — €,n1,1)-regular,
and there exists [ny1, ] containing ny 1. We continue this expansion until either some n; o < ke or the

number of the Gm, )(nI ey ML ) terms in the product in (6.23) below exceeds 7kg- T
This yields the followmg expansion for the generalized eigenfunction in (6.9)

wE(y) = D G (v, m,j)éun/”)(n’lj, Mo, )+ Gx(n;,CSJ)(HQ,CSJ Msire D Mey1 e, ) (6.23)
s

where ¢;; =2j —1or 2j and each n;; can be specified by either n;; or n;; — (1) By our design, we have
n  >kefori=1,2,---,sand e1thern <ksands < 7]2;’1, ors+1= 71?2’1. Note thatin (6.23), thej

1,Gij S+1,Cs11
1s indeed ji, 1, which stands for either the left or right end point of the interval containing

in each n1+1 .

n’ ,and needs not to be uniform foralli=1,2,--- ,s+ 1.If n

e < ks and s < 7k 1, we have

S+1,Cs11

~ ~ ’ ~ ’ Z (!
|GI(n) y, nl,j)Gl(n’”) (nu‘y nZ,CU) e GI(YIQ‘CS‘] ) (ns,ch s Ms+1,00,1 N4 (nS+1,Cs+1J )|

e—(y—e)(\y—ngﬂ,c [+ 1ies |”(.cu “Mig; D

S+

< e—(y—e)(\y—ngﬂ,csm |—(s+1))

< o~ (r=ay-ke=7k )

Ifs+1=7k? then |y —ngl = %, ..,

icij

— Mgl = 7, fori=1,2,---,s, which yields the estimate

~ A ’ ~ ’ ! (2 €J77kr !
‘Gl(y) (y, nl,})GI(n’lJ)(nlJ'y HZ,CZJ) e GI(”’s,cs'))(ns,cm ) ns+‘l,cs+”)“y(ns+1vc )‘ <e
In both cases, we obtain

< e~ (r—e=d)yl (6424)

~ ~ ’ ~ ’ ’
|Gip .11 Gy (0 M)+ G ) Mo Mot J¥ (M)

20 aunp 90 Uo Jasn AjsIaAN 81elS sexa | Aq 6667912/9069/8/7202/9191HE/UlwI/Wo0"dno-ojwapeok//:sdy oy papeojumoq



CMV Matrices with Mobility Edges | 6933
for any § > 0 and y sufficiently large. The total number of terms in the sum can be bounded by 47% .
This together with (6.24) gives

L(2)

1
|\I/Z(y)| < 47T o= (G —e=dlyl

Since 8, € can be arbitrarily small, the upper bound is therefore obtained.

7 Absolutely Continuous Spectrum in the Subcritical Regime

According to [62, Appendix B], the spectral measure of an extended CMV matrix with quasi-periodic
Verblunsky coefficients is purely absolutely continuous continuous in the subcritical region. A key
ingredient of [62] is the analysis of the Szegd cocycle of the extended CMV matrix. Namely, if one has
relatively “good” control on the growth of these cocycle, then the spectral measure can likewise be
controlled. However, this argument does not apply directly to the mosaic UAMO with coefficients (2.8)
for two reasons: Firstly, the doubly-infinite matrix corresponding to the mosaic UAMO is not a standard
extended CMV matrix, since the p’s appearing therein are complex whenever 1, # 1, see (2.8). Secondly,
the coefficients in (2.8) are not quasi-periodic but merely almost-periodic.

Fortunately, we can do away with the first obstacle by appealing to the gauge transform D in
Theorem 2.1. The second obstacle can be resolved by considering the four-step combined Szegé cocycle
(2<I>,S;T), which is quasi-periodic. Theorem 5.2 guarantees that (2<l>,Seff) is subcritical for et € =
whenever F(A1, 12,t) < 0, and that the behavior of the solution to the eigenvalue equation of the mosaic
UAMO is the same as that of the corresponding extended CMV matrix with real p’s when the phase 6
is complexified.

We need the following global-to-local reduction lemma to turn the subcritical cocycles into pertur-
bations of constant ones. Let h > 0 be given, and for any function f defined on {z € C : [Imz| < h}, let

”f“h = Sup\lmzkh “f”

Lemma 7.1. Let ® € DC, and let =%’ be the set of spectral parameters for which the cocycle
(2<1>,S;+) is subcritical. Then there exists h = h(2®) > 0 such that for any > 0, and for any
el € =9 there exist Z; € C*(2T, SU(1, 1)), fr(8) € C*(T, su(l, 1)), ¢(t) € R, Dy = diag(e¥®, e #®}
such that

Z7H0 4 29)STH (0)Z4(6) = Dy @ (7.1)

it

with |Ifilln < 7, 1Zelln < T(®, 5, A1, A2) for some constant I'.

Remark 7.2. The proof depends on Avila’s solution of almost-reducible conjecture [11, 12], that
is, if the cocycle is subcritical then it is almost-reducible. With the compactness argument
from [61, Proposition 5.2], the key observation here is that one can choose h and I'(®, ) to be
independent of e; see also [79, Lemma 4.2].

Combining this lemma with the main results of [62], we can conclude that the spectral measure
is purely absolutely continuous on T, that is for t < to(h1,42) and 27 —ty < t < 27 with to as
defined in (5.29). We give the sketch of proving purely absolutely continuous spectrum for the reader’s
convenience, and direct the reader to [62] for a more detailed proof.

In order to facilitate our statement, we need to introduce the prescriptions of notations that will be
needed: following Lemma 7.1, let ¢ = n be sufficiently small and define the sequences

. r N 4+11ogest
€ =¢€p, Yj:*., j:7r

as each standard KAM argument does. Let p(2®, D¢meft) be the fibered rotation number of the cocycle.
Then we have the following result as an application of [62, Proposition 3.1] to the near constant cocycle
(2‘1), D¢(Uef[):
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Theorem 7.3. Assume thatk, 7,7 > 0and ® € DC(x, 7). Let Dy € SU(L, 1), f; € C2(T%, su(l, 1)) with

Do 1\ Cot
Ifilr <0< ——=(5)
=05 5,0 @)

where Do = Do(k,7) and Co is a numerical constant. Then for any j > 1, there exists B; €
c:;(zﬂrd, SU(1, 1)) such that

Bj(6 + 2®)(Dy(y e )B; " (0) = D, e,

where |[fg(0)||n < ¢ and B; satisfies

1
IBillo < €17 (7.2)

|degBj| < 2Nj_;. (7.3)

More precisely, we have
; — 1 . .
(@) If [12p(P, Df;(tl)efr) 1)7(m, 29)||lr/z < e}.l_s1 forsomem e Z¢with 0 < |m| < N;_;, we have the following
precise expression:

. it' U;
D. =exp|_’ 2,
0 P UJ' —Itj

1 L
where t; e R, v; € C, and |tj| < ejifl, lvj| < ejlfl.
(b) Moreover, there always exist unitary matrices U; € SL(2, C) such that

o dwg1o € j
Ubswe U =1 goaniy | TEX) (7.4)

where p; € RUIR, with estimates HF{HY) <¢,and

IBj131¢1 < 81 Dyoll- (7.5)

Curious readers may consult [62, 79] for the proof. Note that the cocycle (2®,S%") represents a four-
steps combined iteration. A simple observation is that

S, —s 1 22 7A’12*% S _ zz 0
4n,z = 4m+2,z—)“l _)L,lz% Z’% ) 4n+1,z = 0 Zf% .

LetT] = H}Q:n—l S;. be the transfer matrix of the normalized Szeg6 cocycle maps. It follows immediately
that there exists a positive constant C = C(x1) such that

0 0
CH [T Powe ™| < Ti+ ) < €| [] Dowe™#®| for k=0,1,2,3. (7.6)
j=n—1 j=n—1

This enables us to translate the estimates for (2@, Dy eft) (and thus (2®,S* ) by Lemma 7.1) given by

elt
Theorem 7.3 to the corresponding estimates of the transfer matrix of Szegb cocycle maps of any length.
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For any m € Z% with 0 < |m| < Nj_4, define

Al = [eit ex |20 (200,46 ) - m,20)| 7z < efl} , (7.7)
and
K = U Am()) (7.8)
0<Im|=Nj_q

with A () from (7.7). Let
io
F(z) = / € FZau
el —z

be the Carathéodory function of a measure pu, then following the CMV version of the Damanik—Killip—
Lenz maximum modulus principle argument [37] of Munger-Ong [65], gives

Ref((l—e)eit) > %M(t—é,t-‘ré) (7.9)

forany tand e > 0 small. Together with the Jitomirskaya-Last inequality of the CMV version (see Section
10.8 of [74]), we have

ut—et+e) <Ce sup [T (7.10)

O<s<ce~!

As a well known result, let B = {t € [0, 2x] : lim sup, TS llo < oo}, then u|s is absolutely continuous.
Therefore, absolute continuity of u follows from u(EZ\B) = 0. Let R denote the collection of the spectral
parameters for which (2, D« eft) is reducible, since R\B is the set of spectral parameters for which
the cocycle is reducible to the parabolic, thus at most countable and supports no point spectrum,
w(R\B) = 0. Therefore it suffices to show w(Z\R) = 0. To this end, we need the observation that by our
construction of K; in (7.7) and (7.8), we have £\R c limsupK;. That is, irreducible spectral parameters
of ¥ belong to infinitely many K;’s. On each K;, combining estimates of Theorem 7.3 and (7.10), the

following inequality holds
niK) < Ce,

which implies that Z)- p.(fj) < oo. By the Borel-Cantelli Lemma, n(£\R) = 0, which finishes the proof.

Appendix A. Proof of Lemma 6.16
We first need the following result of [13]:

Lemma A.4. Letw € R\ Q, x € R, and gy, be the denominator of continued fraction approximants
of w. Let 0 < lp < qm — 1 be such that

|sinm(x + low)| = . Iinf |sinm(x + lw)],
<l=qm-1
then for some absolute constant C,

—Clogqm < Z log|sin (0 + lw)| + (qm — 1) log2 < Clog gnm. (A1)
0<l=qm—1l#l
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Letz = cos 2ma € [—1, 1], our goal is to obtain the estimate:

Z (log|cos2ma — cos 2x6;| — log| cos 276; — cos 2x6;|) < 35qme
jel U ji

for any i. Denote

S = Z log|cos2wa — cos 2 6j| + 3s(qm — 1) log 2
Jjel Ul jsi

and

Sy = > log|cos2r6; — cos 2| + 3s(qm — 1) log2.
JE ULy j#l

By a trigonometric identity,

S = ( Z log|sinm(a+6)|+log|sinw(a— 9j)|> + (3sqm — 1) 1log 2.

el Uly j#i

Note that the sum in S; contains 3sqn terms, which we can divide it into 3s groups, each of which
contains gm, terms and then apply Lemma A.4. We have the following:

S1 < —3s(qm — 1) log 2 + 3sClog qp. (A2)

Similarly, we can write

Sy = ( Z log|sinm (20 + (1+))2®)| 4+ log|sinn (i —j)2<I>|> +3s(qm — 1) log2.

jel, Ul j#i
Since ® € DC(k, 1), for any 0 < |j| < qm+1, We have
12005 = 14n 29l = oo

which implies that

max{log|sinzx|,log|sinw(x +j2®)|} > 2logk — 27 log 2qm. (A.3)
Since 6 is non-resonant with respect to ®, we have

log|sin 270 + (i +))®)| > —[i +]j|% > —(20sqm) 7, (A.4)

and since ® € DC(k, 7), we also have
log|sinz(i—j)2®| > logk — 7 log 20sqy,. (A.5)

By (A.3), every sqm terms in the sum of S, may contain at most one extra small term that is bounded
from below by (A.4) and (A.5).
Therefore, we have the following estimate for S;:

Sy > —6sClog qm — 35(qm — 1) log2 — 3(203qm)217 + 3(logx — tlog20sqm). (A.6)
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Combining (A.2) with (A.6) gives

S1— Sy < 35qme = ke.

B S(uper)GECMV matrices

Theorem 2.1 generalizes to Verblunsky pairs whose vector 2-norm is a phase in the following way:
Consider the GECMV matrix £ = &,, as defined in Section 2, but with the ®-matrices specified by
Verblunsky pairs (e, p) satisfying the relaxed condition
lel” + ol = €*¢ = — detO(a, p).
Then
Proposition B.1. £ is isospectral to a standard extended CMV matrix.
Proof. The proof goes along the same lines as that of Theorem 2.1: fix do, d_1 € 9D and define the entries

of D recursively by

1 =1 —i + -1 =1 ,—i(@m+eom—
d2n+2 — ‘§2n+1§2n e~ @+t W")dZm dopy1 = §2n—1'§2n e~ 1@ontean 1)d2n—1| (B.:I.)

where p = &|p|. We then define the new Verblunsky coefficients

n-1
Gon_1 = H o1 (P2rr1+202+2e-1) £_1 dioam_l, (B.2)
k=0 d
n do
G — —i(@o+200k-1+92k-2) | p=i(p-1+90)/2g - 20
Aon = |:H e 1 :| e &4 Fl Aon, (B?))
k=1
Pe = lpel, (B.4)

and denote by £ the extended CMV matrix corresponding to & and 4. To conclude, we will demonstrate
€ =D*ED. (B.5)

From the recursion relation (B.1), we get

n-1
dan _ He_i(¢2k+l+2(ﬁ2k+¢2k—l)$;1 do
k=0

don—1 §n1 d1’
dan - —i(pok+2¢2k-1+92k-2) p—i(9-1+¢0) do
=[]e -t g, g g —
donsa ) d_a

We then calculate that for all integers n,

i(ponsn+ _ s =
donons2€ %9 o1 pon = Ponst Pan,

1(¢an—1+¢2n)

dong1don-1€ Pon—1P2n = Pan—1P2n

L(pon+1+@2n)

dongodonsie P2on+102n = Pon+102n

T i1t ——, _ =
dondons1€ 19 B0 1 = ponbion—1.

This suffices to prove (B.5). |
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Remark B.2. Notice that if the phases ¢ are nontrivial, then (B.2) and (B.3) show that one cannot
in general hope to preserve that «’s under the gauge transform here; compare Remark 2.4.
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