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Abstract. Text-to-image diffusion models excel in generating photo-
realistic images but are hampered by slow processing times. Training-free
retrieval-based acceleration methods, which leverage pre-generated “tra-
jectories,” have been introduced to address this. Yet, these methods often
lack diversity and fidelity as they depend heavily on similarities to stored
prompts. To address this, we present ReCon (Retrieving Concepts),
an innovative retrieval-based diffusion acceleration method that extracts
visual “concepts” from prompts, forming a knowledge base that facili-
tates the creation of adaptable trajectories. Consequently, ReCon sur-
passes existing retrieval-based methods, producing high-fidelity images
and reducing required Neural Function Evaluations (NFEs) by up to
40%. Extensive testing on MS-COCO, Pick-a-pick, and DiffusionDB
datasets confirms that ReCon consistently outperforms established
methods across multiple metrics such as Pick Score, CLIP Score, and
Aesthetics Score. A user study further indicates that 76% of images gen-
erated by ReCon are rated as the highest fidelity, outperforming two
competing methods, a purely text-based retrieval and a noise similarity-
based retrieval. Project URL: https://stevencylu.github.io/ReCon.

Keywords: Text-to-image Generation · Diffusion Model
Acceleration · Retrieval-based Diffusion

1 Introduction

Diffusion Probabilistic Models (DMs) are a class of generative models that sim-
ulate a process of gradually reversing noise into structured outputs, drawing
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inspiration from thermodynamics. These models iteratively denoise an initial
random noise distribution to the desired data distribution [46]. DMs have proven
to be highly effective in a variety of applications, such as text-to-image genera-
tion (T2I) [11,17,38,40,41,43,56,65], speech synthesis [10,27,57], and 3D image
generation [21,54,64]. In particular, DMs like Imagen [43], DALL-E 2 [40], and
StableDiffusion XL (SDXL) [38] have excelled in T2I tasks. However, DMs are
notably slower than other generative models due to the extensive number of
neural function evaluations (NFEs), where each NFE entails a forward network
pass. As AI art and related T2I applications gain popularity, enhancing user
experience with DMs through faster model inference and reducing NFEs is cru-
cial.

Fig. 1. Examples of outputs from existing retrieval-based acceleration approaches,
namely Text-based (Baseline) and Noise-based (ReDi [58]) Retrieval, show their diffi-
culties in accurately representing the input prompts. On the other hand, our proposed
Concept-based Retrieval framework (ReCon) is able to produce high-fidelity and faith-
ful images compared to other techniques.

To address this issue, several approaches have been developed to accelerate
the generation process by reducing the number of NFEs in DMs, including both
training-based and training-free methods. Training-based methods, such as Dis-
tillation and Consistency Models [35,44,50], aim to distill a complex pre-trained
model into a more efficient student model, capable of faster image generation
with reduced NFEs. While these methods are promising, they often require a
substantial amount of training time and data. This challenge becomes even more
pronounced as SOTA diffusion models evolve to encompass over a billion param-
eters [2,38,43], intensifying the high training load.

To mitigate the demand for computing resources, training-free methods prior-
itize enhancing computational efficiency without necessitating additional model
training. These strategies primarily concentrate on identifying more efficient
numerical solvers, which reduce the number of denoising steps, thereby decreas-
ing the NFEs required by DMs [33,59,62]. Our approach diverges from the more
conventional focus on numerical solvers that primarily aim to streamline the
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Fig. 2. Overview of different approaches. Text-based (Baseline) and noise-based
retrieval (ReDi [58]) often follow rigid trajectories with extraneous elements (high-
lighted in red). In contrast, our method (ReCon) parses input prompts into visual
concepts and selects closely related ones from a knowledge base (highlighted in green),
enabling a malleable trajectory for incorporating input-specific additional details. Here,
0 = Start, h = Initial, k = Intermediate, and T = Final denote the diffusion steps.
(Color figure online)

denoising process. Rather, it capitalizes on leveraging previously stored interme-
diate noisy outputs, or “noises,” associated with a vast array of known prompts.
For any new input prompt, retrieval-based methods retrieve a relevant noise
vector from this repository of stored trajectories at a certain intermediate step.
This enables the model to resume the denoising process from a later point,
effectively skipping the initial steps and thus speeding up image generation.
Additionally, this retrieval-based approach can be integrated with any diffusion
model’s numerical solvers, without altering the core denoising mechanics.

To retrieve the nearest trajectory for an input text, a straightforward app-
roach can be based on text-based similarity [3]. Here, we can find the prompt
that is most similar to the input prompt and retrieve its associated trajectory
to get the noise at an intermediate step before starting the denoising process.
In theory, semantically similar prompts (e.g., “An old man” vs. “A man who
is old”) should yield comparable trajectories in DMs, allowing the denoising
process to resume from an intermediate noise level with analogous outcomes.
Different from this simple textual similarity, [58] proposed ReDi, a noise-based
retrieval framework. This method initiates the denoising sequence for few steps,
subsequently identifying the most closely matched trajectory based on noise-wise
similarity.

The efficacy of text-based retrieval (Baseline) and noise-based retrieval
(ReDi) methods in generating images are illustrated in Fig. 1. The figure shows
that these methods often struggle to produce images that are faithful to the
input text. To understand this, we provide a high-level overview of each method
in Fig. 2. As seen from the illustration, both methods rely on stored prompts,
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either directly for text similarity or indirectly for noise similarity. This strat-
egy presupposes a diverse repository capable of reflecting the myriad of unique
prompts encountered during inference. However, the reality often deviates, as
truly analogous prompts with matching concepts are scarce in real-world sce-
narios. Moreover, even when a prompt is retrieved that seems closely matched
in text (Baseline) or initial noise (ReDi), it might introduce extraneous con-
cepts into the generated image. Key image attributes, such as layouts and color
schemes, are predominantly determined during the early stages of the denoising
process [15]. However, these stages are often skipped in retrieval-based meth-
ods, making it difficult to correct the trajectory using the input prompt within
the constraints of reduced NFEs post-retrieval. This issue is depicted in Fig. 2,
where red-colored texts like “on a bike” (Baseline) or “a dog” (ReDi) indicate
unwanted details in the final image. Such trajectory deviations present a critical
flaw in both techniques, making retrieval-based acceleration challenging.

To address these challenges, we present ReCon. The central idea of ReCon
is retrieving concepts from the input prompt, which can be thought of as “soft
templates” for the image generation process. This method involves collecting
intermediate noises corresponding to these concepts and then combining them.
The combination results is what we call a “flexible trajectory,” which incor-
porates some details from the retrieved prompts while still leaving scope for
additional elements that are unique from the input prompt. This is illustrated
in Fig. 2 under “Concept-based Retrieval,” where the prompt is decomposed into
three generic concepts (A surfer, The beach, and A yellow surfboard) retrieved
from the knowledge base. This flexibility is central to ReCon’s approach. Our
strategy draws upon NLP research, which suggests that a sentence can be decon-
structed into phrases and evaluated for various attributes such as named entities
[26], abstractness [5,47], and visualness [52]. In our method, we primarily use
a pre-trained language model [31] to extract essential noun phrases and deter-
mine their visualness using [52] to identify “concepts” (we use “visual concepts”
and “concepts” interchangeably). As illustrated in Fig. 1, the adoption of visual
concepts allows ReCon to generate images that are not only more accurate but
also more faithful to the input prompts, surpassing previous methods. To the
best of our knowledge, ReCon is the first approach to extract visual concepts
in T2I tasks for retrieval-based acceleration. Contributions. 1) We introduce
ReCon, first of its kind to extract concepts for accelerating T2I tasks without the
need for additional training. By retrieving concepts similar to the input prompt,
ReCon crafts a flexible trajectory that closely aligns with the input prompt,
allowing for the incorporation of unique details. 2) We conduct a comprehensive
experimental study to compare ReCon with both text-based (Baseline) and
noise-based (ReDi) [58] retrieval frameworks across three datasets: MS-COCO
[7], Pick-a-Pick [23], and DiffusionDB [55], using various metrics, such as CLIP
Score [39], PickScore [23], and Aesthetic Score [1]. Our findings reveal that while
text-based retrieval is surprisingly robust relative to noise-based retrieval tech-
niques (namely ReDi [58]), especially with SDXL’s high-fidelity model, ReCon
consistently excels in all measured dimensions. Specifically, ReCon excels in
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both fidelity and speed, generating high CLIP Score images in just 6–7 s on
an A10G GPU—faster than REDI and Baseline, which require more than 10 s.
3) Our contribution to the community extends beyond novel methodologies; we
have curated a comprehensive concept knowledge base (KB), encompassing over
1.2M visual concepts and their trajectories derived from 1.6M unique prompts
across varied datasets. This repository will be made publicly available (upon
acceptance) to facilitate further research in the nascent field of retrieval-based
T2I acceleration.

2 Related Work

Training-Based Acceleration. Several attempts have been made to acceler-
ate the sampling process of diffusion models by introducing additional training
beyond the base diffusion model. Distillation methods [14,30,34,35,44,63] aim
to distill a teacher model into a more efficient student model with fewer denois-
ing steps. Consistency Models [49,50], on the other hand, leverage the inherent
properties of ODE samplers within diffusion models to train a new model by min-
imizing the difference between points along identical trajectories. Despite being
able to drastically reduce generation steps (potentially to a single step), these
acceleration methods require additional training. For larger base models with
billions of parameters, such as SDXL [38], used in our paper, the requisite for
training resources becomes even more pronounced. In contrast, our training-free,
retrieval-based method can be easily implemented with a single A10G GPU.

Training-Free Acceleration. Since the introduction of interpreting diffusion
models in continuous time [51], the sampling process can be executed by solving
reverse SDEs or ODEs, given that the time-dependent distribution is equivalent.
This enables a broad spectrum of research to investigate better numerical solvers
for the reverse differential equation [22,24,33,60]. Consequently, the total num-
ber of required steps (and therefore, NFEs) can be significantly reduced, often to
just 10–20. Our contribution, while complementary to the efforts in optimizing
numerical solvers, introduces an additional layer of efficiency by exploiting the
concept of caching and retrieving intermediate noises. This approach is orthog-
onal to the direct optimization of solvers because it does not alter the compu-
tational process of the samplers. Instead, it leverages the pre-generated data to
bypass certain steps of the diffusion process. By caching intermediate noises we
can quickly retrieve and resume the generation process from these points for
new images. This method is compatible with any recent sampler, providing a
versatile and powerful tool for acceleration.

Retrieval-Based Diffusion. Current retrieval-based T2I studies typically tar-
get generating images of rare entities [6] or adapting to new scenarios [45]. In the
training-free acceleration direction, the closest work to ours is ReDi [58], where
the authors introduced a training-free method for image generation that lever-
ages initial noise to retrieve the most similar generation trajectory. Our approach
differs fundamentally from ReDi by concurrently retrieving noises from multiple
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semantically similar concept prompts without the need for initial diffusion steps
to obtain the noise vector, thus avoiding additional diffusion steps. Moreover, our
study, using the enhanced SDXL model [38] alongside multiple datasets featuring
complex prompts, demonstrates a surprising finding: simple text-based retrieval
(Baseline in Fig. 2) outperform ReDi when tested across extended models and
datasets. Nonetheless, both ReDi and the baseline approach fall short in fully
capturing the intricacies of the input prompts, prompting the exploration of a
more effective concept-based retrieval method.

Concept Retrieval for T2I. Several studies have explored synthesizing images
with user-provided concepts. These concepts can be either textual concepts [29]
or image concepts [8,25,42] to generate personalized or compositionally complex
images. This exploration includes methods for customizing images with spe-
cific concept images [8,25,42] and composing multiple text-conditioned diffusion
models for intricate image compositions [29]. Our work differs in two significant
ways. First, we automatically extract visual concepts from text prompts instead
of relying on user-provided concepts. Second, we cache and retrieve these auto-
matically derived concepts alongside their corresponding noise vectors for accel-
erating DM. To achieve automatic extraction of visual concepts, we mainly draw
inspiration from existing NLP research on word and phrase abstractness and
imageability [5,19,32,47]. More recently, Verma et al. [52] proposed a method
for evaluating prompt-level visualness in T2I, which is more relevant for our case.
Inspired by this, we accomplish automatic extraction of visual concept prompts
by adopting a fine-tuned CLIP [39] to gauge the text-visualness [52]. Using this,
we mine around 1.2M unique concept texts, which we later use for retrieval-based
acceleration. To the best of our knowledge, this is the first attempt to extract
visual concepts specifically for accelerating T2I tasks.

Fig. 3. Overview of ReCon. For a given input prompt, ReCon decomposes it into dis-
tinct visual concepts Our framework then stores unique concepts from known prompts
as well as their trajectories for retrieval purpose. During inference, the same concept
decomposition happens and the most similar concepts along with their linked noises
are retrieved. These concept noise vectors are then aggregated at step k to resume the
denoising process from t = k to T , resulting in decreasing k NFEs.
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3 Approach

3.1 Preliminaries

Diffusion Models. We approach diffusion models (DMs) through the lens of
differential equations [22,51], focusing on the “trajectory” idea within the diffu-
sion process. Let x ∼ pdata(x) represent the data distribution. DMs perturb x
by iteratively adding i.i.d. Gaussian noise with variance σ2

t over t ∈ [T, 0], result-
ing in a noise distribution p(x0;σ0). When σ2

0 reaches a sufficiently large value
σ2

max, the distribution p(x0;σ2
0) closely resembles isotropic Gaussian noise with

variance σ2
max. Image generation in DMs starts with a noise-saturated sample

x0 and progressively denoises to approximate p(xt;σt), where t ranges from 0
to T . In this progression, σt+1 is smaller than σt, and σ0 is equal to σmax. The
final output at σT = 0, should ideally reflect the original data distribution. This
iterative denoising procedure is computationally represented by the Probability
Flow ODE [51], which tracks the data sample trajectory over time:

dx = −σ̄(t)σ(t)∇x log p(x;σ(t))dt, (1)

where ∇x log p(x;σ) denotes the score function, and σ(t) is a user-defined noise-
level schedule with its time derivative represented by σ̄(t). In practice, the score
function is estimated by training a deep neural network sθ(x;σ) parameterized
by θ. Note that we are using the same notation as Karras et al. [22], where x0

is the noisy input and xT is the fully denoised output or generated final image.
Throughout this paper, we refer to the trajectory {xt : t ∈ {0 · · · T}} as the one
generated by a conditioned DM (typically using classifier-free guidance [18] for
T2I), where xt represents the noisy model outputs (noises) at each time step.

3.2 Retrieval-Based Acceleration

From Eq. (1), we can see that the sampling process becomes deterministic once
x0 is sampled from the Gaussian distribution. This allows for the pre-generation
and storage of trajectories corresponding to a diverse range of prompts within
a database. During inference, the key challenge lies in retrieving the trajectory
that most closely aligns with the trajectory of the input prompt, posing the
critical question: How do we select the optimal trajectory to resume the denoising
process? To this end, we explore two primary approaches from literature, which
we describe below.

Text-Based Trajectory Retrieval. Since the input prompt is the initial ele-
ment, it is intuitive to retrieve trajectories associated with the closest prompts.
Specifically, for an input prompt P, we encode it with a pre-trained text encoder
to obtain its embedding φ(P). The nearest prompt P ′ is identified by finding the
minimum cosine distance between text embeddings, and its trajectory {xP ′

t }T
t=0

is obtained. The intermediate output of P ′ at step k is looked up in the database
and then, the diffusion process is resumed from the intermediate step k ∈ [0, T ]
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with the original prompt P, effectively skipping k NFEs, as illustrated in Fig. 2.
We refer to this method as Baseline.

Noise-Based Trajectory Retrieval. The alternative method, ReDi, retrieves
trajectories by searching for the closest noise vector [58]. Specifically, for a given
input prompt P, ReDi first computes h steps in the denoising process and
uses the noise xP

h as a query. It then searches for the nearest noise xP ′
h in the

knowledge base and resumes the denoising process from step k > h, effectively
skipping k − h steps. However, this method adds h initial steps to the number
of NFEs, as illustrated in Fig. 2.

3.3 Our Proposed Framework: RECON

Both Baseline and ReDi rely on stored prompts P ′, either directly through text
similarity or indirectly through noise similarity. However, they face challenges in
generating images that are faithful to the input prompt P. As shown in Fig. 2,
both the baseline method and ReDi introduce extraneous components into the
final images, compromising its fidelity. Crucial image attributes, such as layout
and color schemes, are defined in the initial denoising stages [15], which are
frequently bypassed in retrieval-based approaches, leading to a misalignment
from the intended prompt details.

Concept Extraction and KB Creation. To address the challenge of incor-
porating specific details from input prompts while avoiding the rigidity seen in
Baseline and ReDi, we introduce a novel approach: decomposing input prompts
into visual concepts. However, the challenge lies in distinguishing visual con-
cepts from abstract terms. For example, terms like “belief,” “essentialness,” and
“spirituality,” while conceptually significant, often rank high in abstractness [5],
but do not translate into visual representations for T2I generation. This dis-
tinction is crucial as language models like RoBERTa [9,31] are proficient in
extracting and understanding text, including abstract concepts, the challenge
lies in ensuring that these concepts can be visually represented. To tackle this
challenge, we adopt a fine-tuned CLIP model to evaluate the visual potential of
extracted phrases, ensuring that only those with a clear visual representation are
selected [52]. In the process of ReCon, each text prompt P is decomposed into
N visual concepts {ci}N

i=1, using a pre-trained RoBERTa [31]. Subsequently, a
visualness filtering model h(·), fine-tuned to distinguish between visually repre-
sentable and non-visual text segments, evaluates these extracted noun phrases.
representations. The visualness of a concept c is quantified through cosine sim-
ilarity S = 1 − 〈h(c), h(Inull)〉, where Inull denotes an image of random RGB
values, serving as a sample for non-visual content. Concepts with visualness
scores S below a predefined threshold are deemed non-visual and excluded from
further consideration. These visually relevant concepts and their trajectories
from DMs are then cached in a vector database for retrieval purpose. Figure 3
illustrates these steps in this stage of ReCon under the section “Concept KB
and Trajectories Creation.”
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Retrieving and Aggregating Concepts. During inference, given an input
prompt P, a concept knowledge base, and a pre-trained diffusion model fθ, we
first decompose the prompt into a set of visual concepts {ci}N

i=1. For each concept
ci, we compute its text embedding φ(ci), which serves as a query for retrieving
the closest matching concepts c′

i along with their associated trajectories xc′
i

t .
Subsequently, at a pre-determined step k ∈ [0, T ], we aggregate these trajectories
by combining their noise vectors xc′

i

k at step k, thus forming a new starting point
for the denoising process:

x̂t =
N∑

i=1

wi · xc′
i

k , (2)

xt+1 =fθ(x̂t; t,P); t = k, · · · , T − 1, (3)

Fig. 4. Qualitative comparisons reveal that ReCon consistently produces images of
quality comparable to those generated by Vanilla, with no retrieval-based accelera-
tion. Here, the numbers of NFEs are: Vanilla = 50, Others = 35. Full prompts for
DiffusionDB appear in Supplementary.

where {wi : i ∈ [1, N ]} corresponds to the weights for each concept. Our
method defines weights wi using the cosine similarity between text embed-
dings of the query and retrieved concepts, normalized across all concepts:
wi = 〈φ(ci),φ(c′

i)〉∑N
i=1〈φ(ci),φ(c′

i)〉
. This approach is grounded in the principle that diffusion

models can be regarded as energy-based models (EBMs), facilitating the com-
positional aggregation of noise vectors [12,28,29] For detailed insights into noise
vector compositionality in EBMs, please refer to our Supplementary material.
The “Concept Retrieval” and “Concept Noises Aggregation” stages precede the
continuation of the denoising process with the aggregated noise x̂t and the orig-
inal prompt P to generate the final image xT , as depicted in Fig. 3. While only
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the concept noun phrases are aggregated, the final diffusion steps (steps k · · · T in
Fig. 3) are guided by the original prompt. Thus, essential prompt details beyond
nouns still get to influence the resulting image xT . For instance, in col. 3 of
Fig. 4, although the concepts extracted from the original prompt “A herd of
sheep standing below very tall buildings” are “a herd of sheep” and “buildings”
without including “tall,” the final image still captures this key attribute.

4 Experiments

4.1 Setup

Datasets. For a fair comparison, we first assess the performance of ReCon
using the same dataset as ReDi [58]: MS-COCO [7] (containing 82K and 42K
captions in train and validation). However, captions in MS-COCO may not
always reflect real-world T2I prompts, as noted in [23]. Therefore, we also
use Pick-a-Pic [23] (35K unique prompts) and DiffusionDB [55] (1.8M unique
prompts). These datasets offer a broader range of prompts, more reflective of
actual T2I user preferences. For evaluation, we randomly select 10K captions
from MS-COCO, 500 prompts from Pick-a-Pic, and 10K from DiffusionDB from
their validation/test set (detailed in Supplementary). To our knowledge, such a
comprehensive study has not been done before for retrieval-based acceleration.

Fig. 5. While other methods struggle to generate faithful images with relatively higher
NFEs, ours (ReCon) can generate faithful images at NFEs as low as 20.

Metrics. In unconditional settings, a popular metric to test photorealism is
FID [16], which compares feature distributions from real and generated images.
However, FID falls short in conditional settings such as T2I. Studies have pointed
out FID is negatively correlated with human preferences [23,38]. Therefore, for
a comprehensive evaluation of T2I models, we employ metrics that specifically
address the conditional nature of the task. PickScore [23] measures the alignment
between text descriptions and generated images. “CLIP Score” [39], on the other
hand, provides a broader measure of semantic congruence between the text and
generated image, useful for understanding how well the generated image captures
the gist of the text. “Aesthetics Score” [1] complements these by assessing the
visual appeal of images. Finally, we employed NFE to quantify ReCon’s time
efficiency, independent of hardware configurations.
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Implementation Details. For building Baseline and ReDi (described in
Sect. 3.2), we follow the steps mentioned in [58], but replace the base model
with the improved SDXL [38]. We denote the default sampling process in SDXL
without any acceleration as “Vanilla Generation.” For ReCon, we first build
a concept knowledge base (KB) from the unique captions and prompts in the
training sets of all considered datasets. We extract noun phrases using a pre-
trained language model, RoBERTa [31] and apply visual filtering with a CLIP
model [39] from [52]. To efficiently store and retrieve these extracted concepts and
their associated trajectories, we implement a vector database with FAISS [20].
Remarkably, the concept retrieval part of our pipeline merely takes 1.15% of the
total inference time on an A10G GPU. We build the rest of our pipeline based
on PyTorch and the HuggingFace Diffusers library [36,37]. We determine the
weights for merging concept noise vectors using the CLIP text similarity scores,
as in Eq. (2). Unless otherwise mentioned, for all the experiments, we use the
Euler sampler [22] as default, setting the number of NFEs to 35 for retrieval-
based methods and 50 for Vanilla Generation. Further implementation details,
including configurations of SDXL, the KB size, specifics of our vector database
for caching and retrieval are provided in Supplementary.

Fig. 6. Baseline and ReDi often struggle with 1st Nearest Neighbor (NN) results,
leading to poorer outcomes for 2nd and 3rd NNs. Conversely, ReCon consistently
produces accurate images across all NN concepts, addressing the diversity challenge.

4.2 Qualitative Results

Enhanced Fidelity. In Fig. 4, Images generated using ReCon demonstrate a
higher degree of fidelity to the provided prompts compared to both Baseline and
ReDi methods. ReCon images also closely mirror the results of Vanilla Gen-
eration across all datasets. In contrast, images from Baseline and ReDi images
exhibit notable discrepancies from the input prompt, such as depicting inac-
curate objects (animal mouse vs. computer mouse), or omitting key elements
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described in the prompts (e.g., “very tall buildings”). ReCon is able to gener-
ate uncommon concept combinations like “..cat eating a burger like a person.”,
“..raccoon washing blankets..”, and “..cat dressed as a scuba diver..”. ReDi
and Baseline often miss the mark with these intricate descriptions, occasion-
ally generating completely irrelevant images, like those for the prompt “Human
abduction by UFO.” ReCon also performs better with rare input prompts. For
instance, the phrase “sparkling diamond gold butterfly” is absent from KB. Nev-
ertheless, ReCon produced a relevant image of a butterfly based on the concept
“a sparkling gold glitter dress,” thus highlighting the advantages of the flexi-
ble trajectory of ReCon’s design. Figure 5 showcases the outputs from three
retrieval-based methods with both high and low number of NFEs. Both Base-
line and ReDi methods struggle to faithfully capture the input prompts in their
images at relatively high number of NFEs. Unsurprisingly, their performance
further diminishes at lower number of NFEs. ReCon, however, consistently per-
forms better even with NFEs as low as 20.

Fig. 7. ReCon can generate images
with high CLIP scores in 6–7 s using an
A10G GPU, whereas both ReDi and
Baseline require more than 10 s to gen-
erate images of comparable quality.

Fig. 8. ReCon consistently outper-
forms Baseline and ReDi on MS-
COCO under varying total number
of steps and different percentage of
skipped steps w.r.t. total steps taken
by Vanilla Generation.

Diversity. Diversity in T2I generation ensures that the model can produce a
range of visually distinct images for a given prompt, enhancing user experi-
ence by offering creative variations. The traditional approach for diversity in
T2I tasks involves caching different trajectories for multiple seeds. This method,
while capable of producing diverse outputs, faces significant scalability chal-
lenges. Storing trajectories for a growing number of unique prompts, even for
a single seed, quickly becomes prohibitively expensive. A cheaper solution to
this problem is to pull the top-k Nearest Neighbor (NN) trajectories. However,
Baseline and ReDi struggle with accuracy and faithfulness, particularly beyond
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the first NN, as shown in Fig. 6. ReCon effectively overcomes this by focus-
ing on similar visual concepts rather than full-length prompts. This approach is
more efficient as matching concepts is simpler than entire prompts. For instance,
in one of the prompts showcased, the top-three retrieved NN concepts are: 1st:
[‘two brown teddy bears’, ‘large wooden table’], 2nd: [‘two teddy bears’, ‘wooden
kitchen table’], and 3rd: [‘two stuffed teddy bears’, ‘wooden counter’], all closely
related to each other. This similarity among the top concepts enables ReCon
to maintain diversity without sacrificing fidelity or facing scalability issues.

4.3 Quantitative Results

Comparison of All Methods. In Fig. 8, we show the performance with dif-
ferent percentage of skipped steps with varying the number of total steps (or
NFEs) on MS-COCO (results from other datasets are shown in Supplementary).
ReCon consistently surpasses both ReDi and Baseline across different NFE
counts, demonstrating more notable improvement at lower number of NFEs. In
Fig. 7, we demonstrate the CLIP Scores of ReCon in comparison to previous
works. With just 6 s of computation time on an A10G GPU, ReCon is able
to produce accurate images from prompts across various datasets, while both
ReDi and Baseline require over 10 s to generate images of similar quality. A
detailed study among the retrieval-based methods is presented in Table 1. It is
evident that ReCon excels over Baseline and Redi in terms of all metrics. We
also make a surprising discovery: Baseline is quite competitive compared to the
state-of-the-art ReDi. This shows that when using an improved base model,
a simple approach like the Baseline can perform quite well, especially on T2I
alignment scores. For rest of the analysis, we primarily report these two scores
(results for the rest are in the Supplementary).

Table 1. Our concept-based retrieval ReCon surpasses Baseline and ReDi across
MS-COCO, Pick-a-Pic, and DiffusionDB datasets. NFE is fixed to 35.

CLIP Score↑ PickScore↑ Aesthetics Score↑
COCO Pick-a-Pic DiffDB COCO Pick-a-Pic DiffDB COCO Pick-a-Pic DiffDB

Baseline 29.15 27.67 29.68 20.74 20.44 19.81 5.50 6.05 6.26

ReDi 18.17 21.80 20.43 19.51 19.03 18.21 5.51 6.06 6.29

ReCon 30.19 29.93 31.46 21.31 20.76 20.08 5.52 6.10 6.31
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Table 2. ReCon’s ablation study
where ‘Visual-filtering’ leverages text-
visualness scores [53], while ‘weighting’
evaluates the similarity between con-
cepts. ‘Top-1’ prioritizes the highest
scoring concept, while ‘>0.5’ criterion
includes only those concepts with sim-
ilarities above this value.

Visual-filtering ✓ ✓ ✓ ✗ ✗ ✓

Weighting ✗ (Top-1) ✗ (> 0.5) ✗ ✗ ✓ ✓

CLIP Score ↑ 27.46 29.79 29.33 28.98 29.06 29.93

PickScore ↑ 19.88 20.59 20.54 20.12 20.36 20.84

Table 3. Comparison of all methods for
different samplers. ReCon consistently
outperforms Baseline and ReDi across
different diffusion samplers, showcasing
ReCon’s ability to work with multiple effi-
cient numerical solvers.

Scheduler CLIP Score↑ PickScore↑
Euler PNDM DDIM DPM Euler PNDM DDIM DPM

Baseline 27.67 25.96 26.77 26.73 20.44 19.82 20.10 20.00

ReDi 21.80 20.24 21.68 21.42 19.03 18.08 18.47 18.40

ReCon 29.93 27.68 28.99 28.56 20.76 19.89 20.29 20.06

Aggregation Ablation Study. Table 2 shows the importance of using both
weighted aggregation Eq. (2) and visual-filtering in ReCon. Here, we compare
with using only the most similar concept, denoted as Top-1, and excluding low-
similarity concepts with a threshold of 0.5, denoted as (> 0.5). The results
indicate that both the weighting and visualness filter are essential.

Concept Retrieval Analysis. Although both Baseline and ReCon rely on
text similarity scores (either prompt-to-prompt in Baseline or concept-to-concept
in ReCon), Table 4 shows that the latter consistently outperforms the former. At
each similarity score interval, concept-based retrieval in ReCon leads to superior
results, proving the effectiveness of our approach. The length and complexity of
input prompts, often containing multiple concepts, poses the question: how many
concepts to break a prompt into? Fig. 9 shows that consistently deconstructing
prompts into concepts (ReCon) generally produces better outcomes than not
doing so (Baseline). Also, it shows that there is a sweet spot for the number of
concepts to decompose a text prompt into.

Table 4. ReCon consistently performs better than Baseline at every text similarity
score interval and every NFE count (results shown for PickScore↑).

Text Similarity NFE = 40 NFE = 35 NFE = 30 NFE = 25

BaselineReConBaselineReConBaselineReConBaselineReCon

0.5–0.6 20.38 21.07 20.11 20.92 19.95 20.52 19.62 20.18

0.6–0.7 20.51 20.98 20.07 20.59 19.86 20.20 19.53 20.04

0.7–0.8 20.77 20.96 20.44 20.64 20.25 20.36 19.92 20.16

0.8–0.9 21.26 21.42 20.97 21.16 20.83 20.89 20.43 20.65
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Fig. 9. Prompts can contain an arbitrary number of concepts; so, breaking down a
prompt into its constituent concepts is better (ReCon) than not doing so (Baseline).

Comparison with Different Samplers. Table 3 showcases the results of
incorporating our method into other diffusion samplers, including DDIM [48],
DPM-Solver [33], PNDM [22], and Euler [22], with ReCon outperforming other
retrieval-based techniques across different samplers.

Human Evaluation. We conducted a comprehensive user study involving 214
participants (details provided in Supplementary) to evaluate image generation
using ReCon, Baseline, and ReDi. After filtering for consistency, we retained
200 valid participants. All methods used the same random seed, steps (NFE =
35), and Euler sampler. Results showed ReCon’s superior performance, with
75.5% of its generated images ranked first, 16% second, and 8.5% third. This
preference for ReCon was statistically significant (p-value < 0.05).

5 Conclusion

We proposed ReCon, a training-free retrieval-based acceleration method for T2I
tasks. We observed that previous approaches were hindered by the rigidity of
their trajectories, which often resulted in images lacking fidelity and diversity.
To address these challenges, ReCon retrieves trajectories for the noise by using
concept similarity and then merges the noises derived from multiple semanti-
cally similar concepts. The visual concepts extracted for this process have broad
applicability. While we focus on retrieval-based acceleration in this paper, the
potential uses of these concepts can be applied to noise aesthetics classifications
[13], noise inversion techniques [61], and latent-to-latent transformations within
generative models [4]. We leave the exploration of our concept knowledge base
as future work.
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