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Gaussian additive noise data fission is described in Tian and
Taylor (2018) and expanded in Rasines and Young (2022). This
current work, Leiner et al. (2025), expands greatly on this idea
by creating two data sources from a single source, allowing
information from each sample to be used for both selection
and inference. Data fission replaces independence with slightly
different but still strong conditional “tractability” properties.
Due to this “tractable” dependence requirement, many of the
examples are parametric in nature.

In Panigrahi, Fry, and Taylor (2024) (see Section A.5), it was
shown that when a bootstrap is available, it is quite simple to
establish an asymptotic form of fission. The method is simple
to describe and is broadly applicable under assumptions in
which the resamplingmethod have suitably well-developed CLT
properties.

Suppose the analyst has access to a resampling procedure
with a concentration parameter κ . Formally, this resampling
procedure should satisfy the condition that for any κ > 0, the
analyst can resample a functional θ̂∗ such that

θ̂∗|θ̂ ∼̇ N(θ̂ , κ · var(θ̂))

and have a CLT

θ̂ ∼̇ N(θ0, var(θ̂)).

A canonical example is the κn-out-of-n bootstrap, or the para-
metric bootstrap. In this example, denote bootstrappable func-
tionals by θ̂∗ = θ̂ (X∗,Y∗) based on the bootstrap sample
(X∗,Y∗). The analyst selects a collection of target functionals
S∗(X∗,Y∗) using some collection {θ̂∗

j : j ∈ J }, and wishes to
mimic sample splitting with a proportion π of the data used for
selection and 1 − π for inference.

Standard bootstrap variance calculations show that
(

θ̂

θ̂∗
)

∼̇ N
((

θ0
θ0

)
,
(
1 1
1 1 + κ

)
⊗ var(θ̂)

)
.
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A straightforward consequence of this is that for any target set S

θ̂⊥
S = θ̂S + 1

κ
· (θ̂S − θ̂∗

S )

is (asymptotically) independent of all bootstrap functionals of

(X∗,Y∗) and has marginal variance
(
1 + 1

κ

)
times the sam-

pling variance of θ̂S. In particular, if S∗ ismeasurablewith respect
to bootstrappable functionals, then for any S in the range of S∗,
we have

θ̂⊥
S |S∗(X∗,Y∗) = S ∼̇ N

(
θ0,S,

(
1 + 1

κ

)
· var(θ̂S)

)
.

As a concrete example, if we set π = 4
5
and κ = 1 − π

π
= 1

4
,

then

var(θ̂⊥
S ) = 5 · var(θ̂)

This is precisely the form of the variance one would expect to
see under data splitting with 4/5 of the data used for selection
and 1/5 used for inference. The asymptotic variance var(θ̂S) can
of course be estimated from several bootstrap draws.

This method is attractive in that it offers asymptotic data
fission without any strongmodel assumptions, and instead relies
on the existence of a resampling procedure satisfying a CLTwith
concentration parameter κ .
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