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Abstract—This paper develops control design algorithms to
achieve almost sure stabilization for Markovian randomly
switched linear systems (RSLSs) involving uncontrollable sub-
systems. Under the conditions of irreducible and aperiodic
Markovian switching processes, a controller design method is
introduced that utilizes the stationary distribution of the Markov
Chain (MC) and stabilizes the overall system almost surely. This
proposed method addresses the intricacies arising from uncon-
trollable subsystems within the context of Markovian RSLSs, and
offers a constructive solution for achieving system stability by
coordinating subsystem controllers. Almost sure stability of the
closed-loop system is established. In addition, a simulation case
study on an IEEE 5-Bus system illustrates model development,
controller design procedures, and convergence properties.

Index Terms—Markov Chain, randomly switched linear sys-
tem, controller design, almost sure stabilization

I. INTRODUCTION

In recent years, randomly switched linear systems (RSLSs),
an important branch of hybrid systems, has garnered consid-
erable interest. This growing attention is primarily prompted
by their relevance and impact in representing complex and
connected systems in various fields, especially in emerg-
ing technologies, including control systems, communication
networks, smart grids, intelligent transportation systems, au-
tonomous systems, among many others [1]-[5]. The core
characteristic of RSLSs under uncontrollable and unobservable
subsystems that distinguishes them from traditional systems in
their ability in representing complex systems and diversified
scenarios of operation interruptions, attacks, faults, contingen-
cies, control mode switching, system reconfiguration, which
often lead to loss of sensors and actuators, and consequently
controllability and observability. As a result, control of such
RSLSs must coordinate different controllers for subsystems
to achieve collectively the common mission of stabilization
and optimization. Common examples of switching processes
include various operational modes in machinery or devices,
fluctuations in the states of communication networks, or
changes in environmental conditions. Such variability often
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leads to unpredictable and rapidly changing system dynamics,
posing significant challenges in maintaining system stability
and efficiency.

In the context of control systems, RSLSs are particularly
relevant as they can represent complex processes with multiple
discrete states or modes, each governed by its own set of
linear dynamics. The random switching among these modes,
often given by a probabilistic rule, can lead to complexities
in ensuring system stability and performance. Therefore, it
becomes crucial to investigate methods that can ensure the sys-
tems overall stability and optimal performance. Not only will
research in this area contribute to theoretical advancements in
control theory, but also have profound practical implications
across various sectors.

The challenges in analyzing and controlling RSLSs stem
from their inherent switching behavior. Depending on specific
switching patterns and subsystem characteristics, the over-
all system behavior can exhibit a wide range of dynamic
variations. In comparison to traditional linear systems, this
complexity makes stability analysis, controller synthesis, and
state estimation for RSLSs more complex. Researchers and
engineers have pursued to address these complexities, aiming
to harness the effectiveness of RSLSs in practical applications.
For instance, [6] considers the strong observability and strong
detectability of the linear hybrid systems with a periodic
jumps restriction. [7] proposes sufficient conditions for robust
stability of a class of linear discrete-time switched systems.
[8] studies the optimal control problem for a class of linear
discrete-time hybrid systems. [9] provides a comprehensive
investigation on the stability of stochastic hybrid systems.

This paper aims to develop new control design algorithms
for achieving almost sure stabilization for Markovian RSLSs
that involve uncontrollable subsystems. Our previous research
work explored observability and controllability of RSLSs
[10]-[13] under independent and identically distributed (i.i.d.)
switching processes. From theoretical and practical view-
points, Markovian switching processes represent much larger
classes of hybrid systems and capture common features of
state-dependent conditions in practical systems. In our recent
work, we started using Markov Chains (MCs) in RSLSs. Our
works [14] and [15] considered observer design for Markovian
RSLSs with unobservable subsystems. However, to the best
of our knowledge, the control problems for Markovian RSLSs
with uncontrollable subsystems have not been studied yet.

Complex systems with many interconnected local dynamics
often cannot be controlled by a single input. In such systems,
the presence of unforeseen events, such as system failures,
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leads to random variations in controllable subsystem states. In
practical scenarios, these stochastic situations are commonly
represented using MCs. The main objective of this paper is
to explore how characteristics of MCs can be leveraged to
design state feedback controllers. This approach aims to tackle
the overall control challenge in Markovian RSLSs where
subsystems may be uncontrollable.

Our work contributes to the literature on RSLSs in multiple
ways.

1) We treat the Markovian RSLSs with uncontrollable

subsystems, which extend the i.i.d. switching patterns
in [13].

2) We propose an effective controller design algorithm
based on the stationary distribution of irreducible and
aperiodic MCs and establish almost sure stability of the
closed-loop systems.

3) We further demonstrate the capability of the coordinated
controller from subsystem controllers for achieving al-
most sure stabilization of triangular structured network
systems.

4) To demonstrate the theoretical results, a practical power
system is used in our case study. Although [16] is an
application of RSLSs in power systems, this is the first
time that a Markovian RSLS has been applied to power
systems.

The subsequent sections of this paper are delineated as fol-
lows. In Section II, the notation and the problem statement are
presented. In Section III, state feedback design algorithms are
proposed for RSLSs with uncontrollable subsystems. Section
IV is focused on almost sure stabilization properties of the
designed controller for RSLSs. In Section V, IEEE 5-Bus
system is utilized to exemplify the development of RSLSs in
practical systems. Finally, Section VI concludes the paper.

II. PRELIMINARIES
A. Notation

The following standard notations are used in this paper,
similar to [10], [13]. The Euclidean norm on a column vector
v € R™ is ||v||. For a matrix M € R"™*™, denote M’ as
its transpose, [[M|| = supy,=1 [|Mv]| as its operator norm,
Range(M) = {y = Mz : © € R™} as its range. A base
M € R™ ™ of a subspace U C R™ of dimension m, written as
M = Base(U), is a matrix whose column vectors are linearly
independent, and Range(M) = U.

Let (Q,F,P) be a probability space. For a discrete-time
stochastic process s = {si,k = 0,1, 2,...} on the probability
space, Fr, k = 0,1,2,..., with Fy_; C Fj being the
filtration, and E(-) the expectation over Foo = Up>0Fk.
For a subset Sy C S = {1,...,m}, the indicator function of
So is Lyes, = 1 if ¢ € Sp; and 1,5, = 0 otherwise. P{-} is
the probability.

This paper treats

&(t) = Ala(t)z(t) + Bla(t))u(t), (D

where z(t) € R™ is the state, u(t) € R" is the control input,
and a(t) € S = {1,...,m} is a finite-state MC.

Technical Co-Sponsors: IEEE CSS, IEEE SMC, IEEE RAS & IFAC.

This paper is motivated by real-world systems in which
physical plans are continuous-time systems but data acqui-
sition (sampling), exchange (communication time division),
switching (fault detection and protection), and control (digital
control) must be done in the discrete-time domain. These are
reflected in the following assumptions.

(A1) For a given time interval 7,

(a) the switching process «/(t) is piece-wise constant, whose
switching may occur only at the instants k7, k =
0,1,2,..., generating the skeleton sequence {ay =
alkr)} .

(b) The MC {ay} is irreducible and aperiodic with prob-
ability transition matrix P = [p;;] € R™*™, with
pij = Plagyr = jlag = i} > 0 and Z;ﬁ:lpij =1,
i € S. The initial distribution of ag is po = [p}, - - -, PI].

(c) The MC ay, can be observed after its occurrence.

Since «y, is irreducible and aperiodic, its stationary distri-
bution ps, = [pL,,...,p™] exists and satisfies poo P = poo
and pooc1 =1 where 1 =[1,...,1]".

As functions of ay, A(-) € R™*™ and B(:) € R™*" are
stochastic and for each i € S, the corresponding system in
(1) with (A(z), B(7)) is called the ith subsystem of the RSLS.
Denote the stochastic matrix sequences

Alor) =D A=
1=1

B(ay) = ZB(i)l{ak:i}-

The controllability matrix for the ith subsystem is
W (i) = [B(i), A(i)B(i),. .., (A®3))" "t B(i)] € R**"".
The combined controllability matrix for S is
Ws =[W(Q),W(2),...,W(m)] € Rnxmnr,

W (i) and W are constant matrices.
(A2) (a) Subsystems may be uncontrollable, namely,
Rank(W(i)) =n; <n, i €S. (b) Ws is full row rank.

III. DESIGN PROCEDURES

We first summarize briefly a state feedback design method
from [13]. The main steps are: (a) For the ¢th subsystem, we
extract the controllable sub-state 7 by using the Kalman de-
composition. (b) The ith controller is a feedback gain L; on the
controllable sub-state Z% when «y, = 4. (c) The design of L;
utilizes both the system dynamics and switching probabilities.
This creates m controllers. (d) During implementation, these
controllers are used according to the occurrence of ay,. These
steps are detailed next.

Extraction of Controllable Sub-States

Subspace decomposition on each subsystem is based on the
Kalman decomposition, see [13]. If the ¢th subsystem is not
controllable!, then the controllability matrix W (i) has its rank
Rank(W(i)) = n; < n. A non-singular matrix 7; € R™*"

IThis step is needed only if the subsystem is uncontrollable.
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can be found to transform the coordinates and obtain the new

state variable
I Fi
=T "z= { i ] .

2

Here 7} € R™ has dynamics i o= A+ Eiu, where

i Ay A Bj

i =1 Ay — |1 i — p—lpy — | D1
A =T; A(z)Tl_[O Z] B =T, B(Z)_[O}
Now (A%, BY) (with lower dimensions) is controllable.

The matrix 7; has the structure T; = [M;, N;], where
M; = Base(Range(W(i))) € R™ ™ and N; can be any
compatible matrix that makes 7; non-singular. It is noted
that a simple construction for »r = 1 is to select M; as
M; = [B(i), A(i)B(i),..., (A(i))™~1B(i)]. The resulting
Al B]i will be in a controllable canonical form. Decompose

T = gf} It follows that 7§ = G;x € R™. Collect all G;

in a matrix

Gi

G = :

Grn

Under assumption (A2), G is full rank. As a result, & =

(G'G)~ 1@’ exists. This allows us to map all controllable sub-
T

states back to x with a one-to-one mapping z; = : =
y"

Gz and z = ®x;. Consequently, we may simply concentrate

on the convergence of controllable sub-states.

Feedback Gains for Each Subsystem

When «y, = 4, 74 is internal and run open-loop since it has
no control involved. The total dynamics for the ¢th subsystem

are
1
31‘1 -
i
.TQ -
for t € [kr, (k+ 1)7).

Although 7% runs independently, it affects 7} via A%,7%.
This interaction may result in unstable closed-loop systems.
One remedy is to add a decoupling control action to eliminate
this interaction at sampling points. This action can be achieved
from the solution of Z% in the interval ¢ € [k, (k4 1)7)

A}, T + AlLTh + Biu,

i i
AT,

Fi(t) = eA kL (k7).

Substituting it into 7% = A%, 7} + A%, 7% + Biu, then we have
the solution of 7%,

t

()= I k) - on(e) + [t

kT

11(=0) Biy (0)do.
The signal vy (¢) is

¢ i . i .
v1(t) :/ eAn(t=0) gt o A2 0=kT) g Fi (k7).
kT
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At the sampling points, v1((k + 1)7) is
v1((k+1)7)

(k+1)T
= / e
kT

= /T eAil(Tfe)Ali eA520 00 F Y (k).
0

AL (U+1)7=0) 48 Asa(0=kT) g 1 (o)

Now, we may add a decoupling input u(t) first, and design
a state feedback, leading to

u(t) = a(t) — Lz (t), te [kr, (k+1)1), ()

Where U(t) = —(Bi) ) (k+D)7=8) (=) =1y ((k+1)7) and
=’ is the controllability Gramian

‘ (k+1)7
==/,

:/ eA119 Bi (B (A1) gp.

0

AL ((H1)7=60) Bi (Biy (A1) (+1)7=6) g

Since (A%, Bi) is controllable, =°
Gramian) is full rank for any 7 > 0.
Consequently, at t = (k + 1),

Fi((k+1)7)= 77 (kr) + v1((k + 1)7)
(k+ )T
=+ e At (k+1)7— ) Biu(0)do

(the controllability

(k+1)T ; o
- / AL (EFDT=0) Bi 151 (9) g,
k

T

It can be shown that this added control generates a decoupled
system

E"((’Wr 1)7)) e
= ATy (k) /k

cT

Ail((k-‘rl)T G)Bsz~z (0)d9

The closed-loop system has AL = Af, — BiL', and i, =
Aifi Att = (k+ 1), its solution has value 7% ((k+1)7)) =
eAe7T (k7). Since (A%, B}) is controllable, the poles of A’
can be placed arbitrarily and so is its norm. Consequently, the
following conclusion is true.

Lemma 3.1: [13] For any selected 0 < . < 1, a feedback
gain L; can be designed such that 4% = [[e4e7|| < 7.

It is noted that v; is a function of Z4 (k7). After we prove
the convergence of x (almost surely) in the next section, it
will become clear that v; is also convergent almost surely.

IV. ALMOST SURE STABILITY OF CLOSED-LOOP SYSTEMS

Since [13] assumes that ay, its conclusions and proofs
cannot be used to establish almost sure stability under Markov
chains. One structural property is needed. To explain, we note
that when «y, # i, 7% may not be controllable. It implies that
it may grow by itself. In this scenario, certain interactions
with other subsystems may lead to instability, regardless how
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feedback gains are designed. For this reason, we impose the
following structural condition.
(A3) When «, = j # i, for t € [kr, (k+ 1)7),

+ZA

for some matrices A} and A;, 0
discrete state oy = j.

This assumption defines a triangular interaction structure:
when aj, = j # i, ¥} runs open-loop and its dynamics are
affected by other subsystems (pth subsystems) only for p < i.
This means that for oy = j # 4,

F((k+ 1)7)=eN7F (hr) + 0013 Hi ()3 (kr),

where the matrices H ,(7) are functions of A .
Now, by combmmg the above cases, the sampled values
7% (k) becomes

xl() i1 €8.

that depend on the current

i—1
F((k+1)7) =Tud (kr) + > _Ti@i(k7), 3
p=1
where
Lii = Loy ™7 + 3 1a—pe ™7,

J#i
Lip = Zl{ak:j}H p(7)7 i,J,p €S, jF£1i, p<i.
i
This implies that

' 0 0
~ Iz T 0 _
Ti((k+1)7m)=1| . . T (k7).
le Fm2 Pmm

For stability analysis, we will concentrate on stability of
each sub-system. Denote

AE = |ledeT||, 7;’, = 7|, 4% = 1?35({7;}’
R = H (DI, k' = ]gzw;@{hm} i,j,p €8, #1i.

Also, let pi = ||Z% (k7). From (3), for all i € S,

i1
Pha1 = ‘ Tiipg, + ZripMZH
p=1

Alr AbT i
S(l{ak:i}l\e TN+ D Lag=slle’ H)”Hk-”

J#i

+ 1o, J}ZH

J#i

(1{% DYe+ Y Ly mo)ule{ak =iyh' Z/J‘k

J#i J#i

el

It follows that
i—1
Pher <A ()il + 7 (ow) Y 1,
p=1

“4)
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where 4" (o) = Loy =iy Ve + 20 Lar=j} 76 and 7' (ax) =
> ji Hay=4yh' for any i.

Our design method uses the stationary distribution ps, of
the MC, rather than the matrix P itself. By Lemma 3.1, we
can always achieve the following design criterion.

Lemma 4.1: Under condition (A1), by choosing the eigen-
values of Afj suitably, for any 0 < v, < 1, there exists a
feedback gain L such that

(Ye)Poe ()T < 7y < 1.

We are now ready to establish almost sure stability. We first
recall that a stochastic sequence {s} is said to converge to 0
almost surely with exponential rate if its Lyapunov exponent
converges with

.1 =

lim —In||sg]| =d < 0, almost surely.

k—oo k
Define the continuous-time state norm ¢ (t) = ||Z% (¢)||, which
is a scalar stochastic process. The following lemma is a special
case of Theorem 17.0.1 of [17] and Theorem 1 of [18], and
will be used in convergence analysis. It is a statement of SLLN
for MCs.

Lemma 4.2: Suppose that g, = g(ay) is a sequence taking
values in {g(1),...,g(m)}. Under condition (A1),

N-1 m
.1 i
1\}13%0 N kE,O gk = = Eﬁ Peog(i), almost surely.

The following theorem shows that under the designed
controller, the system state converges to 0 almost surely.

Theorem 4.1: Under assumptions (Al), (A2), and (A3),
and the controller design in Lemma 4.1, (a) u} converges to
0 almost surely and exponentially, as k — oo; (b) ||z(¢)|
converges to 0 almost surely and exponentially, as k — oc.

Proof:
(a) We prove this theorem by induction on ¢. For ¢ = 1, by
),
Pir1 <A () < H At (ae)p

By Lemma 4.1 and Lemma 4.2, as k — oo,

k—1
Flnpg < - (Zlnv (o) +lnuo>
—E (ln’y (ag)) almost surely
< Paolng + a5 Ing
1 1
= In(7)P= (7,) %
<In~, <0.

It follows that
pi < ekl < (el )k — 0, as k — oo.

As aresult, p3 converges to 0 almost surely and exponentially.
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Suppose that for i = 1,...,s, ui converges. Then for i =
s+1,

S
pth <A TN e)utt 7Y
p=1

<A )™ + Vo sy b

P
Jmax {p}.
for some h*t! > 0. When h*t! = 0, by Lemma 4.1, similar
to the proof of convergence of p}, L**! can be designed such
that 15" converges.

Furthermore, when h** > 0, in (5), pf, p=1,...,s, act
as exponentially decaying inputs. Therefore, as the response of
an exponentially stable system to such input, /ﬁ“ converges.
Hence, for all ¢ € S, pj, converges.

(b) For t € [k, (k + 1)7) with finite length 7, we have
SUD4 e o, (h1)7] X pi(t) < cpl for some constant ¢ > 0. This,
together with the almost sure convergence and exponential
convergence rate of u}, implies that u’(t) converges to 0
almost surely and exponentially. Then, by x = ®z;. the
convergence of controllable sub-states from all subsystems
implies the convergence of z. Therefore, (b) is proved. ]

V. CASE STUDY

We now use a practical power system to illustrate the theo-
retical results. This is the first time that Markovian switching
RSLSs have been applied to power systems.

Example 5.1: The IEEE 5-Bus system [19] in Fig. 1 is
a well-established power grid in power system analysis. In
this grid, there are two generators (Buses 1-2) and three loads
(Buses 3-5).

-_’- Bus1 Bus3

5

The generators are dynamic systems. Their state variables
are wy = 51,2? = [51,{,01],0.}2 = (52,23 = [(52,&)2}. and their
models are swing equations

™ Bus4

Bus2 —’—— Bus5

Fig. 1. IEEE 5-Bus System.

Miin + g1 (wr) =P{" —
Mo + go(wa) =P" —

PE+ P2 4 PP
PF + P2 + P32 4+ P2 + P32

The real power flows in these equations are

2

cos(@ij) — l‘/j COS(eij + 51']')7

piYo— I
T Xy Xij

Technical Co-Sponsors: IEEE CSS, IEEE SMC, IEEE RAS & IFAC.

and 0;; = J; — 0;; the friction part g;(w;) has the linear part
b;wy with b; > 0, i = 1,2. The load buses have real-power
flows

PE = PIS4 PP 4 PR,

Py =P+ P+ P

PL = P2 4+ PP,
Define 2% = [2¢,29], 2"? = [63,04,05]. The total model for

the 5-Bus system 1s P ( d ¢nd) 4+ Byv + D4¢, where

v=[P{", Pi"] ¢ = [PL, PE],0n? = [PE, PE PE] and
0 0 0 0
C|yM0 _ | -1/M 0
Bi=1" o |» Pr= 0 0
0 1/M, 0 —1/M,

For stability analysis around the nominal operating condition,
we consider the dperturbatlons z=2¢-7" u=v-7,(=¢—
7 [(r=gmd 7"

In our analys1s and design, we perform the common
small-signal linearization, see [16] for details. Define x =
[01,w1, 02, ws]. The linearized system is

I:AI+B1U+D1<+DQCH,

where the Jacobian matrices

Ao 8F(zd,£”d)
o 024 zd=zd gnd= g’
F d pnd
b, = PFE) N
oend zd=7d gnd=7""

The IEEE 5-Bus system has the parameters showed in Table
I with real power P (MW) and reactive power () (MVar).
The base MVA is Sg = 100 MVA and the base voltage is
VB =230 kV (see [19], [20]).

TABLE 1
IEEE 5-BUS SYSTEM BUS DATA
Bus V (p.u. £ rad) P Q P, | Qp
1 1.06£0 129 | —7.42 0 0
2 1.0474/ — 2.8063 | 40 30 20 10
3 1.0242/ — 4.997 0 0 45 15
4 1.02364 — 5.3291 0 0 40 5
5 1.01794 — 6.1503 0 0 60 10
TABLE II
IEEE 5-BUS SYSTEM LINE PARAMETERS
Line | Resistance (p.u.) | Reactance (p.u.) | Z (p.u X260 rad)
1-2 0.02 0.06 0.06/1.25
1-3 0.08 0.24 0.25/1.25
2-3 0.06 0.25 0.26/1.33
2-4 0.06 0.18 0.19/1.25
2-5 0.04 0.12 0.13/1.25
3-4 0.01 0.03 0.03/1.25
4-5 0.08 0.24 0.25/1.25
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We use the same generator parameters as in [16], M; = 1.9
and by = 0.2 for Generator 1, and My = 0.9, b, = 0.16 for
Generator 2. The linearized system has

0 1 0 0
A - 7.7926  —0.1053 —7.7926 0
0 0 0 1

—20.3866 0 20.3866 —0.1778

The real-power P{™ is the control input and B(1) =
[0,1/M7,0,0] is the normal operation (control is in effect).
Contingencies in power systems can interrupt control ran-
domly, that generates B(2) = [0,0,0,0]. The contingency
is represented by a Markov process. We will design the
controller to stabilize such system, even under such Markovian
contingencies.

Suppose that the initial state is 2(0) = [1,2,3,1], and the
initial distribution is py = [0.9,0.1]. The sampling interval
7 = 0.2 second and the probability transition matrix for the

. 09 0.1
MCis P = [ 05 05 ] Then,

Poo = [Phe, P2] = Jim P* =1[0.8333,0.1667].

The pole placement design is used for designing controller
feedback gains. When ay, = 1, the controller runs close-loop,
and when aj, = 2, the system can only run open-loop.

We choose the desired closed-loop poles to be A =
[-3.6,—2.7,—3,—3.3]. Then the Matlab function L; =
place(A, B(1), \) yields the suitable feedback gains and the
closed-loop error dynamics with Al = A — L, B(1). Fig. 2
shows the switching sequence, control input, and state norm
trajectory. The results illustrate the almost sure convergence
(one selected sample path).

Switching Sequence

£ 2
2
215
2
S
P jes ssssssessss se sss sesssres
0 5 10 15 20 25 30
Control Input
500
3 Ay
E- [N
500 . . . . .
0 5 10 15 20 25 30
State Trajectory
20
E
2
Z 10
5
L . n
0 5 10 15 20 25 30

Time Index

Fig. 2. Switching sequence and state norm trajectory.

VI. CONCLUDING REMARKS

This paper presents a control design method for stabilization
of Markovian RSLSs. This new design method employs the
unique requirement of almost sure stabilization in selecting its
feedback gain matrices for subsystems. Unlike the requirement
on mean-square state estimation of RSLSs with unobservable
subsystems that impose an upper bound on the switching time

Technical Co-Sponsors: IEEE CSS, IEEE SMC, IEEE RAS & IFAC.

interval, the design method of this paper is valid for any
decision interval, allowing the overall system to achieve almost
sure stability even if there are uncontrollable subsystems.
There remain many potential open topics worthy of further
research, such as robust control, optimal control, and time-
delay systems of RSLSs.
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