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Abstract—Federated learning (FL) is a machine learning ap-
proach where the goal is to train a centralized model using a
large number of clients that host private datasets. FL trains
a smaller version of the model at each dataset site and then
aggregates all the models at the server. In practice, clients (i.e.,
dataset holders) that participate in the learning process may
possess corrupted or noisy datasets resulting in low accuracy
models. Additionally, malicious clients may poison the data or
carry out model discovery attacks.

In this paper, we propose a refining algorithm called Re-
finedFed, to eliminate corrupted, low accuracy, and noisy models
that can negatively impact the centralized model by reducing
its accuracy or cause other malicious activities. Furthermore,
RefinedFed reduces the uplink communication cost with the
centralized server, which in return results in faster aggregation
on the server side. Based on our preliminary experiments on
the MNIST dataset, we observed that RefinedFed improved the
global model accuracy from 84% to 91% while consuming less
time for aggregation.

Index Terms—Privacy-preserving machine learning, federated
learning, noisy data, malicious attacks

I. INTRODUCTION

In 2016, McMahan et al. [1] proposed FL, which is a

distributed machine learning approach to train a central-

ized/global model at a server using a large number of private

datasets held by clients without obtaining the actual data. The

key idea is to train a smaller version of the model at each

client and then aggregate all the models at the server. The

goal is to minimize the objective function [18] (Equation 1)

min
w

f(w) =

n∑

i=1

piFi(w) = Ei[Fi(w)], (1)

where n is the number of clients and
∑

i
pi = 1 s.t. pi ≥ 0. FL

allows the training of models on distributed datasets without

requiring the transfer of the actual datasets to the server. In

particular, FL is one instance of the more general approach of

“bringing the code to the data, instead of the data to the code”.

As a result, we will train a model without having access to

the actual datasets on the clients.

FL is one of the widely adopted techniques in the context

of privacy-preserving machine learning in order to train a

model on data that is not accessible such as patient records in

hospitals. Instead of uploading the data to a centralized server

where a model can be trained, FL techniques rely on sending

the model to clients, which in return will train a model on

their local data without having to share them with the server.

Figure 1 shows a simplified architecture of FL. Furthermore,

FL is often deployed to train models on data from edge and

wearable devices, which continuously collect data from users

such as smartphones and medical equipment. For example, FL

is popularly used in providing smart services on smartphones.

Google extensively uses FL in the Gboard mobile keyboard

[9]–[12] and Android Messages [13]. Apple uses cross-device

FL in iOS 13 [8]. The model that predicts the next word

in a smartphone’s keyboard was also trained using the FL

technique.

In this paper, we propose a refining algorithm called Re-

finedFed, to eliminate corrupted, low accuracy, and noisy

models during FL. The key contributions of our work are as

follows:

• RefinedFed refines all clients models based on their accu-

racy after being tested locally at each client local dataset.

When a model passes a specific accuracy threshold, it will

be collected by the server. Otherwise, the model will be

dropped and will not be collected in that specific round.

• RefinedFed reduces the uplink communication with the

server, since many corrupted models, noisy models, and

low accuracy models will not be collected by the server.

This will save network bandwidth usage for the server.

• RefinedFed reduces the aggregation time on the server by

eliminating low accuracy and corrupted models from the

pool of models at every aggregation phase. Hence, the

number of models that are included in the aggregation

phase are less than the actual models that were included

in the training phase.

• We evaluated RefinedFed on the MNIST dataset and

observed that it yielded an accuracy of 91% compared to

the traditional approach of FL, which yielded only 84%

accuracy.

The rest of the paper is organized as follows: Section II

discusses the background and related work on FL. Section III

provides the motivation for our work. Section IV describes978-1-7281-8243-8/20/$31.00 ©2020 IEEE
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our approach in detail. Section V reports our experimental

evaluation. Finally, we conclude in Section VI.

II. BACKGROUND AND RELATED WORK

The general description of FL was given by Bonawitz et al.

[2]. Moreover, Konečný et al. [3], Bonawitz et al. [4], [6], and

McMahanet et al. [5] discuss the theory behind FL in a more

detailed way to address the fundamental problems of privacy,

ownership, and locality of data. FL was initially introduced to

target mobile and edge device applications [7]. Later on, FL

was also used across multiple organizations such as hospitals.

We will call these two settings “cross-device” and “cross-silo”,

respectively [8].

In both cross-device and cross-silo settings, the process

starts when a server creates a model (global model) and shares

it with all clients. At that point, each client will have the same

version of the global model. (Once the model is on the client

side, it is called a local model.) The training phase starts at

each client with specific number of epochs among all clients.

Once the training is complete, each client will send the updated

weights to the server. The server will aggregate all of the

weights and average them to produce a generalized global

model. This is considered as one round of training for the

global model. The produced model will then be sent to all of

the clients that are considered in the next round. This process

will continue to repeat and a more generalized model will be

produced.

There are two major types of training algorithms in the

FL infrastructure: synchronous and asynchronous. While the

asynchronous algorithm was implemented earlier and have

had much success [14], recently, Goyal et al. [15] and Smith

et al. [16] changed the trend towards the synchronous batch

training. McMahan at al. [1] proposed the algorithm of Fed-

eratedAveraging (FedAvg), which showed a huge success in

the field, yet it still has some limitations such as dropping

all the devices that fail to finish a specific number of epochs

within a specific amount of time [18]. In general, FedAvg

provides a way to filter the clients from being included in the

aggregation. There is a list of requirements that each client

has to fulfill in order to be included in the current round,

such as having enough phone charge, having a stable Internet

connection, ensuring the phone is not being heavily used, etc.

These requirements make sure that the process will not affect

the user usage. Furthermore, it also selects phones with good

data and good Internet connectivity to avoid a client from

being dropped during a training round.

Nishio et al. [17] have proposed a decentralized framework

for training models while preserving their privacy. Their pro-

posed protocol, FedCS, helps in solving the clients selection

problem by managing clients based on their resources. FedCS

is another protocol that allow client selection before the

aggregation phase. For example, clients with poor Internet

connection have to be managed in another way. However, such

protocols are not selecting the clients based on the model

accuracy when tested locally. Rather they are selecting and

grouping the models that should be included in the current

round before the training starts.

III. MOTIVATION

Averaging all client models is the standard approach cur-

rently used to generate a global, generalized model with a

better accuracy. This technique is similar to Random forests

where the idea is to average all the over-fitted tree models

to produce a better overall model. However, this approach

faces a real challenge when participating entities (i.e., clients

that participate in training small models on premises) do

not hold “good” data or their data might include noise. For

example, in the case of using FL for improving next-word

predictions in smartphones, many use English language to type

words in other languages (e.g., a person may type “salam” in

English while it’s a greeting in Arabic.) Not to mention the

grammatical mistakes and shortcuts such as typing “u” instead

of “you”. Different accents and different slangs may also lower

the model accuracy such as typing “goin” instead of “going”

etc. The models that will be collected from such clients and

will be harmful for the general model.

On the other hand, we have computer vision models that

were trained on images. However, some clients may have

a huge number of images with high resolution. Others may

have only a few images, corrupted images, low resolution

images, black and white images, or images with a lot of noise

that will affect the overall model in a bad way. Moreover,

collecting models from a much larger crowd requires more

computation power, bandwidth, and introduces additional la-

tency. Therefore, our proposed algorithm will run a simple

accuracy test for each client model after each round and based

on its accuracy, the model will be either included or excluded

in further operations on the server.

Algorithm 1 RefinedFed: an extended algorithm for

FederatedAveraging

1: Server executes:

2: initialize w0

3: for each round t=1,2,... do

4: Select K eligible clients to compute updates

5: Wait for updates from K clients (indexed 1, . . . , K)

6: Run clients on local testset

7: if client accuracy less than threshold then

8: drop client

9: end if

10: (∆k, nk) = ClientUpdate(w) from client k ∈ [K]

11: w̄t =
∑

k
∆k // Sum of weighted updates

12: n̄t =
∑

k
nk // Sum of weights

13: ∆t = ∆k
t

/ n̄t // Average update

14: wt+1 ← wt + ∆t

15: end for

IV. REFINEDFED

RefinedFed is a protocol that has the goal of collecting the

federating models that pass a certain test accuracy threshold

Authorized licensed use limited to: University of Missouri Libraries. Downloaded on June 20,2025 at 20:44:04 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 1. The simplified architecture of FL where the server initially sends a global model to the clients. The clients perform local training and share updated
weights with the server. The server aggregates the weights and updates the the global model and continues to perform these steps again.

after each round. In other words, it is a protocol to decide

which model should be included in the server model aggre-

gation process, such as averaging the weights while training

the model. This protocol as shown in Algorithm 1 helps in

building and training a more accurate model. Furthermore,

when the model fails to pass a certain test accuracy, the model

will not be collected and that will reduce the computation

time and the bandwidth usage on the server which in return

speeds up the aggregation phase on the server. See Figure 2.

We evaluated RefinedFed on the MNIST dataset [19] and

compared with the traditional FL approach. We would like

to mention that our protocol is an extension of McMahan et

al. [1] and Bonawitz et al. [6] with some modification to test

each model on its local testing dataset and select those models

that pass a certain threshold before sending the updates to the

server. The second function in Algorithm 1, ClientUpdate, is

the same as that in the original paper [1].

V. EXPERIMENTS

We used the MNIST dataset [19] for all the experiments by

equally distributing the number of the training images on all

the clients. We used PyTorch and Pysyft platforms to simulate

different number of clients with the centralized server. We

set up a total of five clients. We also added Laplacian noise

to the training images for few clients to simulate corrupted

data, low-accuracy, and noisy models. By design, RefinedFed

will not avoid using these models in the aggregation phase

on the server. We chose Laplacian noise as the peak of the

Laplace distribution is sharper than the Gaussian distribution.

This implies that the number of Laplace samples around the

zero are more than Gaussian. In practice, both Laplace and

Gaussian noise perform well in terms of adding noise to the

images and any other type of noise can be used as well. The

number of noisy models are the same in both experiments for

FL with and without RefinedFed.

Figure 3 shows the accuracy achieved on the server over

10 epochs. Clearly, RefinedFed achieved an higher accuracy

than the traditional way of FL. While RefinedFed’s accuracy

reached 91%, the traditional approach achieved only 84%.

Table I shows the accuracy achieved in each epoch.

VI. CONCLUSION

FL is distributed machine learning approach that focuses on

sending the model to the data on the clients while preserving

the privacy of the actual data. This approach is possible by

training large number of models on the clients followed by

aggregating them using different available algorithms (e.g.,

FedAvg) in order to generate a generalized global model.

However, during the aggregation, low accuracy or defective

models may affect the overall model accuracy. Therefore, we

introduced RefinedFed, a simple, yet effective approach to

filter such models and generate a better global model. Based on

our experiments using MNIST, we observed that our approach

outperformed the standard FL approach that does not use

any filtering mechanisms. While RefinedFed achieved 91%

accuracy, the standard FL approach could achieve only 84%

accuracy.
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