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1 Introduction
With the rise of Internet of Things (IoT) technologies and, especially, smart home devices, from
surveillance and security cameras to smart speakers and location trackers, the privacy preferences
and choices of individuals who own or deploy such devices often impact the privacy and individual
agency of those around them.

For example, recent research has explored how the impact of smart home devices plays out in
multi-user smart homes (i.e., households where different groups of people—not only device owners
and primary users—interact with or are affected by those devices) (overview in [60]). In particular,
the privacy and agency of secondary users, incidental users, and bystanders in such homes, as well
as surveillance targets, have recently received more focused research attention (see Section 2).1
Frequently, this work has found that control of devices and of data collection and processing in
smart homes are aligned with the social configurations and power dynamics between residents
and bystanders.

In this article, we examine a specific privacy-relevant dynamic in smart homes, that between
domestic childcare workers and parents who employ domestic childcare workers. We explore the
views of both groups, then compare them to identify disconnects. Because domestic workers are
likely to be exposed as bystanders to other people’s smart devices in a situation that is at the
same time their workplace and their employers’ home, the effects on their privacy choices and
individual agency regarding those devices are likely to be amplified by power dynamics. In addition
to being bystanders to smart home data collection, domestic workers can sometimes be targets
of surveillance by their employer [28]. The issue is particularly complex in childcare; although
caregiving is a trust-based relationship, it is at the same time subject to the equation of surveillance-
as-care [45, 68], where surveilling both caregiver and child may be seen as necessary for responsible
parenting.

Recent studies conducted in Hong Kong [37], Macao [38], and Jordan [3, 4, 6] have examined in
depth how domestic workers’—including childcare workers’—privacy is affected by cameras and
other smart home devices in those countries.

We contribute to work on privacy of domestic workers and other bystanders in smart homes by
designing and conducting a multi-stakeholder interview study of smart home perspectives, with
domestic childcare workers (N = 25) and parents who employ such workers (N = 16) in the U.S. In a
previous paper, we analyzed smart cameras’ effects on employer-employee relationships, based on
the dataset of nanny interviews [16].2 The present article takes a broader view, comparing views on
cameras with views on other smart home devices, as well as adding the parent interview dataset.

This article addresses the following Research Questions (RQs):

(1) What are the experiences with and views of domestic childcare workers on smart home
devices in their employers’ homes, and what factors influence these views? Do views differ
from one smart home device to another and, if so, how and why?

(2) What are the views of parents who employ domestic childcare workers on smart home
devices, and why did they deploy them? How do parents view the devices as affecting their
own privacy, security, and safety, and that of their workers?

1Terminology in this area is still in flux; see Pierce et al. [64, p. 37] for a chart representing some of the myriad schemes. In
this article, we use primary users and secondary users for smart home residents with different levels of control over devices,
and bystanders for others who are affected by them. (Bystanders may also sometimes be incidental users, especially if they
are frequently in the home.) People in any of those categories may also be targets of surveillance by (other) users.
2In this article, we use “nannies” and “nannying” to refer to domestic childcare workers/work, but “nanny” interviews
included nannies, au pairs, and professional babysitters. Parent participants included employers of both nannies and au
pairs.
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(3) How do views of domestic childcare workers and parents who employ such workers about
smart home devices align, and how do they differ? Are assumptions these groups make about
each other correct?

(4) What types of interventions should be prioritized to balance the privacy needs and preferences
of domestic childcare workers with device utility for parents who employ such workers?

In addition to being the first study to focus on domestic childcare workers and parents employing
such workers in U.S. smart homes, ours is the first study to take an in-depth comparative look at
the factors affecting how both smart home device owners/primary users and domestic workers
view different types of smart home devices. We found that those device-specific views had different
effects on participants’ privacy attitudes, behavior, concerns, and choices—as well as on what social
and technical privacy protections participants viewed as helpful.

In particular, we show how different purposes of use affected participants’ threat models. Nannies’
perspectives on different types of devices tended to mainly depend on the uses to which they could
be put—most smart speakers and smart TVs could not easily be used by an employer to monitor
a nanny (there is no such thing as a “nanny TV”), while most indoor smart cameras could. At
the same time, the same type of device used for different purposes (e.g., cameras for monitoring
nannies vs. for home security) might inspire quite different attitudes, concerns, and choices. On
the other hand, since parents generally were not concerned about consequences of data access by
anyone within their household, their perspectives tended to be more similar across device types.

Based on our findings, we recommend prioritizing privacy interventions that support social
aspects of multi-stakeholder privacy, particularly around disclosure of, discussions about, and
shared control over devices, while mitigating the effects of uneven power dynamics between
employers and employees.

2 Related Work
Research on IoT and smart home privacy has examined the perspectives of device owners or primary
users who choose to deploy the device, other users who share some control over it, and—most
relevant to our study—surveillance targets, incidental users, and bystanders who have little to no
control.

Many papers mentioned in this section suggest privacy interventions, especially in smart home
product design; we discuss some of these interventions in Section 6.3.

2.1 Privacy of Smart Home Device Owners and Primary Users
Studies have examined smart home device owners’ and primary users’ privacy expectations,
attitudes, and concerns, especially regarding device manufacturers or service providers collecting
and sharing data from smart homes (overviews in [47, 63]). Much of this research has found
that primary users have differing views on data collection, processing, and sharing depending on
context-specific factors such as what type of data is collected, who receives or sees the data, how
the data is used, and what the purposes of collection, processing, and sharing are [e.g., 13, 14, 32,
48, 49, 62]. In particular, researchers have identified a complex interplay between data recipients
and device purpose of use [e.g., 1, 12, 29, 92].

Interviews of primary users by Tan et al. [74] found that camera uses related to secondary users
and bystanders, e.g., keeping an eye on children or monitoring caregivers—or at least having the
ability to do so—were sometimes the motivator for a camera purchase, and sometimes incidental
and opportunistic. Concerns about secondary user or bystander privacy have sometimes been raised
by primary users, even where it was not the focus of the study. However, as noted by Tabassum
and Lipford [72], even device owners who want to protect bystander privacy may not know how
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to do so. Notably, several participants in a study by Choe et al. [21] commented that they would be
less likely to disclose smart devices to domestic workers than to family and friends.

2.2 Multi-User Smart Home Privacy
Domestic workers share some similarities with secondary users or “passenger” users in multi-user
smart homes, including frequent and long-term exposure to, and sometimes co-use of, devices. (See
Meng-Schneider et al. [60] for a recent overview of work on multi-user smart home dynamics.)
In other ways, domestic workers are more like incidental users or bystanders (e.g., visitors; see
Section 2.4), in that they have little to no ownership or control of the device, and may be seen as
having no stake in it.

Most work on multi-user smart homes has neither compared views on specific devices in-depth,
nor qualitatively examined privacy attitudes through the lens of contrasting device purposes and
data recipients. However, several have described how control of devices—and therefore control of
dataflows—can depend on dynamics in relationships between residents, setting the stage for our
multi-stakeholder study. For example, an interview and survey study by Apthorpe et al. [11] showed
that IoT devices can have positive (e.g., household management or facilitating independence) and
negative (e.g., allowing surveillance or causing disagreements over use) effects on relationships.
An interview study by Huang et al. [35] found that smart speaker users’ privacy attitudes and
coping strategies (avoidance or acceptance) played out differently with respect to other household
occupants vs. external recipients such as device service providers. Geeng and Roesner’s [31]
interview and experience-sampling study of multi-occupant smart homes found that tensions arose
between primary users who drove adoption of the device and other residents, over control of and
access to device settings. However, secondary users were generally not very concerned, within the
context of cooperative relationships.

Interview studies by Kraemer et al. [42] and Ehrenberg and Keinonen [27] found that often
whoever installs the device drives choices about device use, and that attitudes about technology
control are closely connected to comfort and power dynamics in the relationship. Surveys by
Kraemer et al. [43] found that perceptions about how much control secondary users should have
depend on the device location or area of effect, and on the relationship between primary and
secondary users.

A survey by Moh et al. [61] examined unauthorized use of devices by their owners’ associates
and the factors that influence whether owners perceived it as misuse, including the nature of the
relationship between owner and unauthorized actor. The interaction between relationship dynamics
and control over smart home devices is clearest in explicitly adversarial situations and, at worst,
intimate partner violence (overview in [7]), where users may become surveilled subjects.

2.3 Surveillant Care in Smart Homes
Several authors have analyzed how IoT devices fit into the “surveillance as care” paradigm, where
technology-enabled monitoring is seen as necessary to responsibly care for vulnerable people like
children or older adults. For example, Widmer and Albrechtslund’s [81] interviews explored how
parents balance surveillant care against children’s privacy and agency in use of location tracking
apps. In interviews, Ur et al. [77] found disparities between parents’ and adolescents’ views on data
collection from smart doorbells and locks; adolescents preferred to minimize it.

Most relevant to our work, some participants in a scenario-based study by Wong et al. [85]
commented that monitoring both children and paid caregivers can be seen as an expression of
care—though others discussed how device owners simultaneously incur responsibilities to domestic
workers, around disclosure. Stark and Levy [68] provide an analysis of how the surveillance-as-care
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paradigm convinces consumers that responsible care entails monitoring caregivers along with the
person being cared for; our study demonstrates how this concept can play out on each side.

2.4 Privacy of Smart Home Visitors and Bystanders
People may also be exposed to smart home devices in others’ homes, as bystanders. Research on
smart home visitors has not focused specifically on the kinds of power imbalances that are at play
in domestic worker privacy, nor on concerns about specific device purposes. However, similarities
between views of visitors and domestic workers can be seen in the importance of the nature of the
relationship and assumptions about the device owner’s or data recipient’s general good intentions,
which were highlighted by participants in several studies on smart home visitors.

For example, Marky et al. [53] and Windl and Mayer [82] found in interviews and surveys
with visitors to smart environments that levels of privacy concern and data-sharing preferences
depended in part on their trust in the device owner as recipient. Participants in a vignette study by
Chiang et al. [20] that included spouse, neighbor, short-term tenant, and visiting-worker scenarios
mentioned that the type of relationship affected whether they thought consent for using smart
devices was necessary—though the direction of effect was highly variable, indicating a need for
deeper study.

Windl and Mayer’s study [82] also found that devices with cameras and microphones were more
concerning than other types; similarly, Wang et al. [80] found that device type was the main factor
(amongst those they studied) impacting Airbnb guests’ desire to negotiate about smart device
privacy. However, the purposes of different device types may underlie some of those findings.
An interview study by Ahmad et al. [2] is suggestive in this regard; it focused on comparing
non-owners’ perceptions of a Nest Cam vs. an Echo Show, finding that participants’ mental models
of and concerns about the two differed mainly based on the main functionality (video recording vs.
interaction).

Focus groups conducted by Yao et al. [89] explored different exposure scenarios and devices
(cameras in a short-term rental, smart toys at a playdate, a cohabitant’s smart speaker), and found
that, in all cases, bystanders’/secondary users’ perceptions were affected by trust toward device
owners and (especially relevant to us) the purpose or perceived utility of the device to the owner
(e.g., whether a camera was for home safety) [cf. 29]. We explore the importance of purpose in a
different situation, that of in-home childcare.

2.5 Comparing User and Bystander Views
Several studies have explicitly compared people’s views as smart home users or residents vs.
people’s views as bystanders. An interview study on smart speakers by Meng et al. [59] found
that cohabitants/co-owners have different concerns about the smart speaker of someone they live
with, like not wanting to mess with someone else’s property, while visitors may focus more on
protecting themselves.

Marky et al. [55] compared interviewees’ views when presented with a smart home owner
scenario vs. a bystander scenario, finding that those in the bystander scenario had more concerns
than owners about privacy violation and exerting control over data collection. Participants pointed
out that visitors received less benefit from device use, and, thus, their concerns were not mitigated
by any convenience tradeoff. Our work explores how these tradeoffs play out in in-home childcare,
where potential benefits are often complex and indirect. Mare et al. [51] compared views of Airbnb
guests and hosts. Their surveys did not explicitly explore device purposes, but they note that some
guests were concerned about spying or discrimination by hosts.

Focus groups and surveys conducted by Cobb et al. [22] also found that participants’ concerns
as incidental users or bystanders were quite different from their concerns as device owners.
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Interestingly, they found that participants felt more positive about devices they encountered in
others’ homes in the course of their work than other situations; however, it is not clear what type of
work or frequency of exposure was involved. Participants had the least positive views of cameras
and smart speakers. A survey by Despres et al. [23] similarly found differences in participants’
concerns, with video data collection being especially concerning in others’ homes as opposed to
one’s own.

Again, relationships are a key factor in privacy perspectives. Alshehri et al. [8] presented survey
participants with owner scenarios involving either trusted friends or visiting (unknown/untrusted)
workers, and found differences in owners’ willingness to address privacy concerns of trusted vs.
untrusted bystanders. Participants in bystander scenarios generally did not expect disclosure by
owners, even if they might have preferred it.

In interviews, Marky et al. [52] found that smart device owners were open to guests having
some privacy control, as long as it did not impinge on utility or aesthetics. Comparing against
surveys with smart home guests, they found that both groups tended to put responsibility for guest
privacy largely on the host. A related study found that visitors had impoverished mental models of
smart home data flows compared to hosts, indicating a need for more support in privacy control
[54]. Both Marky et al. [52] and Thakkar et al. [75] found that visitors were more attentive than
owners to the social awkwardness of asking for privacy considerations. Seeing this disconnect in
a situation of relative social equality raised the question of whether, in a domestic employment
situation, the disconnect would be even more prominent, or whether device owners might be more
aware of potential constraints for workers because the imbalance is clearer.

2.6 Domestic Work in Smart Homes
As we noted, some studies discussed above included participants’ experiences with or as domestic
workers [22, 74], but did not focus on these groups, and some studies have included hypothetical
domestic-worker scenarios among others [8, 9, 20, 64, 85]. A few prior studies have focused
specifically on domestic workers.

In interviews with domestic workers (including childcare and eldercare workers) and employers
of domestic workers in Jordan, Albayaydh and Flechais [3] found workers were most concerned
about devices that collected audio and/or video, for example, because data were more resharable.The
study did not examine the effects of device purposes, but noted that some domestic workers thought
they were targets of surveillance by device owners. Some employers disclosed their devices, but
some chose not to, or assumed domestic worker participants would notice them—while employees
might view non-disclosure as a sign of distrust.

In a follow-up study, Albayaydh and Flechais [4, 6] conducted additional interviews in Jordan, this
time including policymakers, activists, and smart home device designers as well as domestic workers
and employers. They explored how factors like social norms, customs, religion, and economic status
influenced power dynamics in smart homes. They found that workers tended to accept working
conditions, including smart devices, due to socioeconomic factors. In these and a further related
study [5], Albayaydh and Flechais highlighted design challenges for privacy protection in the
context of Jordanian households, where they found that the head of the family—generally the
father—made decisions both about devices and about employment of domestic workers, and some
families restricted workers’ personal activities.

Neither of these studies compared views across different types of devices nor effects of device
purposes. Further, Albayaydh and Flechais did not focus specifically on domestic childcare workers
and how their views compared with employers within the particular constraints of a care situation.

An interview and diary study with Filipina nannies working in Hong Kong by Johnson et al.
[37] focused on cameras used for surveillance. Their participants often viewed surveillance as
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counterproductive to their employers’ (presumed) purposes for using the cameras, in that they did
not feel they delivered the best care when being watched, and might try to evade cameras. The study
highlighted how camera use reinforced power imbalances and reflected social hierarchies based on
gender, race, and class. In particular, cameras enabled excessive monitoring and micromanaging,
which participants found detrimental to their relationships with their employers. A quantitative
analysis by Yang et al. [87] of job satisfaction among domestic workers in China found that video
cameras in themselves did not have a direct impact on satisfaction; rather, effects were mediated
by whether the worker had experienced discrimination based on their job status.

Ju et al. [38] interviewed Filipino migrant domestic workers in Macao, and found that participants
who had a good relationship with their employers were willing to compromise and accept working
and even living with nanny cameras in their employers’ house. The study did not investigate views
on smart home devices in depth, but did note the role camera surveillance played in participants’
perceptions about living with their employers, and how live-out workers created a safer and more
privacy-preserving space for themselves than live-in workers.

A study by Słupska et al. [67] of various privacy concerns for migrant domestic workers in
the UK found that smart-home surveillance by employers was not the highest concern for most
participants. However, some participants who had experienced abusive behavior from employers
were more worried about smart home devices, because they could be used to enforce control of
workers’ actions and behaviors even in their off time.

Finally, Foster [28] describes the only prior U.S. study we are aware of on domestic workers
and smart home cameras. It did not publish full results, but the surveys did find that disclosure
was highly important and impacted trust. Szakolczai [71] examined spycam product reviews and a
Reddit thread about spying on domestic workers, and identified tensions between surveillers’ and
targets’ conceptions of privacy.

Studies of cameras have mostly focused on domestic workers as objects of surveillance; a different
take is provided by a speculative design study by Bartle et al. [15] about interactive voice assistants
to help home health aides track and manage care. Though it mainly focused on feature design, the
work notes that participants wanted control of what information about them would be visible to
their employers at care agencies.

Although we are focusing on smart home devices in this article, it is worth noting that—
unsurprisingly, for a case where the home is a workplace—the issues that arose in our interviews
echo some concerns raised in prior work about surveillance by IoT devices in the workplace,
particularly with regard to care work in institutional settings. For example, in a survey with care
facility administrators, Berridge et al. [19] found that many believed in-room cameras would help
them deter and detect abuse and keep staff more mindful, but a smaller—but still sizable—minority
thought that camera surveillance would lower morale and decrease trust between them and their
employees. Caregivers in interviews by Sugihara et al. [69] were concerned about not feeling free
to take proper breaks if they were monitored.

These issues also reflect broader concerns about how the proliferation of cameras and similar
IoT devices may replicate or intensify existing socio-economic power imbalances and patterns of
discrimination (overviews in [24, 79]).

2.7 Positioning the Present Article Relative to Prior Work
Although prior work has explored the views of device owners and primary users as well as
bystanders (as a broad category) on smart home privacy, our study is the first in the U.S. that
qualitatively compares the views of domestic childcare workers, as a specific bystander group in
multi-user smart homes, with the views of parents who employ domestic childcare workers. At the
same time, we explore, compare, and contrast the views of domestic childcare workers and parents
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who employ such workers on different smart home devices, as well as investigate how different
device purposes and uses affect views.

3 Methods
We conducted semi-structured interviews with U.S. participants in 2019, including 25 nannies, au
pairs, and babysitters, as well as 16 parents who employed nannies or au pairs.

To develop the study design and interview protocols, we surveyed academic literature on user
and bystander perspectives on smart homes (see Section 2), and reviewed online content posted
by and for nannies (or domestic workers in general) as well as content by and for employers of
domestic workers, in particular in the r/Nanny forum on Reddit (a mini-analysis of r/Nanny posts
about smart home devices is in Bernd et al. [18]).3 Before conducting our study, we obtained ethical
clearance from the UC Berkeley IRB.

Relationship to Prior Papers by the Authors. We previously published brief preliminary findings
based on interviewers’ notes about both nanny and parent interviews as a work-in-progress paper
[17]. We then published a full paper exploring how smart home cameras affect and reflect power
dynamics in nannies’ relationships with their employers [16], based only on the subset of questions
about cameras in the dataset of nanny interviews; additional information on methodology may be
found there. The present article adds an analysis of questions about other types of devices in the
nanny interviews (using the same set of transcripts, but looking at all devices discussed), as well as
adding an analysis of the parent interview dataset for comparison.

3.1 Interviews with Nannies
Recruitment.We advertised our study targeting nanny-specific or nannies-and-parents communities
online, e.g., Reddit and Facebook, distributed flyers in public spaces (e.g., cafes, schools, and
playgrounds), and used snowball sampling.

We screened nannies to confirm their job experience and ask whether they had experience
working with smart home devices, but did not exclude nannies who did not have such experience.
We also checked during screening to make sure none of the nanny and parent participants were
each other’s employee/employer, so that participants would not feel constrained in their answers
nor be concerned about confidentiality breaches. (Recruitment and screening for both participant
groups was simultaneous, though interviews were not.)

Interview Procedure. We conducted a pilot to pre-test our protocol for clarity and prioritize
questions. In total, we interviewed 26 participants: 24 by phone or video chat and 2 in-person. The
two interviewers frequently compared notes on the issues and viewpoints arising, and discussed
after every few interviews whether data saturation had been reached, or whether to continue. Most
interviews took between 60 and 90 minutes, and participants were compensated with $50.

Prior to the interviews, we provided information about the study and obtained informed consent.
Then, after asking participants to share some general views on nannying, we asked a series of specific
questions about smart home cameras, then parallel series of questions about smart speakers, smart
TVs, and other devices they had experienced (including location trackers if we had time). Questions
covered experiences working with each type of device, expectations about their use and disclosure,
discussions they’d had with employers about devices, privacy attitudes and concerns, and what
privacy protections and controls they wanted. If participants had not experienced particular devices
or situations (e.g., smart TVs with sensor-based features), we probed their views via hypotheticals.

3Materials for both sets of interviews, including recruitment flyers, screeners, interview protocols, and exit questionnaires,
can be found at: https://bit.ly/3VhAyIM
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Fig. 1. Word cloud of some codes and subcodes in the “Nannies’ Perspectives on Devices/Monitoring” theme
group in our codebook, with larger text indicating more frequently applied codes. (Cloud generated by
MaxQDA.)

Finally, participants provided information about their demographics, technical background,
current employment status, career trajectories, and exposure to smart home devices (i.e., what
devices they and their employers owned), by filling out an online exit questionnaire.

Data Analysis. Interviews were professionally transcribed. One transcript was discarded, as a
language barrier made it difficult to interpret, leaving 25 in the dataset.

To analyze, first, three researchers inductively coded one test transcript each (three in total).
Each researcher developed their own coding frame. The researchers then met to discuss our frames,
develop code definitions, and merge the frames into one. An additional researcher then joined the
team. Using the merged frame, the four researchers independently coded two additional transcripts
(the same ones as each other). They then met to resolve disagreements and adjust coding policy.4
We then divided all 25 transcripts into batches, and each transcript was coded by two researchers.
As we coded the first few transcripts, we continued discussions to resolve remaining disagreements
and confirm code saturation, then finalized the coding frame for the remainder (see Figure 1 for a
subset of codes).5

After finishing coding, all researchers discussed and refined the overarching themes based on
the coded excerpts, examining relationships between themes to develop a picture of what factors
influenced nannies’ views on different devices.

3.2 Interviews with Parents Who Employ Nannies
As the parent interviews were intended as a point of comparison with nannies’ views, and a
cross-check on nannies’ perceptions about their employers’ device use and views, we conducted
shorter interviews, and approached analysis differently.

Recruitment. We began with similar recruitment methods to the nanny interviews, along with
mailing lists, but did not get enough potential participants; we therefore expanded our pool using
the Prolific recruitment platform.

4We calculated agreement rates while testing the codebooks for both participant groups, to ensure that the four researchers
applied codes similarly. However, these numbers were used only for testing, as our findings do not make quantitative claims
[see 57].
5Codebooks for the thematic analysis for both studies can be found at: https://bit.ly/4cCz6HS.
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Screening was also similar, but (as we were interested mainly in cross-checking perceptions) we
excluded potential participants who did not have any smart home devices.

Interview Procedure. All parent participants were interviewed by phone or video chat. Piloting
and approach to data saturation were similar to nanny interviews. However, both because the
interview protocol was shorter a priori, and because parent participants were less likely to expand
at length on their opinions (often having thought about it less), parent interviews were shorter,
lasting between 30 and 45 minutes. We therefore reached data saturation with only 16 participants.
Parent participants were compensated $25.

Interview procedures and topics were similar to those for nannies. We asked participants some
general questions about having a nanny, then asked sets of questions about smart home cameras
and other devices. Questions about each device type covered adoption processes, privacy attitudes
and concerns, and (at least for cameras) privacy protections. We explored parents’ approaches to
device disclosure, discussions, and use with respect to their nanny, as well as their expectations
about and views on use and disclosure of devices in other situations.

Data Analysis. We took a deductive approach to the parent interviews, structuring analysis
around areas for comparison we identified after completing our inductive analysis of the nanny
interviews. We therefore began with the coding frame we had used for the nanny interviews,
modified codes to reflect the different point of view, and simplified and reorganized the codebook
to capture answers to our RQs about parents.

Two researchers tested the new coding frame on one transcript. After modifying the codebook
and coding policies to better reflect the particularities of the parent interviews, we tested it on two
more transcripts and then finalized the coding frame. Then all 16 transcripts were divided among
three researchers, with two researchers coding each transcript.

We then discussed and developed answers to our RQs comparing parents’ views to those of
nannies and cross-checking nannies’ assumptions about employers’ views and device use.

3.3 Limitations
We did not enquire about our participants’ immigration status; for a study of this size, we did not
believe it was worth the potential discomfort to any undocumented participants. We may therefore
have missed potential comparisons between nannies (or parents) with different immigration status.
Future quantitative work (see Section 6.4) should investigate this dimension, employing focused
strategies to recruit participants (especially domestic workers) with varying immigration statuses,
while considering all ethical aspects and mitigating harms.

In addition, recruiting and interviewing only in English may have limited the demographic
diversity of the sample (including by immigration status), and/or caused us to miss views and
issues specific to non–English fluent participants. Future study materials should include additional
languages.

Combining online recruitment (including in some groups specific to big-tech cities) with flyering
in the San Francisco Bay Area may have attracted a disproportionately tech-savvy sample, and, for
nannies, a sample whose employers were more likely to have smart home devices. Finally, richer
context might have been provided by interviewing employers and employees of each other, were it
possible to do so without incurring the scientific and ethical risks mentioned in Section 3.1.

4 Participants
Nanny Participant Demographics. All nanny participants were female, aged between 19 and 55; the
median age was 30. At the time of our interviews, 76% were nannies or combined nannying with
household management, 12% were professional babysitters, and 8% were au pairs. The au pairs
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lived with their employers, but none of the other participants did at the time of the interviews.
In our sample, 64% were full-time employees and 32% worked part-time as nannies (usually with
another job, or they were students).

More information about nanny participants’ demographic characteristics, job situations, career
trajectory, and device exposure can be found in Appendix A.1, which also shows how our sample
is representative of domestic childcare workers in the U.S.

Parent Participant Demographics. Among our parent participants, 44% were female and 56% were
male. Their ages ranged from 25 to 40, with a median of 33. At the time of our interviews, 94%
employed nannies and 6% (one participant) employed an au pair. Most had one or two children
being taken care of by the nanny; one had three.

More information about parent participants’ demographic characteristics, childcare situation,
and device ownership can be found in Appendix A.2.

5 Findings
This section presents and compares participants’ experiences with several different types of smart
home devices in nanny workplaces, views on how those devices affect privacy, and factors that
influence those views. In Section 5.1, we cover views on nannying. We describe participants’
experiences with and views on smart home cameras in Section 5.2; location trackers in Section 5.3;
and smart speakers, smart TVs, and other smart home devices in Section 5.4.6 Section 5.5 compares
participants’ views on the different devices. Within each subsection, we describe perspectives from
nanny participants and parent participants separately, then Sections 5.2.9 and 5.4.5 compare the
two groups.

5.1 Views on Nannying
Nannies’ Perspectives. We began interviews by asking our nanny participants about general pros
and cons of the job. Many mentioned that nannying provided more autonomy than other jobs, and
most found it rewarding.7 Nanny participants said that good employer–employee relationships
required trust, respect, and willingness to communicate (e.g., about employment terms or how
children should be raised):

Both for me and for the family, we both have to trust each other. And that’s not as important
in a lot of other positions. (N20)

Several pointed out that nannies may have trouble maintaining professional boundaries when
working in someone’s home and taking care of their child. Some found it difficult to advocate for
themselves:

All of the different characteristics of fair employment are really on you, and it’s a very
vulnerable position to be in, especially because you’re in somebody else’s house. The power
dynamics are really different. (N4)

At the same time, some nanny participants believed that nannying was not always valued by
society:

6We present participants’ views on smart home devices other than cameras in one combined subsection because participants
had quite similar views on them, based on their having a narrow range of purposes of use, whereas cameras had a greater
range of purposes, and thus inspired a greater range of views.
7We did not attempt to count the number of participants who expressed a given view in this qualitative study. We instead
use words like most, many, some, or a few when presenting such findings, to provide a rough idea of prevalence [see 56].
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The most frustrating part about being a nanny is other people not taking it seriously. This is
my current career. (N3)

Parents’ Perspectives. Like nanny participants, most parent participants said that they found
open, direct, and frequent communication, as well as mutual trust and respect, key to a good
parent–nanny relationship:

I think communication and being transparent with your needs and what specifically you’re
looking for from her is something that is crucial in maintaining a good relationship. (P14)

5.2 Views on Smart Home Cameras
Here we describe participants’ experiences with and attitudes toward smart home cameras, and
identify factors that affected their perspectives, behaviors, and choices.

5.2.1 Camera Exposure and Expectations.
Nannies’ Perspectives. Of 25 nanny participants, 22 had worked with some sort of camera inside
an employer’s home at some point, and usually more than one per dwelling.8 In most cases, the
cameras had been deployed before the nannies started working there. Some of the cameras collected
audio as well as video, but several nanny participants were uncertain about audio collection. All
nanny participants had worked mostly with cameras that produced a live feed (usually over the
Internet) that could be accessed by employers in real time, often using another device (regardless of
whether that feed was recorded). A few had worked with cameras that recorded as well (either to a
hard drive or the cloud), but again, many were not sure. Most cameras collected data continuously,
but some were motion-triggered.

Nanny participants rarely knew how frequently their employers actually checked the feed, but
their guesses ranged from occasional spot checks to continuous watching. Some nanny participants
themselves had access to the feed, especially in the case of baby monitors, to check in on kids
during their nap time.

Most nanny participants viewed the presence and use of cameras in their employers’ houses as
normal and, as a result, a reasonable expectation:

Probably on the first day, I would assume that people have cameras now. I haven’t worked in
a home probably in at least eight years that didn’t have a camera in the nursery. It’s highly
unusual to work for families without cameras. (N4)

Employers’ Perspectives. Out of 16 parent participants, all had at least one camera outside their
home, and 15 had at least one inside.9 Most cameras collected both video and audio. Most parent
participants had at least one Internet-connected camera providing a continuous live feed. Some also
recorded, either to a hard drive/memory card, to a cloud service, or both. Some parent participants
were not sure whether or for how long companies retained data.

The frequency with which parent participants checked camera footage when nannies were there
varied from several times a day to once a week, and often depended on the reasoning behind
installing cameras (discussed further in Section 5.2.4). While it was common for parent participants
to have cameras on all the time, some turned them off when they themselves were home. Some
gave their nanny temporary access to the feed to check in on children; a few also gave access to
others outside the household, such as their own parents.

8More information about nanny participants’ camera exposure, in both their employers’ homes and their own, can be found
in Appendix A.1.
9More information about parent participants’ camera devices can be found in Appendix A.2.

ACM Transactions on Computer-Human Interaction, Vol. 32, No. 2, Article 12. Publication date: April 2025.



Comparing Nannies’ and Parents’ Privacy Threat Models for Smart Homes 12:13

The majority of parent participants viewed use of cameras as common generally, and as a typical
or at least reasonable work condition for nannies. Even the participant who did not himself have
an indoor camera viewed it as expectable:

They’re probably gonna be recorded at some point wherever they’re at, and they should be
prepared for that. (P18)

Most parents who owned cameras indoors said they did not mind cameras at their own work-
places, and a few described it as a normal workplace expectation:

There’s always cameras. You know, [my employers] are not doing anything illegal, we’re all
working. (P17)

5.2.2 Disclosure of and Discussions about Cameras.
Nannies’ Perspectives. Although many nanny participants expected cameras in their workplace,
most viewed it as desirable (or even ethically imperative) for employers to inform nannies about
the existence of cameras, especially inside the house—and preferably to initiate the discussion,
either at time of hire or when any new cameras were deployed. To many nanny participants, lack
of disclosure was perceived as breaching trust or signaling a lack of respect—which was especially
problematic for a high-trust, in-home caregiving job (see Section 5.1), leading to a feeling of unsafety
and job insecurity as well as privacy invasion. (See Bernd et al. [16] for a detailed discussion of
relationship implications of camera disclosure.)

However, nanny participants had mixed expectations about whether employers were likely to
disclose cameras. Some nanny participants sympathized with why first-time parents or employers
who had had a negative experience with previous nannies felt a need to hide cameras—even if they
would have preferred disclosure:

I also understand why some families feel nervous about care providers, and probably feel
justified at not saying something. […] I do think that everybody should disclose if they had
a camera. […] [But] if they’ve had previous abuse from a care provider, absolutely, I can
understand why they wouldn’t want to tell somebody. (N4)

Although nannies did not expect to influence whether a given employer would use cameras,
several participants believed they had the right to initiate the discussion and ask employers about
the presence and use of cameras, especially before accepting a job offer. However, some felt
uncomfortable doing so, either out of general hesitancy to jeopardize harmony by advocating for
themselves (see Section 5.1), or specifically out of fear that parents would find such a question
suspicious:

I feel like it’s kind of sensitive. I don’t want to make it seem like I don’t want to be videotaped,
like I’m scared. (N26)

A few nanny participants said it did not matter whether employers disclosed cameras because a
good nanny should behave the same either way (see Section 5.2.6); others said they always assumed
there might be cameras even if none were disclosed.

Several nanny participants discovered indoor cameras during their employment that their em-
ployers had not informed them about (due to either intentionally withholding the information,
forgetting to mention it, or assuming they were obvious). In such cases, some nanny participants
would ask employers about the reasons for non-disclosure; some would consider leaving their job
(see Section 5.2.6).

A couple of nanny participants felt that employers did not need to disclose cameras if they
were very obvious, but most said they would still prefer an explicit acknowledgment. Some nanny
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participants also mentioned that they would prefer their employers to initiate discussions about
not only the presence, use, and location of cameras but also their purpose of use and frequency of
checking the feed, preferably before they started the job. However, few had employers who had
done so:

I was almost more comfortable with the cameras in Family [1], because they, like, from the
get-go […] let me know that they used nanny cams and they would check in pretty regularly
[…]. But with Family [2], […] I don’t really know if they check in on me, or if it’s like just at
night when the kids are sleeping. I’m not sure. So, that’s what kind of makes me uncomfortable
is when I’m unsure. (N26)

Several nanny participants also mentioned they would want to know whether a camera recorded
audio, for example, so they would know to avoid private phone conversations, though at least one
held the opposing view:

I don’t want to know [about audio], because I don’t want to be self-conscious. I want to do
my job without thought of the camera. (N12)

Most nanny participants were less concerned about disclosure of details such as data sharing,
storage, and deletion, but some did say they would like to know.

Employers’ Perspectives. Most parent participants believed they should disclose cameras to the
nanny, at least if they were inside the house, though fewer had actually done so. Those who did
commonly cited a desire to respect the nanny’s privacy and trust:

For respecting her as a professional, the fact that she deserves to know that there are cameras
around the house. (P5)

Some were concerned about legal consequences:

You’d probably want to alert them because otherwise they might be able to get a court case
against you for spying on them, even. (P6)

When asked about cameras in their own workplaces, several parent participants emphasized this
aspect as well:

If, obviously, we weren’t informed, then that’s not ethically and I don’t believe legally allowed.
(P16)

Only one parent participant had specifically decided to not disclose cameras, to avoid com-
promising her child’s safety. More believed that disclosing cameras was the best way to prevent
abuse:

I would much rather detour [sic] something nefarious happening than being able to review
the camera later and find out that it happened after the fact. (P2)

However, while very few deliberately hid their cameras, a number of parent participants had not
actually disclosed cameras. In some cases, they thought the cameras were in a visible enough
location. In others, they assumed the nanny was already comfortable with cameras, and therefore
would not consider them a breach of privacy whether disclosed or not. In particular, parents who
already had cameras assumed nannies would not care about additional ones:

Since she was already fine with having the first [camera], we did install the second one without
even notifying her. […] She did not raise any concerns about it. So it seemed fine to me. (P14)
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Several parent participants mentioned they would be less likely to disclose cameras to an occasional
babysitter, either because they didn’t consider it important for a brief exposure, or deliberately
because they did not have an established trust relationship.

Even when they disclosed, not many parent participants had discussed any aspects of camera
use with their nannies beyond their existence and location. Many said that their nannies did not
ask any further questions when camera usage was disclosed, and therefore they assumed that
nannies did not have any. When parent participants did receive questions, for example, about
camera configuration or function, they did not consider it to be cause for suspicion, and most did
not have qualms about answering.

However, even if they said they were willing to answer questions, parent participants commonly
felt nannies should not have influence on parents’ decision whether to use cameras in the first place,
as their right to know what was going on in their own house came before any privacy concerns
the nanny might have.

5.2.3 Perceived Benefits of Cameras to Nannies.
Nannies’ Perspectives. Most nanny participants balanced any concerns they had about cameras
against potential benefits. Some endorsed cameras’ usefulness in home security (see Section 5.2.4).
Some believed that cameras could encourage better performance (see Section 5.2.6), or demonstrate
to parents that the nanny was good at the job:

They could know what you are doing, and if you are doing a good job, well, they will know
that too. (N5)

Further, many nanny participants believed that if something went wrong and that they were not
at fault (e.g., a child getting injured), cameras could “give, like, the whole context of anything that
was happening” (N36) and serve as proof against potential accusations. This protection could be
traded off against comfort working with cameras, as in this comparison between jobs with and
without cameras:

I definitely feel more relaxed in Family [X]’s house, but in Family [Y]’s house, I do feel more
protected if something were to happen to the little ones. (N35)

In particular, a few nannies opined that the potential for audio data to clarify what happened could
be worth the privacy downsides of capturing the additional data stream.

Some nanny participants also mentioned how cameras could aid them in their job if they had
access to check in on children—and some opined that cameras were not particularly beneficial if
the nanny couldn’t use them:

If they’re not giving me a baby monitor to look at, and there’s a video camera in there just,
like, recording and seeing everything, and none of it is to aid me as the child carer, then […]
that’s not helpful, that’s not productive. It’s just spying. (N7)

Employers’ Perspectives. For the most part, parent participants listed the same potential benefits
that nanny participants did, such as increasedmotivation to perform better on the job, demonstrating
that the nanny is taking good care of the children, or providing evidence against accusations of
negligence or wrongdoing:

I would hate to be a nanny for someone and their seven-year-old said, you know, that I touched
them inappropriately, and I have no way of defending myself because it’s my word against
theirs. But with the nanny cam, I think it protects the nanny just as much as it protects the
child. (P7)
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One parent participant said the camera could benefit the nanny by facilitating reminders and
instructions:

[If] I saw her maybe not cutting up the grapes or something, I could communicate through
that and say, “Oh, don’t forget to cut up the grapes.” And so that could maybe be a helpful
reminder to her. (P2)

While some also gave nannies access to check in on children, none of the parent participants
had thought about this benefit when deciding to buy the camera.

5.2.4 Attitudes about Cameras and Factors Affecting Attitudes, with a Focus on Purposes of Use.
Nannies’ Perspectives. Nanny participants’ acceptance of and privacy attitudes toward cameras
ranged widely and were influenced by a number of factors, including expectations and social
norms (see Section 5.2.1), disclosure (see Section 5.2.2), purpose of use, when and where employers
installed cameras, and frequency of checking feeds.

In some cases, there was a difference between how nanny participants judged the existence and
use of cameras and their personal feelings of (dis)comfort. For example, to some nannies, cameras
were okay in theory, but they were uncomfortable with cameras in practice:

I understand what they’re there for. I understand it’s a safety thing, I get it. So, I’m not
anti-camera. I just know I wouldn’t like to be recorded. (N33)

Conversely, other nanny participants did not approve of cameras in principle, but were comfortable
with them in practice because they did not anticipate negative consequences—or due to privacy
resignation.

As we noted above, many nanny participants were more accepting of cameras if employers
disclosed them, building trust and rapport:

If the parents are honest and upfront about the cameras, generally, I forget about them. […] It
feels like, Oh, you know, we’re both on the same page about this. (N7)

To some nanny participants, cameras were more acceptable in the beginning of the employer–
employee relationship, but less so when employers decided to install them after the nanny had
been working for them for a while, due to a perceived lack or breach of trust.

Nanny participants noted that cameras were multi-purpose devices, and their attitudes tended to
be closely tied to purpose of use—and could change if that use changed. For example, many nanny
participants thought their employers used their cameras mainly to ensure the safety and security
of the household (e.g., against external threats like burglary), which most viewed as unproblematic.
A number of nanny participants mentioned employers using cameras to check in on household
members, including their children and pets:

Originally they got it to check on their dog during the day, and watch what he was doing
while they were at work. And then when they had a child, they decided to keep it and use it
to monitor their child. (N3)

Nanny participants tended to be sympathetic to employers using cameras as a way of capturing
memories of their kids, or as a way of feeling connected with their kids and being involved in
parenting:

If […] the parents miss the kid’s first steps or the kid’s saying whatever, they should be able to
have that milestone, right? That’s why you should have [cameras]. (N16)
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Some nanny participants mentioned that employers used cameras to communicate with or
manage nannies:

Most families like having [the Nest camera]. They can see if their kid is sleeping, they can
sign in remotely and kind of and check in, see how the day is going, and also make sure their
schedule is sort of being kept. (N4)

However, a number of nanny participants found that employers could overuse that function of
cameras (see Section 5.2.5):

She was just kinda constantly viewing the feed, and trying to tell me how to, you know, care
for her child while she was still in the same house, but supposedly working at the same time.
It just was like, you have that much time to sit and stare, come on. (N7)

Location was another important factor. Even nanny participants who accepted cameras (in-
cluding hidden ones) had some common limits; e.g., cameras in private places like bathrooms or
nannies’ bedrooms were universally unacceptable. (However, none of the nannies in our sample
had experienced this, that they knew of.)

Expectations about and attitudes toward cameras in other locations generally depended on
the purpose associated with that location. They most frequently noticed—and expected—cameras
in kids’ rooms or playrooms, to check on the children. Nanny participants believed cameras in
entryways or porches were primarily for home security—i.e., for monitoring outsiders, not nannies.
In combination with their limited exposure (only when exiting or entering the house), porch and
doorbell cameras therefore did not tend to evoke the same levels of discomfort as indoor cameras.
In fact, many nanny participants seemed to think about outdoor cameras more similarly to how
they thought about other types of smart home devices, and less similarly to indoor cameras (see
Section 5.5.1).

Cameras in common living spaces like kitchens were also frequent. Nanny participants’ attitudes
about such cameras were more varied, largely depending on whether the location was relevant to
the employers’ stated purpose for them—and if employers had not told them the purpose of the
camera, they were less able to infer it than with cameras in other locations, so felt more uncertain.

Interestingly, some nanny participants had rather different attitudes about initial camera data
collection (with parents having access) vs. data re-sharing, especially on social media:

[I: If you found out that the family has actually shared something with you only [without the
kids in the video], would you consider leaving the job?] […] I just feel like that’s really kind of
an invasion of privacy. Again, I really don’t mind being on camera just so they can make sure
their kids are safe and happy. But that’s just like a weird way of using their home and like,
you know, I just would not feel comfortable working there anymore. (N26)

Employers’ Perspectives. As mentioned above, many parent participants assumed nannies did
not have privacy concerns about cameras because they hadn’t mentioned any (Section 5.2.2), or
because the parents saw it as very normal for nannies to be monitored at work (Section 5.2.1).

Most parent participants themselves did not have concerns about nannies’ privacy, and many
said they had not considered it in their decision to use cameras. When they had thought about it,
some thought cameras had little or no impact on nannies’ privacy; others viewed it as a reasonable
tradeoff for having a high-trust job:

Since she would be, you know, occupying my home for the time she’s employed, her privacy
is, she basically agrees to temporarily suspend that […] during working hours. (P5)
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Our parent participants’ reasons for having cameras generally aligned with our nanny partici-
pants’ assumptions about their own employers’ reasons, though parent participants tended to draw
a stronger distinction between checking on the children vs. the nanny. Many parents said they
used cameras for checking in on their children or pets—but several parents emphasized that they
did not view checking on children as synonymous with monitoring the nanny:

Because my main purpose in having it is more just my ability to check in on my daughter, and
not really to watch what the nanny is doing. (P4)

However, several parent participants said they installed cameras at least in part to manage the
nanny, and to see for themselves that she was “doing her job” (P14). In such cases, participants
often checked cameras daily or almost daily—though few had ever discussed with nannies anything
they saw on camera. Beyond supervision, a few parent participants said they installed cameras to
deter, or at least discover, misbehavior or abuse (see Section 5.2.2):

I don’t think every person is bad. However, the reality is, you are still a stranger to me and to
my daughter, and I just always want to make sure that she is safe. (P7)

Meanwhile, many parent participants used cameras for home safety and security, especially
outdoor cameras. Some such participants also used the cameras to monitor the nanny, but others
were at pains to point out that they did not, relying rather on their judgment of the nanny’s
trustworthiness:

I want to clarify that these devices were not installed for the purpose of checking in on the
nanny. I was technically able to do that, but I also really trusted her completely. And if I didn’t
have those devices, I wouldn’t be nervous. (P19)

No parent participant had ever installed a camera in a bathroom, and the general consensus was
that doing so would be very inappropriate.

When it came to their own privacy or that of their children, most parent participants who had
cameras were not especially concerned. However, some said their views depended on whether
data were recorded (as opposed to only live-streamed), whether data were stored in the cloud,
and camera location (exterior cameras and cameras in children’s rooms raised less concern than
cameras in adults’ bedrooms). Even parents who expressed some concern might not find it very
pressing where the data recipient was abstract or unknown:

I’m always kind of wary just about […] the data that our devices in general are always collecting
on us. [But] it’s hard for me to […] put a face to someone, I guess, that would be using this
data or stealing this data for some nefarious reason. (P9)

Some viewed the privacy downsides for themselves as a necessary cost in exchange for peace of
mind: “I like being able to check in, and so that’s sort of the trade-off I’m willing to make.” (P4) A
few parent participants mentioned being less concerned about data of their children because they
viewed it as particularly low-value or low-risk: “It’s kids in a crib. […] A, who would want that
footage, and B, what could possibly go wrong?” (P17)

5.2.5 Privacy Concerns about Cameras.
Nannies’ Perspectives. We found that most nanny participants had much stronger privacy concerns
about cameras, at least indoor cameras, than other smart home devices. Although many participants
were concerned about being watched, they often felt they could not challenge the current state of
affairs, due mainly to social norms and power imbalances (see Section 5.1).
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Concerns about Hidden Cameras or Incomplete Knowledge. Most nanny participants were con-
cerned about hidden cameras (see Section 5.2.2); this was one of the most frequently mentioned
concerns. For those who had the strongest privacy concerns about cameras, undisclosed cameras
could lead to feelings of being betrayed, violated, untrusted, hurt, upset, and/or disrespected (see
Section 5.2.2). Nanny participants were also concerned about hidden cameras because they would
have no means of controlling what cameras captured, especially embarrassing behaviors or private
calls. Some worried that their lack of knowledge could facilitate creepy behavior or abuse (see
Bernd et al. [16]).

Concerns about Hidden or Uncertain Purposes and Uses. Concerns about cameras most often arose
specifically from being uncertain about purposes and uses:

There was a time where I took a leave from work, and I came back. And that’s when one of
the cameras [was] there. So I did find myself wondering, you know, are they checking in more
because I took time off, and now I’m back. (N37)

Even if employers disclosed cameras to nanny participants, a mismatch between what employers
said about why they had cameras and how cameras appeared to be actually used prompted concerns,
and some said they might assume parents had deliberately hidden their main purpose in having
cameras:

I almost feel like if someone has cameras for security, but then they kind of use it to spy on
you, I almost feel like that’s worse just because it’s not completely honest. (N26)

At worst, hidden cameras, or incomplete disclosures of cameras’ capabilities, could be used by
employers to help “catch out” or “frame” nannies:

[I: Do [nannies] need to know whether the devices are collecting audio only, video only? Or, like,
when the device is on, when the device is off, for example?] Yeah, I think they should know […]
anything possible to know about it, I think you should be aware. Just seems tricky to me. Just
seems shady to me, […] it’s almost like you’re trying to catch someone in something. (N34)

Concerns about Micromanagement. Many nanny participants’ privacy concerns about cameras
revolved around how cameras reflected or impacted their work relationships with their employers
(see Bernd et al. [16] for detailed discussion of cameras and relationships). In particular, they could
be used to closely supervise and micromanage nannies:

That’s actually a reason why I left my previous nanny family. They would constantly check
the cameras and text me on, like, certain things that they would do differently or things I was
doing wrong in their eyes. (N35)

Micromanaging also made some nanny participants feel they were not seen as subjects in their
own right:

Parents who micromanage are awful, and that parents who use cameras improperly often see
nannies as human robots. (N3)

Concerns about Job Insecurity. Many nanny participants linked cameras with their job security,
e.g., if a camera captured their mistakes. In fact, a few nanny participants either had been fired, or
a nanny they knew was fired, because of what employers said they had seen on camera:

They fired me because they said that I used my phone too much. They said, “We looked at the
cameras and saw that you used your phone for about ten minutes while [child] was playing
on the floor.” (N27)
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However, N27 believed the real reason was religious discrimination, and the camera footage was
an excuse.

Concerns about Data Sharing by Employers. Nanny participants had varied opinions regarding
parents sharing camera footage on social media, mainly depending on employers’ intentions and
purposes in sharing:

I think if it was footage of me or audio of me that they were sharing, I would want to know
about it. And again, I think I would want to know their reasoning. If it’s like malicious, like,
“Oh my god, look. [N37]’s face is weird.” (N37)

A few nanny participants found even benign social media sharing to be “super crossing the line”
(N18).

Concerns about Camera Manufacturers. Some nanny participants expressed concerns about what
manufacturers might do with camera data, especially of children, including whether they would
sell it to third parties. Some were concerned that manufacturers were not transparent about data
handling and did not like being unsure of what data could be used for:

I think companies should be more transparent. Yeah. Companies in general are just profit,
like, mongrels. You know, like they’re just here trying to eat everything. (N8)

Yet, camera data handling by manufacturers and third parties was often viewed as a secondary
concern among nanny participants, compared with data handling by employers:

I would wanna know what type of camera it is, who has access to it, where is it being streamed
to. But the main thing I wanna know is: Do you have cameras and where. […] The other things
are secondary. (N7)

Only a couple of nanny participants had worked with smart home assistants that had integrated
cameras (Facebook Portals). In both cases, their employers also had cameras that they used for
checking on the kids and nanny, which those participants were comfortable with—so those partici-
pants were less comfortable with the Portals, citing their uncertainty about what they captured,
who had access, and how data could be used:

[The Portal] just felt, like, more invasive to me cause I feel like maybe someone other than the
family is watching me. (N37)

Employers’ Perspectives. As we noted in Section 5.2.4, most parent participants did not have
strong concerns about data collected by smart cameras, and many had not thought about it, either
on their own behalf or that of their children or nanny.

Concerns about Nannies’ Concerns. Some parent participants recognized nannies’ potential privacy
concerns; while this did not influence their choices about whether to get a device or what privacy
protections to use, in some cases this recognition did spur conversations around cameras.

With the exception of a few, most parent participants found deliberately hidden cameras unac-
ceptable. Some commented that hidden cameras would be a violation of the nanny’s privacy or (as
discussed in Section 5.2.2) a sign of disrespect, and acknowledged that nannies could worry about
hidden cameras:

Her privacy, like we wanted to care about that. […] We’re not camouflaging the cameras, just
like out there, it will be visible, so it’s fine. But then before she feels like privacy is not being
considered for such decision, we wanted to bring up the topic. (P14)

Several parent participants acknowledged that the nanny could worry about the cameras being
used to spy or micromanage, and said they had tried to forestall such concerns:
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We talked over it, like, if our nanny feels comfortable, and she was okay with it. We just wanted
to make sure that it didn’t feel intrusive. […] We don’t want to spy on any conversations or
anything like that she might have. (P16)

Most parent participants stated that they would not consider sharing camera footage that had
the nanny in it on social media, citing not being able to control or know exactly who would access
the data. However, many thought it was more acceptable to share footage with specific people they
knew, such as close relatives.

General Privacy Concerns. When asked, most parent participants said they had not considered
household members’ privacy, or had not considered it extensively, when deciding to get a camera.
A few did mention concerns about manufacturers’/service providers’ handling and use of data,
or (usually stronger) concerns about hackers. The parent participant who did not have an indoor
camera cited security as a serious concern, including the manufacturer’s security practices:

I don’t know where [the data storage facility] is located, what kind of rules and regulations
they have there, what kind of policies they have for security. (P18)

A few parent participants had considered privacy and data protection in their purchases, and
said they were not very concerned because they’d chosen brands where the data were under their
control:

Since the data is stored and monitored and controlled by us in the camera chip, it was not
such a big issue for me. (P14)

One participant explicitly acknowledged the asymmetry in making decisions about others’ privacy,
but did not consider it very concerning because, in her judgment, the privacy risk was not large:

[I: Did you think about privacy? Your privacy, your child’s privacy, and the nanny’s privacy? […]]
A little bit, yeah, but it’s my house, so, that’s my decision to do that, and I take that privacy
risk, I guess. But I don’t feel like it’s a lot. Because I don’t have the whole house rigged for
outsiders to look at. (P15)

(Lack of) Concerns about Nannies’ Effects on Parents’ Privacy. Parent participants who had given
nannies access to their cameras did not tend to be concerned about impacts on their own privacy,
especially if the feed could not be accessed from outside the house. Parent participants who had
not given nannies data access did not tend to cite privacy concerns for why they hadn’t done so
(except in one case where camera access was tied to their whole Google account); they simply did
not think it was necessary/useful.

5.2.6 Cameras’ Impact on Behavior.
Nannies’ Perspectives. We found that cameras affected the behavior of our nanny participants in
different ways. Many employed strategies to avoid being observed by cameras in common areas.
Nanny participants particularly tried to avoid cameras during non-work related activities (e.g.,
taking a break) or while doing personal things (e.g., changing clothes):

I might go off camera if I want to, like, lift a bag of potato chips and just pour the last little bits
into my mouth. Or just do something really stupid. (N12)
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Some were self-conscious of their behavior even when interacting with the kids:

I just find it harder to like be silly or, you know, just be and play with the kids in a normal
way. I just kind of feel a little bit tense and like my attention is focused on the fact that I’m
being watched. (N6)

Some referred to this feeling of awkwardness as “being on stage” (N27) or “putting on a show”
(N16).

Several nanny participants thought that being conscious of cameras helped them control their
emotions and could result in better job performance, but many said that they would deliver the
best care possible without the need for cameras:

I’m the same always, you know. I’m treat the girls just in the same way when [the cameras]
are present. (N15)

Employers’ Perspectives. Several parent participants speculated that cameras could encourage
nannies to self-monitor and improve their job performance:

They can sort of subconsciously correct their behavior now that they know they have the
potential for being recorded [or] being watched. (P9)

However, most parent participants—including some of those who said hypothetically the nanny’s
behavior could change—did not actually notice substantial impacts in practice. Several said they
felt the nanny’s behavior should remain consistent whether or not they could be monitored:

If it does affect the behavior then there would be other questions as well. I mean I ideally
would want [a] relationship with somebody who would feel totally comfortable with our son.
(P19)

In terms of their own behavior, some noted that they took protective measures such as turning
indoor cameras off when they themselves were at home.

5.2.7 Employment Choices Related to Cameras.
Nannies’ Perspectives. Views on cameras often affected nannies’ job acceptance or quitting.

Quitting a Job. Some nanny participants had quit, or said they would quit, their job due to various
reasons related to cameras, including micromanaging:

That’s actually a reason why I left my previous nanny family. They would constantly check
the cameras and text me on, like, certain things that they would do differently or things I was
doing wrong in their eyes. (N35)

Further, most nanny participants would quit if they found a hidden camera, or found out that
their employers had shared recordings on social media with malicious intent (see Section 5.2.5):

If it was just an embarrassing video of me, like we all kind of do stuff like blow our nose or eat
unattractively, you know, if it was something like that, I think I would just immediately quit.
(N26)

Due to feelings of privacy resignation, social norms, or need for employment, a few believed
cameras were unavoidable, and they needed to accept working with them, even if they discovered
an undisclosed one:

A lot of different factors are coming to play. One is pay. You know, if they’re paying me
twenty-five bucks an hour, film me all you want. If you’re paying me fifteen bucks an hour,
and you’re gonna lie about the cameras, then I’m less likely to work for them again. […] It
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bums me out to say that because I really am genuinely bothered by the use of cameras in
homes, but it’s become so prevalent, I feel that it’s almost taboo to question it. (N7)

Declining a Job Offer.A few nanny participants had turned down a job offer because of undisclosed
cameras, and several others said they would do so in such a situation:

One family, I was offered a job […] and she hadn’t been upfront with me about cameras, so I
declined because of that. (N7)

But usually camera surveillance was perceived as a catalyst or signal rather than the sole reason
for turning down an offer:

There were cameras in […] all the shared living areas and I knew I would never feel comfortable,
or able to relax, and […] it felt like starting from a place of distrust. (N6)

(See Bernd et al. [16] for more about camera use and (non)disclosure as an indicator.) Some
participants noted they would have different tolerances for short-term babysitting—either more
likely to turn down, because it wasn’t much money anyway, or more likely to accept, because they
didn’t have to deal with the family long-term:

[I: Would you turn down a one-time babysitting job because parents did not decide to tell you
there is a camera inside the house? […]] I would probably do one day, but I probably would not
return to that family. (N29)

Conversely, a live-in or au pair position occasions more caution, even for someone generally
comfortable with cameras:

[I: Being offered a position, would [camera] audio be enough to make you reconsider it, or?] Well,
if I don’t live there, I don’t care. But, I’m going to live, like an au pair, like a nanny, then yeah.
[…] I prefer just, like, something video. (N24)

Employers’ Perspectives. None of the parent participants mentioned a prospective nanny declining
or quitting a job because of cameras, that they knew of.

However, most parent participants said that if a prospective nanny objected to being recorded
via camera while working, they would not be inclined to offer them the job. They commonly
cited reasons such as incompatible views on monitoring, uncertainty about the nanny’s reliability,
or wondering what the nanny was trying to get away with. A few said they might be open to
modifying conditions, but they still had reservations:

She could cover [the camera] up while she was in the living room […] But I think it might
have been a red flag if she truly didn’t want us to see what she was doing. (P19)

No parent participants mentioned having fired a nanny due to something they’d seen on camera.

5.2.8 Camera Protections and Controls.
Nannies’ Perspectives. The most common protective measures nannies took were avoiding cameras
or modifying their behavior, as mentioned in Section 5.2.6. A few took further measures; most
had not, but we asked about what protections they would like to implement, or have implemented
on their behalf. Most viewed disclosure of cameras (see Section 5.2.2) as a protection, and if so,
generally the most important one; other measures are discussed here.

Device Feedback. Many nanny participants wanted (non-tamperable) indicators such as lights
signaling when cameras were on, and whether they were recording or livestreaming:
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Cameras […] have settings that can alert you if they’re turned on, but the parents are able to
turn that off if they’d like to. There’s a colored light indicator that shows when they’re on, but
also that light blinks whenever the cameras are being actively watched somewhere. (N4)

Some mentioned that indicators would make them feel comfortable and allow them to avoid
embarrassing behaviors (see Section 5.2.6).

Device Controls. Most nanny participants did not have access to cameras’ privacy settings and
controls nor the ability to view camera data, let alone delete it. Nannies who had access to camera
feeds felt more confident, especially being able to use it in their work (see Section 5.2.3). A couple
mentioned that they would like their employers to give them access to a shared online account or
have their own account, at least with limited capabilities:

Giving a password and giving agency to nannies over their data and over their information
would be amazing. (N7)

Nanny participants viewed it as socially unacceptable and potentially harmful to them to delete or
edit data themselves. However, a few suggested that they would like to negotiate with employers
about retention policies—but for the most part, nanny participants did not have strong preferences
about what privacy settings their employers’ cameras should have.

Some nanny participants opined that manufacturers should invest in strong encryption, require
strong passwords, or just generally make cameras more secure.

Contracts. Many nanny participants had employment contracts, but most did not mention the
presence of cameras, let alone other details like number, location, and purposes. Yet (especially after
talking with us), most nanny participants wanted their contracts to mention cameras, including
number and location, and stipulate that employers were required to disclose them. Some even
wanted more details such as data format, retention, and who has access to the data.

Agencies. The majority of nanny participants did not work with a nanny agency. Among those
who did, few had received any information about or advice on working with cameras, negotiating
their inclusion in contacts, nor legal privacy rights—and even fewer thought their employers had
received information. Some nanny participants believed that agencies prioritized what employers
wanted over nannies’ needs:

I think agencies sometimes do not work well for nanny. They don’t tell us a lot of our rights
and a lot of the things that we should be entitled to. They cater more to the parent than the
nannies. (N10)

Several nanny participants opined that agencies should be more helpful in helping nannies and
employers to negotiate expectations and rights around cameras.

Legal Rights. Most nanny participants were not aware of their rights with regards to cameras,
though some believed there were state-specific laws in the U.S. about consent to audio recording.
However, almost all nanny participants believed that there should be laws protecting workers’
privacy rights and requiring consent to using cameras.

Employers’ Perspectives. Most parent participants had not done much to protect their own privacy
or that of their nannies from smart cameras. However, some mentioned protections they would
like for themselves, and what they thought would be appropriate to protect their nannies’ privacy
(beyond disclosure, discussed in Section 5.2.2).

Device Feedback. Most parent participants’ cameras had “on” indicators that anyone could see.
Some mentioned that it would be useful to also have an indicator for whether the camera was
recording or live-streaming data, as well as whether someone was viewing the stream.

ACM Transactions on Computer-Human Interaction, Vol. 32, No. 2, Article 12. Publication date: April 2025.



Comparing Nannies’ and Parents’ Privacy Threat Models for Smart Homes 12:25

Device Controls. Some parent participants were more willing than others to give their nanny
access to the camera feed to help with childcare, though they were more willing if the camera was
in the nursery than in common space. Parents were not willing to let nannies edit nor delete data.

Contracts. Only a couple of parent participants had a formal written contract with their nanny,
and only one was certain it mentioned cameras.

Agencies. No parent participants had ever hired a nanny through an agency. When asked hy-
pothetically, many stated that agencies should facilitate discussions about cameras. Suggestions
included informing both parties about camera-related laws, encouraging transparency on the part
of employers, and providing demos to nannies explaining how cameras work.

Legal Rights. Most parent participants were not aware of their rights nor nannies’ rights with
regard to cameras, though one mentioned that recordings obtained without consent would be
inadmissible in court.

Asked for opinions, many believed it would be unacceptable if a privacy law prohibited people
from deploying cameras in their own homes:

These type of arrangements are just one family that does not have to hire a certain person
if they don’t want to work with them, and so I think it would be unfair and it would be
shortsighted if they have laws that prevented homeowners from having these types of cameras
in their home. (P1)

A handful of parent participants said disclosure of cameras to domestic employees should be
legally required, but it was less common to opine that consent should be given too. A few also said
laws against misuse of camera data could be beneficial, although they did not specify examples of
misuse beyond noting that cameras in bathrooms should be illegal.

5.2.9 Comparison of Nanny and Parent Participants’ Views on Cameras. Here we compare views
of nanny and parent participants, and discuss topics where we noticed disagreements or disconnects
between views common in each group. Some of these disconnects serve as potential points of
intervention (see Section 6.3), especially where members of one group have misconceptions about
the likely views of the other.

Expectations and Preferences about Cameras and Disclosure. Both nanny and parent participants
generally believed that cameras are normal and expectable in homes where nannies work, and
that nannies should not have a say in whether cameras were deployed. However, nannies put
more emphasis on disclosure as enabling consent, including for new cameras added during their
employment.

Most participants in both groups believed that employers should disclose cameras, especially
indoors. And at the same time, nannies’ perception that employers often didn’t bother disclosing
(even if they weren’t intentionally hiding cameras) was matched by the self-reported behavior of
our parent sample, many of whom believed employers should disclose but hadn’t explicitly done so
in practice. However, while there were both nannies and parents who didn’t think it necessary to
mention reasonably obvious cameras, that position was more common among parent participants.

Why Nannies Don’t Ask about Cameras. Some parent participants assumed that if nannies did
not ask about cameras before beginning a job, they must either expect them as a matter of course
or just not care. However, many nannies said they would prefer cameras be disclosed whether or
not they were expectable or even obviously placed, as a matter of respect. Their lack of asking
was often driven by not wanting to seem suspicious, i.e., worrying that a question about whether
there were cameras would be interpreted as fear that there were. When we asked, most parent
participants said they wouldn’t find such a question suspicious (though sometimes they expressed
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uncertainty or mixed feelings), but few had considered that nannies might be concerned about
appearing so.

Similarly, parent participants tended to assume that if nannies didn’t ask for details about
cameras, it’s because they didn’t care—but instead, again some nannies said it was a fear of seeming
suspicious. Many nanny participants wanted at least to know whether the cameras were there
to check on them and how often they would be checked—not because they would necessarily
object in either case, they simply wanted to know. Most parents said they wouldn’t have found
questions about details problematic or suspicious, though a couple said they wouldn’t want to
reveal frequency of checking or whether data were recorded.

Framing Purposes and Uses. There was a disconnect in how nannies and parents thought about
checking in vs. monitoring. Some parent participants made a big distinction between using cameras
to check in on the kids and make sure they’re okay, vs. to see what the nanny was doing. However,
nanny participants did not tend to see “making sure the kids are okay” and “making sure the nanny
is doing her job” as so distinct, unless their employers were very explicit that they were motivated
by missing their kids while at work.

We also found clear disconnects in what nanny vs. parent participants thought of as commu-
nication vs. micromanaging by parents. Some parents had considered this potential issue. But
unsurprisingly, parent participants did not tend to judge their own behavior as unnecessarily
intrusive or micromanaging, whether or not they specifically made efforts to avoid such behavior.
In particular, most parents who had given nannies feedback based on what they saw on cam-
era did not think it was a big deal, framing it as “giving reminders” or, at worst, “correcting
mistakes.” However, nanny participants tended to view such behavior as nitpicking or micro-
managing if done frequently, and often became concerned that parents were looking for excuses to
fire them.

Psychological Effects of Being Watched. Many nanny participants expressed a general feeling that
it was burdensome to be on camera and potentially watched all day [cf. 74]; some emphasized
needing a non-monitored space to take breaks. However, few parent participants recognized that a
nanny might want to be out of the camera’s view unless they were doing something specifically
private (like making a personal call or changing clothes)—or unless they were doing something
nefarious. While some nannies mentioned feeling self-conscious because of cameras, or even finding
it more difficult to bond with the children [cf. 37], it did not seem to occur to most parents that
such self-awareness might be negative. Generally, both the nanny and parent groups had mixed
views on whether cameras might help job performance (vs. having no effect), but the issue was
more in focus for parents.

Nannies’ Access to Data. Several nanny participants mentioned that they would have liked to
have access to cameras in children’s bedrooms, to use as a baby monitor; those who had access
found it helpful. For the most part, when we asked parent participants whose nannies did not have
nursery camera access why not, it wasn’t that they had any objections (as long as they didn’t have
to share account credentials); they simply didn’t think it would be useful.

Privacy Threat Models. Most of the parents in our sample were not very concerned about their
or their children’s privacy regarding cameras, either due to protections they’d implemented or
to baseline attitudes. They therefore weren’t especially concerned about nannies’ privacy either,
and assumed nannies would feel similarly. As regards privacy from outside parties, this was often
true; most nannies in our sample were not very concerned about device manufacturers, hackers,
and so on accessing data about them. However, as a few pointed out, this lack of concern was
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relative, as their employers’ access to data about them was of much more immediate potential
consequence.

Even nannies who felt positive about cameras tended to recognize parents’ data access as a
significant privacy impact, while most parents did not frame their own access to nannies’ data in
terms of the nannies’ privacy at all. This blind spot was particularly notable amongst parents who
did not use cameras to monitor nannies; they did not think of the possibility of monitoring as a
threat in itself.

Protections. For the most part, the two sets of participants agreed about what privacy protections
were desirable and appropriate in homes where nannies work. In particular, both sets agreed
that nanny agencies should facilitate discussions about cameras and educate everyone about the
legalities; however, most participants had not worked with agencies so this was a moot point for
them personally. Nanny and parent participants also agreed that nannies having edit and deletion
access would likely be too problematic, but some nannies pointed out that automatically limiting
retention via settings could help their privacy without raising such problems. For the most part, both
groups agreed it would be unreasonable to completely outlaw cameras in homes where domestic
workers are employed, but nanny participants were more likely to suggest that disclosure and
consent should be legally required.

5.3 Views on GPS Location Trackers
Companies market technologies for that can track nannies’ and children’s locations via GPS beacons,
key finders, phone apps, or onboard devices in cars. Though these are not smart home devices per
se, we include them as another way the IoT can affect domestic work.10

5.3.1 Experiences with Location Tracking.
Nannies’ Perspectives. Though we asked most of our nanny participants, only one had ever experi-
enced GPS tracking (that they knew of), and only when she first arrived in a foreign country as an
au pair:

It was almost more like a safety for me thing, more like if I had gotten lost or something. […]
Once I kind of like knew the way and stuff, they were fine with me not putting my location
on [on my phone]. (N26)

A more frequent means of keeping track of where nannies and children were was to ask nannies
to send texts and photos, e.g., when they were going to a playground: “They don’t have any tracking
devices or anything like that. I just text them.” (N20) For the most part, nanny participants who
had experienced this approach did not frame it as “monitoring” or “tracking” the nanny; rather,
they explained parents’ motives as wanting to know where their children were or being able to
find them in an emergency.

Employers’ Perspectives. None of the parent participants we asked had tracked their nannies
using GPS. If they monitored location at all, they did so through phone calls or texts from the
nanny [cf. 81].

5.3.2 Attitudes and Concerns about Location Tracking. Because most participants had not expe-
rienced it, we probed views on GPS tracking largely via hypothetical scenarios.

10As questions about GPS tracking were at the end of the interviews, we sometimes had to omit them when short on time.
Findings in this subsection are therefore based on data from only a subset of participants.
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Nannies’ Perspectives. As with cameras, purposes of use or motives could be important in deter-
mining whether nanny participants would be comfortable with location tracking (amongst those
who would accept it at all):

[I: What kind of questions would you ask the parents?] What’s motivating that. If there’s a
lack of trust, if it is worried about emergency situations, I would ask if they do that with one
another. (N4)

The quality of the employer–employee relationship could determine whether nannies assumed
good faith:

I feel like when I’m working, they should have the right to track me when I’m with their child.
[…] This all comes from a place of privilege though, you know? Because I’ve never really had
anyone distrust me in a way that I think a lot of other caregivers have been distrusted. (N32)

As with cameras, undisclosed monitoring was of especial concern, because it related to trust
between employer and employee:

If I knew about it, it would be fine. But if I, like, found it, I would be probably pretty upset. […]
It would feel like a violation of my trust. (N20)

Themost frequently mentioned concern was that location tracking might happen during nannies’
off hours; even nanny participants who generally found location tracking acceptable were concerned
about the boundary between work time and personal time:

If I’m in my working hours, […] and they want to know where I’m going, […] it’s okay for
me. But, not in my personal life. […] I would feel really bad and pissed off. (N24)

Even if employers did not intentionally cross that line, nannies would be worried they might forget
to turn off the app.

Employers’ Perspectives. As well as considering it unnecessary, a couple of parent participants
explicitly mentioned that GPS tracking would be “too intrusive” (P5).

5.3.3 Location Protections.
Nannies’ Perspectives. We did not explicitly ask either participant group about location privacy
protections, but one nanny participant mentioned that concerns about (accidental or intentional)
tracking in her off time—whether by employers or third parties—could be mitigated by using a
separate GPS device (instead of a phone app):

I told them that I’d feel better if they just got a GPS device, and I would just keep it with me.
Rather than have it on my own personal phone as an app. Because my privacy when I’m not
on the clock is my own thing. […] I don’t keep my location services on. I don’t prefer to. (N12)

5.4 Views on Other Smart Home Devices
Besides cameras (Section 5.2) and GPS location trackers (Section 5.3), we asked participants about
their experiences with and attitudes toward other smart home devices. As smart speakers and
smart TVs were by far the most common non-camera smart home devices owned by parents or
encountered by nannies, the findings below focus on them.
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5.4.1 Device Types and Purposes.
Nannies’ Perspectives. Many of the nanny participants’ employers owned at least one smart home
device besides cameras. Amongst our 25 nanny participants, 16 were currently working in homes
with smart speakers and 13 in homes with smart TVs, usually in common living spaces like the
kitchen or living room. Some households also had smart locks, lights, or thermostats, sometimes
connected by smart home hubs, as well as smart toys.11

These smart devices typically served informational, entertainment, and/or convenience (e.g.,
home control) purposes, for employers, children, and nannies. Smart locks were used for security,
including being able to let the nanny in during certain times. To nanny participants’ knowledge,
none of these devices were there specifically to monitor them, though in a few cases their employers
had looked at usage histories (watch history for TVs, entry logs for locks) that happened to include
data from the nanny. In the case of smart TVs, participants were often uncertain whether they had
sensor-based features or were only “smart” in the sense of being Internet-enabled.

Employers’ Perspectives. Amongst 16 parent participants, 13 had smart speakers and 12 had
Internet-enabled smart TVs.12 Most participants used these for information, entertainment, or
home control, as did other members of their households, often including their nanny. About half the
TVs had voice-recognition features, and a couple had gesture recognition. However, some parent
participants were unsure what “smart” sensors their TVs had.

Few parent participants had seen their nannies’ request or watch histories, and none had delib-
erately monitored them. (In fact, in the case of smart speakers, several participants had not known
about the history feature.)

5.4.2 Disclosure of Other Smart Home Devices.
Nannies’ Perspectives. It was uncommon for nanny participants’ employers to disclose the presence
of non-camera smart devices; most of their employers had not done so. However, nanny participants
were generally not particularly upset by the absence of disclosure.

Several factors likely came into play. Smart devices were usually placed in obvious, common
locations and easily identifiable by employees. Visibility, combined with a tendency to perceive
non-camera smart home devices as at most only a minimal threat to the nanny (as opposed to
smart home cameras; see Section 5.2), led to overall nonchalant attitudes about device disclosure.

When employers had disclosed presence of non-camera smart home devices, they commonly
did so to show the nanny how to use those devices, and not for privacy- or transparency-related
reasons:

[I: When did they mention to you that it was there?] Since I started working. The parent told
me, “Hey, here is Alexa. You can use her whenever you want. You can play music. You can
just come at the side […] like that.” (N15)

When prompted, more often than not, nanny participants stated that ideally they would like
employers to disclose all smart home devices; however, very few participants brought it up un-
prompted. Most nanny participants did not expect their employers to disclose the presence of smart
home devices other than cameras, nor did they think employers should be obligated to do so:

I think they’re so normalized nowadays that it’s just a given sometimes. (N10)

11More information about which non-camera smart devices nanny participants owned or had worked with can be found in
Appendix A.1.
12More information about parent participants’ devices can be found in Appendix A.2.
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One nanny participant said she would want disclosure if she had reason to believe such devices
had implications for her privacy with respect to her employers:

[I: Do you think parents need to disclose to nannies if they had an Alexa, or a smart speaker,
inside their house?] I don’t think so unless Alexa had a way to record our conversations and
the parents were listening to it.13 (N26)

Employers’ Perspectives. Some parent participants had disclosed to their nannies that they had
smart speakers or smart TVs, though they tended to frame it as a matter of telling nannies they
were welcome to use the devices. Some believed there was no need to disclose them to nannies nor
guests, for example, because the devices were conspicuous anyway:

I didn’t think that conversation needed to explicitly happen because she sees us every morning,
talks to the device and asks what the weather is, and to play music. (P1)

In the case of smart TVs, disclosure about sensor data collection was a moot point if the TVs
didn’t have sensors, or if one had to push a button on the remote to activate them (so it wouldn’t
otherwise be collecting data—as far as they knew).

5.4.3 Privacy Attitudes and Concerns about Other Smart Home Devices.
Nannies’ Perspectives. As with cameras, nanny participants had a range of attitudes and concerns
about smart speakers and smart TVs, depending on factors such as device capabilities, purpose of
use, manufacturer reputation, and privacy resignation.

Nanny participants who were unaware or unsure of smart home device listening or record-
ing capabilities were more likely to feel relatively comfortable around such devices than nanny
participants who were aware of such capabilities:

I’ve never thought about [the smart speaker] being able to record me. […] So, unless I knew
that it happens, I don’t think it would bother me that it was there. (N33)

A few nanny participants, despite believing that smart home devices could collect and retain user
data, explicitly noted that they viewed any potential privacy threats as comparatively unimportant,
given that parents did not obtain these devices to monitor nannies:

[The smart speaker] doesn’t make me as uncomfortable as the nanny cameras and stuff, but I
definitely have read about all the privacy issues that people hate. But, I feel it’s not necessarily
there to judge me specifically. [Later] I don’t like them personally, but if you feel, like, you
know, it’s not necessarily targeted towards me either. (N19)

These nanny participants reasoned that even if devices were listening in on conversations and
the data were accessible to developers, it was not targeted and not as consequential as access by
employers:

When it’s by the parents, […] it’s much more intimate and it’s much more personal. When it’s
by a corporation, it’s kind of a fact of life. (N27)

However, many other nanny participants knew of smart home devices’ listening and recording
capabilities, and found them discomfiting. Aware that smart home devices were capable of listening
in on conversations and recording audio, they worried about the implications of data collection
and expressed concern over who could access their recorded data, and what they could do with it:

13Though it is technically possible for the owner of a smart speaker to use it to spy remotely on someone, none of our
participants had actually experienced this, that they knew of.
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The idea of it constantly monitoring, recording visual and audio is a little, it’s off-putting.
Because it’s like, who is recording this, and why, and where is it going. […] It’s just a general
discomfort. (N37)

For some nanny participants, unfavorable views on smart home devices were tied to negative
opinions about their developers or service providers, especially for smart speakers:

They record audio constantly, you can access that audio forever on Amazon. I wouldn’t trust
Amazon at all with my data. […] They’re not a very trustworthy company. (N4)

A few nanny participants who were concerned about working near smart home devices men-
tioned feeling resigned to privacy intrusions while working, especially given that smart home
devices are nearly ubiquitous:

I feel like there’s cameras everywhere and so much data’s being collected on me already, and
if it’s not a camera, it’s an Alexa. […] So, I think, at this point, I’m a little bit desensitized to it
because it feels so common. (N36)

Nannies might therefore have to ignore personal discomfort and accept working in an environment
with such devices—and, as one participant pointed out, accept losing their agency over their privacy
choices:

If I’m working in a nanny house, and they’ve consented to the research of their searches and
stuff and I haven’t, I definitely feel like that’s a little bit of a privacy issue as well. (N35)

Employers’ Perspectives. Parent participants were not aware of their nannies or babysitters having
any privacy concerns about smart speakers, smart TVs, or other (non-camera) smart devices. To
the extent that any of them knew their nannies’ attitudes toward the devices, they seemed to be
positive:

She loves [the Echo]. She used it more than I did. (P7)

Many assumed that their nannies were comfortable with the devices, because they are common
and/or because the nanny used the device themself. However, parents had not specifically asked
nannies about their concerns:

[I: Do you know if the nanny has any concerns about whether [the TV’s voice controller] is
recorded, or?] Not that she’s ever expressed, and I’ve certainly never asked. (P8)

The majority of parent participants who had devices were themselves comfortable with them.
If they had privacy concerns for themselves, their children, or their nannies, they tended to view
them as minor. In some cases, this was because they didn’t think the devices captured anything
other than commands, or didn’t save them:

I don’t think it actually records anything unless I specifically tell it too. (P5)

In other cases, they thought devices—or third parties—might be continuously listening, but
weren’t bothered by it:

I don’t feel uncomfortable with those. I mean, I understand that the FBI or whatever can use
them to listen to you, but my life is pretty boring. If you would like to hear me sing songs
about eating peas to my baby, then really, have at it. (P2)

Some parent participants were uncertain, and a couple had more serious privacy concerns. In
one case, the participant projected his own concern onto his nanny:
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[I: Did she have any questions or concerns about it, or do you know whether she knows about it?]
I’m not sure if she does or doesn’t, but that really is a good question. I’m sure, um, I would
guess, I’d say she does. But that’s a good question because that brings up another privacy
issue, because those things don’t turn off. […] I don’t like that thing. It’s not allowed in my
bedroom, my bathroom, it’s not allowed near me. (P18)

However, most did not bring up concerns about their nannies’ privacy unless we asked.
In particular, since none had deliberately monitored their nannies’ usage history on such devices,

parent participants mostly had not considered how their own access to data might affect nannies’
privacy. When asked, they tended to view any impact as negligible and expectable:

If they’re not aware that what they look up [on YouTube] is there, then, well, I don’t know
what to tell them on that, because you’re using someone else’s device. (P6)

5.4.4 Protections and Controls for Other Smart Home Devices.
Nannies’ Perspectives. For the most part, nanny participants did not take many protective measures
around non-camera devices in their employers’ homes, and most were not much concerned about
whether their employers took protective measures on their behalf.

Device Feedback. The most common privacy mechanism nanny participants had access to was
status indicators such as lights. However, nanny participants did not always notice such feedback,
or weren’t certain what it meant:

I think the light would change red or green or it would, like, make colors. […] Like, why’s it
doing that? So, I don’t know. I didn’t even ask. (N40)

Ability to Unplug or Power OffDevice.Very few nanny participants had their employers’ permission
to unplug or power off any of their employer’s smart home devices—or even necessarily knew how
to turn them off, given the ambiguity between “off” and “standby” and unclear feedback from the
device. Nanny participants noted that unplugging someone else’s device would break social norms:

I’d be like, excuse me. You know, don’t unplug my electronics, please. […] It’d be like somebody
like coming in and unplugging my TV. (N27)

Some nanny participants said they would feel comfortable asking for permission if they wanted
to turn off a device, but a couple said they would hesitate to broach the topic in someone else’s
home.

Device Controls. Nanny participants generally had little knowledge of or control over smart
home device privacy controls and settings. However, few nanny participants had strong or specific
opinions on what device controls they would like to exercise in their employers’ homes, even if
they could, though a couple would have preferred less data retention:

I mean, I would probably set [the smart TV] so that it didn’t store any data other than what
was necessary for its functioning. (N14)

If nanny participants had had particular ideas about stronger privacy controls that they really
wanted, most said theywould feel comfortable asking their employers, but theywouldn’t necessarily
feel comfortable pushing it:

I feel like I would definitely talk to the parents about [Alexa] […] and if they could change the
privacy setting a little bit, that would be great. But if they said no, I think I would pretty much
just ignore it and move on. (N35)
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Contracts, Agency Guidelines, and Legal Protections. Aligning with the perception of minimal
threat from their employer to their privacy, nanny participants did not tend to think non-camera
smart home devices needed to be mentioned in contracts:

[I: Would you specify in your contract whether it’s permissible to use smart home devices other
than cameras? […]] I would not, mostly because I wouldn’t think of them as having data
accessible to my employers in a situation that would be uncomfortable for me. (N14)

Most nanny participants either were not sure whether there are laws about disclosing non-camera
smart home devices to domestic employees or thought there weren’t any. Most did not think
there needed to be. Of those who had worked with agencies, none had been given advice about
non-camera devices, but they didn’t think it necessary.

Employers’ Perspectives. A few parent participants mentioned protective measures they had taken
or might like to have, for their own sake or their nannies’, but most did not have strong opinions.

Device Controls and Ability to Unplug/Power Off. Most parent participants had not interacted with
the privacy settings on their non-camera smart devices at all, and none had discussed preferred
settings with their nanny, nor offered them access to such controls. A few parent participants
mentioned having told their nanny or babysitter they could turn off or unplug the device if they
weren’t comfortable. Others whom we asked said they wouldn’t mind if their nanny did so.

Contracts and Legal Protections.When laws about disclosing non-camera smart devices to domestic
employees came up, participants either weren’t sure or thought there weren’t any; none thought
there should be laws specific to that situation.14 Since most parent participants did not have written
contracts with their nanny, device provisions were a moot point.

5.4.5 Comparison of Nanny and Parent Participants’ Views on Other Smart Home Devices. We
did not observe so many significant disconnects between nanny and parent participants’ views on
other devices as we did with cameras—nor in their assumptions about each other’s views. The two
groups’ threat models were much more similar.

Expectations and Preferences about Disclosure. Nanny and parent participants tended to agree
that explicit disclosure of non-camera devices just for the sake of disclosure was rare and largely
unnecessary, especially as compared to cameras. (Even among those who thought cameras should
be disclosed.) Both cited the commonness of smart home devices and the fact that, especially for
smart speakers, they tend to be conspicuous.

However, nannies were more likely to explicitly point out that non-camera devices were far less
likely than cameras to be used to monitor them, and that parents often did not access data about
them at all. Only a couple of parents cited having less access to nannies’ data in explaining why
they did not disclose non-cameras—but as mentioned in Section 5.2.9, most parents didn’t even
think about the privacy impact of their access to camera data of nannies in the first place.

Privacy Threat Models and Attitudes. Nanny participants’ assumptions that their employers used
their non-camera devices for their advertised purposes and not to monitor them were borne out (at
least in our small sample) by parents’ self-report of their behavior. The two groups’ threat models
for these devices were therefore much more similar than their respective threat models for cameras,
with both concentrating on external actors. Nannies were more likely to explicitly highlight the
difference from cameras in terms of who might access their data.

14We asked all parent participants whether they had disclosed non-camera smart devices, but did not always probe further
if they said they’d never even thought about it.
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The two groups had similar ranges of variation between participants’ levels of concern about
their own data. There was more of a skew toward being comfortable among the parent participants,
but this is not necessarily meaningful, since we recruited only parents who had smart home devices
of some kind. Perhaps more interestingly, some nanny participants drew more of a distinction
between unconcern and resignation, for example, because they did not expect to control devices or
be able to fully protect their privacy in others’ homes. However, overall, differences in attitudes
were not as striking as for cameras.

What’s Worth Discussing. However, the similarity in range of attitudes does highlight a potential
disconnect, in that parent participants assumed that their nannies simply did not have privacy
concerns because they did not mention them, or because they used the devices themselves.The range
of concerns in our nanny sample suggests that parents participants’ assumptions may sometimes
have been inaccurate; rather, their nannies may just not have been concerned enough to make a
fuss about it with their employers.

Protections and Discussions about Protections. Most participants in both groups had not thought
much about privacy settings for smart speakers, smart TVs, and other non-camera devices, and
therefore had not discussed it with their employers or employees, respectively. The one discrepancy
was with regard to turning off or unplugging the device, where parent participants tended to say
they would have no problem with either, while nanny participants were not necessarily ready to
make that assumption about their employers.

5.5 Comparing Views and Threat Models for Different Types of Smart Home Devices
In this subsection, we systematically describe differences between participants’ views about and
threat models for different types of smart home devices. We include some quotes in which par-
ticipants explicitly compared multiple device types (at least for nannies, who more often made
explicit comparisons); however, the analysis was based on a higher-level look at all of the data. We
compare nannies’ perspectives on different devices in Section 5.5.1 and parents’ in Section 5.5.2.
We compare the two participant groups’ differentiation among devices in Section 6.1.

5.5.1 Comparing Nannies’ Perspectives by Device. The differences between nanny participants’
experiences of and concerns about different types of devices were quite pronounced. For example,
for most nanny participants, indoor cameras could (if misused) change their perception of a job
drastically, by blunting their autonomy and causing problems in their relationship with their em-
ployers. Smart speakers and smart TVs had no such power. Some possible causes and consequences
of this distinction are outlined below.

Targeted vs. Shared Purposes. Compared to other smart home devices, cameras enabled a wide
range of purposes and use cases, ranging from home security to checking in on kids and monitoring
and micromanaging nannies. In some households, nannies might share in at least some of the
purposes (security, monitoring children) and use or benefit from cameras. However, cameras often
had additional—or sole—purposes that nannies did not share in, that might not benefit them, and
that sometimes even ran counter to nannies’ own interests:

I feel like a smart TV is different because they […] didn’t buy their smart TV to watch me with
the kids. […] Whereas a camera, like, the purpose is to record me with their kids. (N26)

On the other hand, devices like smart speakers and TVs were generally used by both employers and
nannies for the same purposes, e.g., entertainment. Even if nannies did not use smart speakers and
TVs, unlike cameras, at least they didn’t believe their employers used them for targeted monitoring
of nannies.
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Thus, nanny participants had a wider range of comfort levels with cameras, depending on their
purposes of use, compared to smart speakers and TVs. However, on the whole, most found non-
camera devices less invasive than cameras (at least indoor cameras) or location trackers, which
their employers at least could use to monitor nannies specifically:

I’m not all that worried about [Alexa listening], because I just don’t have the mental effort
to do that right now, you know. It’s just, like, so nebulous. And to me, it doesn’t seem like
it’s the parents recording it. It’s a third-party system. […] They’re less threatening than the
in-home security cameras. [Later] I would put [Alexa] under a different category, because it’s
not the parents that are saving the data. (N7)

Nanny participants’ views on location trackers (whether phone apps or GPS tags) tended to be
more similar to their views on cameras than their views on other devices. In particular, given the
narrow set of reasons one might want to track someone’s location, views were most similar to
cameras used for checking on or monitoring the nanny with the kids (with similar equivocation
around whether “checking on” and “monitoring” are truly different).

Use-Based Threat Models. Some types of cameras couldn’t be effectively used to monitor the
nanny with the children, such as doorbell or porch cameras, closed-circuit baby monitors (that
couldn’t be accessed by parents outside the house), or security cameras that were clearly disarmed
when anyone was home. Nanny participants’ threat models and privacy attitudes about such
cameras tended to be more similar to their threat models and attitudes regarding other types of
smart home devices than they were to threat models and attitudes about cameras that could be
used for monitoring. In effect, device type could be less determinative of nannies’ attitudes than
device purpose.

Those nannies who found smart speakers equally concerning or more concerning than cameras
usually either were sure their employers did not use cameras to monitor them, or were comfortable
with (light) monitoring in the context of a generally positive relationship with their employers:

We have other kinds of devices [like Alexas] that are in the house that maybe I feel less
comfortable with, but […] the cameras I feel are perfectly comfortable, within the context of
how they’re being utilized and the specific family that I work with. (N4)

The few nanny participants who expressed strong privacy concerns about smart speakers and
smart TVs were mostly concerned about uses by manufacturers and developers (e.g., selling data to
third parties):

The camera [even if it was] collecting audio, […] it stays within the, like, […] the family, the
individual. Whereas the smart devices […] seems more like it’s going to another source. Like,
there are more sources that are able to access this information. (N37)

(However, concerns about smart TVs were generally less than those about smart speakers, largely
because it was clearer whether or when they were collecting sensor data.)

For most nanny participants, use by manufacturers and developers—or even hackers—did not
loom as large in discussions of cameras. This is perhaps in part because the smart home camera
market is more diverse, whereas the smart speaker market is dominated by Amazon’s Echo/Alexa,
which had recently received bad press about privacy. However, it is also worth noting that most
nannies’ ideas about privacy threats posed by camera manufacturers were relatively vague, whereas
many had very specific notions about how camera use by employers could directly impinge on
their job security and relationships with employers. In other words, privacy threats from employers
may have been so much more immediate with (indoor) cameras that they overshadowed and left
little room to worry about privacy threats from other quarters. As one participant put it:
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Most of [the families] are either working with a security system in which they have no control
over the footage, how it’s stored, how it’s destroyed—which I’m perfectly fine with. Parents
can’t micromanage if they’re not in control. (N3)

Device Disclosure and Discussions. Nanny participants had significantly different attitudes toward
discussing with employers the different types of devices. Though opinions were mixed, nannies
were less likely to say that it was necessary for parents to disclose or provide details about smart
speakers or smart TVs than about cameras, due to the visibility and clear purpose of use of non-
camera devices. Even more than with cameras, undisclosed monitoring was of especial concern for
location tracking—and lack of disclosure was similarly viewed as a signal of bad intentions.

Nanny participants generally would be more comfortable discussing their privacy concerns
about non-camera devices with employers, or asking for changes to settings, whereas with cameras
they worried that expressing concern might be taken as suspicious. But on the other hand, they
were less likely to care enough about non-cameras to bother bringing it up.

Protections and Controls. Many nanny participants thought it was necessary, or at least desirable,
for employment contracts to mention the presence and purpose of use of cameras, and suggested
agencies should encourage disclosure. Yet, very few thought it was necessary to do those things for
other devices. Additionally, a few nanny participants thought that it was important to negotiate
with employers about data collection, processing, storage, and retention by cameras (even if they
were hesitant to do so in practice), but none thought it important to negotiate about or have control
of other devices.

5.5.2 Comparing Employers’ Perspectives by Device. For the most part, parent participants’
privacy threat models for cameras were more similar to their threat models for smart speakers and
smart TVs than was the case with nannies.

Differences in Views on Their Own/Their Children’s Privacy. Most parent participants had fairly
similar privacy attitudes, concerns, and threat models for all types of smart home devices discussed.
However, some viewed cameras as more invasive, or had more concerns about the consequences of
hacking, than with non-camera devices. Meanwhile, some others expressed more comfort with
cameras and smart TVs than smart speakers, as a result of being more certain about when they
were collecting data, where it went, and how it was stored.

If a camera did not send data over the Internet, or if they were certain it only livestreamed (no
recording), participants felt in better control of their privacy, whereas smart speakers engendered
a fair amount of uncertainty. Parent participants were much more likely to have investigated or
changed the privacy settings on their cameras than their smart speakers or smart TVs, reflecting
either more privacy resignation about non-camera devices or more urgency about controlling
camera data.

Device Disclosure. While most parent participants at least theoretically believed they should
disclose indoor cameras, they did not think they needed to disclose other devices:

I feel like a Nest Cam […] is more something where I feel like it’s necessary to inform someone.
But with all these other smart devices […] it’s not as top of mind that it’s a privacy concern. (P4)

Those who hadn’t bothered to disclose cameras presented similar reasoning to the reasoning they
and other parent participants had for not disclosing non-cameras: visibility, commonness, and/or
the assumption that the nanny would ask if she wanted to know.
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Differences in Views on Nannies’ Privacy. Some recognized the unique threats to nannies’ privacy
and autonomy posed even by disclosed cameras, but most did not differentiate between cameras
and non-camera devices in terms of nannies’ privacy—and since almost none were concerned about
non-cameras, this set a low baseline. The assumption that nannies did not have concerns if they
hadn’t expressed any tended to apply equally to all devices.

Parent participants were more likely to be worried or suspicious if a nanny did not want to work
with cameras, or if they wanted to cover or unplug them, thinking they might be hiding something.
They had no such worries about non-camera devices. Similarly, they were more likely to be open
to nannies requesting access to or changes in privacy settings for non-camera devices.

6 Discussion
In Section 6.1, we highlight our main findings, and in Section 6.2, we compare them with related
work. Section 6.3 suggests design priorities, and Section 6.4 suggests future research.

6.1 Summary of Findings
RQ1: Nannies’ Experiences and Views; Factors Affecting Views; Differences between Devices. Nanny
participants were most concerned about whether and how indoor cameras might be used by
employers to supervise their work, and they drew fine distinctions between acceptable and unac-
ceptable modes of supervision (e.g., frequency of checking, interference with childcare). Disclosure
of cameras was also important to acceptability, and nannies wanted to know their purpose.

Views on cameras that nannies were certain were not being used for monitoring were more
similar to views on smart speakers and smart TVs, whose purposes were unrelated to them. In
comparison with access by employers, few nanny participants were concerned about how device
data would be used by manufacturers and developers. Yet in all cases, nanny participants believed
they had limited ability to control devices’ collection of data about them, as well as privacy setting
configuration, given power imbalances in employer–employee relationships.

RQ2: Parents’ Views and Purposes; Views regarding Self/Kids vs. Nanny. Most parent participants
were comfortable with their devices. Some parent participants were concerned about the privacy
downsides of cameras, but they believed these downsides were justified for the purposes of ensuring
the safety of their children and homes. Several parent participants used cameras in part to manage
their nannies, and they expected that nannies would not object to cameras—nor even have privacy
concerns about them.

Although many parent participants believed that cameras should be disclosed to nannies, most
did not disclose them in practice. In contrast, parent participants felt there was no need to disclose
non-camera devices like smart speakers and smart TVs, as they are common fixtures, used for
non-nanny-related purposes, and generally in obvious locations.

RQ3: Alignments and Disconnects between Nannies and Parents’ Views. Parent participants’ reasons
for having cameras generally aligned with the assumptions that nanny participants had about
why their employers used cameras. However, parent participants made a stronger differentiation
between using indoor cameras to check in on kids vs. to monitor nannies, while nannies tended to
view these as similarly consequential in terms of the effect on their privacy at work. Meanwhile,
parent participants did not think of their own access to camera data as a privacy threat to nannies,
whatever the purpose.

Although both nanny and parent participants believed that cameras were a normal work condi-
tion, nanny participants emphasized the importance of disclosure, as enabling consent and allowing
them to discuss camera use with their employers without seeming suspicious. Fewer parents viewed
disclosure as highly important, especially if cameras were obviously visible.
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Nanny and parent participants’ views, particularly concerns and threat models, were more similar
to each other when it came to non-camera smart home devices than to smart home cameras. Both
groups believed that smart speakers, smart TVs, and the like were common, and they were used by
all parties for entertainment and information. Both nanny and parent participants were mainly
concerned about external threats such as hackers or data repurposing by manufacturers, but most
said it was not a substantial worry. Consequently, most participants in both groups did not think
that nannies needed special protections (including disclosure) against non-camera devices.

However, when it came to indoor smart cameras, most nannies were much less concerned about
external actors than they were about their employers, whose use of data about them had much
clearer and more direct potential for causing harm.

RQ4: Interventions to Balance Privacy Needs. Most participants in both groups thought disclosure
of cameras (though not other smart home devices) was a feasible and important protection, along
with including it in employment contracts. Although both participant groups believed it would
not be reasonable to stop using cameras in homes where nannies worked, nanny participants
suggested that laws should mandate both disclosure of and consent to the use of indoor cameras.
Some mentioned it would be helpful for an outside entity to facilitate discussions about cameras,
such as agencies—but few actually worked with agencies. In Section 6.3, we discuss and prioritize
interventions to address this communication gap, encourage disclosure, and provide alternate ways
for nannies to be aware of and have some (appropriately limited) control over data collection for
multiple device types.

6.2 Comparison with Similar Studies
Our study builds on prior research about domestic workers in smart homes, but specifically focuses
on childcare, which introduces an expectation that parents may be due some leeway in wanting
to assure their child’s safety—but also an increased need for interpersonal trust. Our study also
differed from others in being conducted in the U.S. and in involving mostly nannies or employers
of nannies who did not depend on employers for housing or immigration status; also, only one
previous study had also involved employers. Here we describe how these differences resulted in
contrasts between our study and others’, and also where similar themes arose.

Like the interviews by Johnson et al. [37] with Filipina migrant domestic workers in Hong Kong,
our study found that using cameras for surveillance purposes could undermine nannies’ trust in
their employers, especially if undisclosed, and that many nanny participants viewed employers
accessing their camera data as the most significant privacy threat. As we also interviewed parents,
we can add that parent participants often did not share this perspective. Because we covered a
broader range of circumstances and purposes of use for cameras, our participants had a wider range
of attitudes and experiences. But participants in both studies cited some of the same dependency
factors, like devices’ potential to affect their working conditions (especially micromanaging),
relationships with their employers, and job prospects.

Johnson et al. [37], Ju et al. [38], and Słupska et al. [67] all focused on migrant domestic workers,
and all noted that the imperative of keeping a job could lead to a diminished subjectivity, especially
for live-in workers. Only two of our participants (au pairs) mentioned depending on employers for
immigration status and housing; most nannies in our sample had more freedom to decline or leave
a job, and so felt they had more agency over their working conditions, including surveillance. The
findings of Ju et al. [38] did parallel ours in that attitudes toward surveillance were modulated by
generally good relationships with employers, and their findings about increased empowerment
among live-out workers are echoed at a smaller scale in our nanny participants’ comments on
needing a non-monitored space for breaks.
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Albayaydh and Flechais’s [3, 4, 6] interview studies with domestic workers, employers, and
regulators in Jordan found that, despite some regulators’ assertions that workers’ privacy would
be protected by socio-cultural norms, few employers disclosed devices. It is not clear whether
employers subscribed to those norms, but it is worth noting that we found a similar disconnect,
where more parent participants thought they should disclose devices than actually had disclosed.
In addition, employers in both their studies and ours opined that, if domestic workers cared about
whether there were devices, it was up to them to ask.

Unlike our participants, Albayaydh and Flechais found that few employers and employees
had the technical skills to configure the privacy settings of devices. Most of their recommended
interventions (including most functions of a prototype app they developed [5]) were therefore
either based on automated detection or were more social and educational, such as public awareness
campaigns about device privacy that leverage culturally specific social and religious norms.

Finally, Tan et al. [74] discussed the value to camera owners (including some employers of nannies)
of what they term mere-potential monitoring, defined as the capability to monitor events, even
when the owner has not yet done so. We find this is indeed an active value for parent participants,
but perhaps even more important to nannies. Some may value it as potentially protective against
accusations—but at the same time, many nanny participants weighed mere-potential monitoring as
part of the risk of a camera.

6.3 Priorities for Design Interventions
To ameliorate privacy impacts of smart home devices on secondary users, bystanders, and surveil-
lance targets, researchers have proposed, prototyped, and/or evaluated a variety of solutions,
including technical, social, and educational interventions. Here we discuss four types of design
interventions we think should be prioritized as potentially most helpful in improving privacy and
agency for the use case of domestic employees, given the complex social dimensions of domestic
work, with notes on how they could be adapted to this use case. Our prioritization is based both on
participants’ explicit comments on privacy protections (see Sections 5.2.8 and 5.4.4) and on other
relevant comments about their main privacy concerns around smart devices.

Discussion Guides to Build Communication. Technical interventions (such as those mentioned
below) are necessary but insufficient; we view social and sociotechnical interventions as the highest
priority to specifically address domestic worker privacy. Several prior studies have suggested
that incidental users’ or bystanders’ concerns about smart devices could be mitigated by better
communication with device owners, possibly supporting collective privacy management [e.g., 10,
20, 53, 74, 86, 89]. However, as some prior work pointed out, it can be difficult for non-owners to
initiate conversations, because they may violate social norms—especially when there is a power
imbalance involved, like with domestic work [3, 5, 16, 43].

Many nanny participants had questions about details of data collection, or (in the case of cameras)
how their employers used that data and why, which they had been uncomfortable bringing up.
Discussion about data use would be most pertinent for indoor cameras, where the question of
purpose is both especially difficult to guess and especially difficult to ask about. At the same time,
attitudes and concerns depended heavily on such details, and cameras were the subject of the most
striking disconnects we noticed between nanny and parent participants (see Section 5.2.9).

In Bernd et al. [16], we present a detailed proposal for camera discussion guides we are developing
for domestic employees and their employers, to reduce discomfort (by providing an external
reference point) and help shape the content of such conversations (see similar suggestion in Mare
et al. [51] for Airbnb). We plan to integrate such a guide with interface nudges (see Nudges below);
they could also be included in educational materials such as those previously suggested for device
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owners and/or workers [3–5, 53, 67, 72] (see Słupska et al. [66] for an implementation of educational
materials about privacy for domestic workers).

This intervention would not likely be very effective given an adversarial, untrusting relation-
ship (e.g., where employers are generally not willing to discuss working conditions), but could
improve communication about cameras within a generally cooperative relationship. Guides could
be structured around successful examples of conflict mediation (see suggestion in Apthorpe et al.
[10] for interface nudges), emphasize how communication helps both parties resolve uncertainties
and build trust—an important value in domestic childcare work (see Section 5.2.2)—and materials
for domestic workers might also include advice on how to bring up the topic without sounding
defensive, if employers do not initiate discussions.

Clear, Flexible Indicators. Frequently mentioned in previous literature on both multi-user smart
homes and smart home visitors [e.g., 2, 4, 22, 46, 52–54, 64, 67, 75, 90] (as well as on primary users
[e.g., 21, 26, 39, 40, 58, 65, 74, 88]) are clear, intuitive indicators that show when a device is on
and when it is collecting data. Domestic employees are frequently exposed to devices where they
do not have other ways to access information about data collection. In fact, many of our nanny
participants mentioned explicitly that they would like such features on any smart devices they
encounter in their employers’ homes.

For example, some nanny participants were uncertain about whether cameras collected audio,
and whether they recorded as well as live-streaming. Some said they would like indicators showing
when their employers were specifically watching a camera feed—and yet, some pointed out that
they preferred not to know when they were being watched, to avoid feeling self-conscious, so such
mechanisms may need to be flexible. Clearer indicators for active data collection could provide
reassurance for nannies who are uncomfortable with smart speakers, so they would not be faced
with the potential awkwardness of unplugging a device. Unlike our other prioritized suggestions,
indicators could help in either cooperative or adversarial situations, especially if designed to prevent
tampering.

Expanded Account Types. Most nanny participants did not have access to device privacy settings
and controls, nor the ability to view data. For indoor cameras, those who had access to data felt
more comfortable and confident, especially when it helped in childcare. Hence, there is a need for
power sharing mechanisms. Researchers have suggested, designed, and/or evaluated mechanisms
to better accommodate different types of multi-user households and/or accounts for non–household
members encountering the device.

Of particular interest are proposals to include limited control or access for children, short-term
rental guests, or other types of secondary users [e.g., 7, 10, 31, 33–35, 43, 44, 46, 51, 59, 64, 70, 77,
83, 88, 90, 91]. As one option, highly granular controls could allow calibrating levels of control to
specific household norms [30, 34, 35, 64, 70, 76]. However, researchers have found that smart home
residents do not necessarily use such fine-grained controls in practice, so have suggested more
easily usable options such as reviewable bids for more control (in high-trust environments) [50], or
preset account types [43, 91]. Specifically, researchers have proposed preset account types with
defaults that represent common household configurations [10, 31, 43], such as child accounts [10,
44, 70] or short-term rental guest accounts [51]; we suggest also including an “in-home worker”
preset.

For cameras, having accounts would allow nannies to use cameras as baby monitors. Meanwhile,
expanded account types could improve domestic workers’ privacy and agency over data collection,
thus providing an avenue for direct control (even in situations where they are monitored by parents),
while mitigating concerns that trying to control someone else’s device flouts social norms (see
Sections 5.2.8 and 5.4.4; see also, e.g., [2, 16, 50, 75]).
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This could address domestic workers’ desires to knowwhat data is collected about them (including
scope of view for cameras, usage records for smart speakers), and confirm or even choose retention
limits. As we noted in Section 5.2.9, negotiating automatic deletion after a reasonable window for
review could allow nannies some control without triggering concerns they might tamper with
footage to hide bad behavior. (Negotiating retention limits could be suggested in a Discussion
Guide.) Account types where capabilities are limited, especially as regards data deletion and access
to others’ data, could help mitigate such concerns, as could allowing device owners to review any
data-related actions in such accounts. At the same time, special accounts could address employers’
needs to limit employees’ access to data collected when they are not in the home.

Nudges during Device Setup. Authors have suggested that device setup dialogues and/or con-
figuration interfaces should explicitly nudge primary users—and make it easy—to add separate
accounts or use settings that allow non-primary users some control over the device [10, 16, 31, 41];
use settings that limit data collection to protect bystanders [22, 64, 72, 74]; and/or discuss devices
with cohabitants or frequent bystanders and consult them about their preferences [16, 31, 59, 67].

Although most parent participants believed that indoor cameras should be disclosed, many did
not disclose, nor discuss any further details. At the same time, many nanny participants would have
liked to know more about smart devices but feared initiating an inquiry about them might seem
suspicious. Adding nudges to disclose the device and discuss settings with any domestic workers—
and potentially even seek their input on those settings, when appropriate—could lessen the burden
on employees to initiate a potentially uncomfortable discussion. In a prototype intervention we
are developing, nudges in a device interface also incorporate specific points to discuss. As with
Discussion Guides, nudges would be most effective given reasonably cooperative relationships.

6.4 Future Work
Study Other Types of Domestic Workers. Future work should explore the views, privacy concerns, and
threat models of other groups of domestic workers, as different job types may lead to differences in
experiences and views. For example, elder-care is less well-paid and less prestigious than childcare,
and has a different set of considerations regarding the vulnerability and privacy of those being
cared for. Gardeners and maintenance people may not need to establish trust with their short-term
employers in the way that care workers do, resulting in different expectations about safeguards.

Quantify and Generalize Findings. We recommend that future work design and conduct large-
scale, cross-cultural surveys with domestic workers and other types of bystanders. In Despres et al.
[23], our research group compared bystanders’ views in Germany, Mexico, the UK, and the U.S.;
we suggest expanding this type of study to a broader set of WEIRD and non-WEIRD countries.
Such surveys could quantify insights from our study and others, and compare across countries, for
example, how differing social norms and (for workers) immigration rules influence people’s views
on smart homes.

Develop Trust-Building Interventions. Our nanny participants considered mutual trust key to
develop a good working relationship with their employers. Besides technical interventions (see
Section 6.3), the computer security and privacy community should focus on exploring and develop-
ing social interventions that help build rapport and honest communication between employers and
employees. Technical interventions (see Section 6.3) that enable employers to share power with
their employees, for example, via separate accounts, are necessary, but insufficient if employers
do not trust their employees enough to use them. At best, technical and social interventions can
work together, as in suggestions for interface nudges or norm-sensitive access control mentioned
in Section 6.3.
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7 Conclusion
Our two-side study revealed disconnects in views and threat models of smart home devices between
domestic childcare workers and parents who employ such workers.

Unlike smart speakers and smart TVs, indoor smart home cameras—especially if used for targeted
surveillance or not disclosed by employers—had the power to change nanny participants’ percep-
tions of a nannying job and cause problems in employer–employee relationships. Therefore, while
almost all nanny participants were comfortable working in homes with other types of devices, they
had a much wider variety of attitudes toward cameras. Where nanny participants believed that
employers’ purposes in having cameras were not targeted toward the nanny, their views on cameras
were similar to their views on other smart home devices—though they had stronger opinions about
disclosure. Views on cameras used with purposes that targeted the nanny, such as monitoring her
work, were more nuanced, and depended on specific details of use (such as frequency of checking
or whether their employers tended to micromanage). Nanny participants were also more likely to
believe that their employment contracts should mention cameras than other smart home devices.

In contrast, most parent participants tended to have similar views on and threat models of
cameras and non-camera smart home devices, when considering their own and their children’s
privacy, though a few parent participants found cameras more privacy-invasive. Although some
parent participants recognized the unique threats of indoor cameras to nannies’ privacy, most
parent participants would worry if a nanny did not want to work with cameras. Nanny participants
were sensitive to such concerns, and were sometimes reluctant even to ask about cameras—while
most parents would not mind discussing them, but assumed nannies would bring it up if they
cared. In contrast with cameras, on the whole, parent and nanny participants had similar views
and expectations about non-camera smart home devices, with fewer disconnects.

Drawing on these findings, we recommend prioritizing a set of social and technical interventions
that respect parents’ prerogative to use devices while mitigating potential negative effects on the
privacy and individual agency of domestic childcare workers.
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Appendix
A Detailed Participant Characteristics
A.1 Participant Characteristics: Nannies
The data in Tables A1–A4, covering demographics, job position and experience as a nanny, expe-
rience with technology, and exposure to devices, were collected via exit questionnaires after the
interviews with our nanny participants.15

While our sample is not demographically representative of the U.S. population as a whole
(especially with respect to gender), we include in Table A1 data for nannies specifically, to show
that our sample is closer to representing the target group.

Sources for Comparison Data. Tables A1 and A2 include statistics from the following sources, for
comparison:

Economic Policy Institute (EPI) Report : A report by the EPI on the demographics and economic
status of domestic workers in the U.S. [84], based on analysis of projection data from the Current
Population Survey (CPS) conducted by the U.S. Census Bureau and U.S. Bureau of Labor
Statistics (2017–2019 combined estimates) [25, 78]. Note that the CPS counts Hispanic/Non-
Hispanic ethnicity separately from race, so EPI derives the ethnicity groupings we refer to in
Table A1 (which parallel our participants’ self-descriptors) by regrouping everyone of Hispanic
ethnicity together, rather than using their race identifications.

International Nanny Association (INA) Survey: The INA’s 2017 survey of members [36] (N =

1,927). This survey was conducted internationally; however, 95% of the respondents were from
the U.S., so we view it as providing a fair comparison.

15These four tables appeared in almost identical form in Bernd et al. [17].
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Table A1. Demographic Characteristics of Nanny Participants, with Comparisons to Statistics from
an EPI Report Based on Projection Data from the U.S. CPS [84], and to INA Statistics from an

International Survey [36]

Participants EPI Data INA Data

Demographics—Nanny Participants N % % %

Age (Range 19–55)
≤ 22 3 12% 36%
23–39 17 68% 37%
40–59 5 20% 20%
Median 30 26

Gender (participants’ self-descriptors)
Female, Cis-female, F 25 100% 97% 97%

Ethnicity (participants’ self-descriptors)
White, Caucasian 18 72% 65%
Hispanic, Latina, Latinx, Mexican 4 16% 24%
Asian, Indian-from-India 2 8% 3%
No answer 1 4% –

Educational Attainment
High school 1 4% 31% 11%
Associate’s/Some college 9 36% 33% 54%
Bachelor’s 14 56% 18% 28%
Graduate degree 1 4% 4% 5%

Language Used with Friends and Family
Mainly English 20 80%
English and Spanish (about equally) 3 12%
English and Gujarati (about equally) 1 4%
Mainly Spanish 1 4%

Region of City of Employment
West 16 64% 26%
Northeast 4 16% 20%
South 3 12% 32%
Midwest 2 8% 22%

INA percentages are out of participants who answered a given question. EPI percentages and INA percentages may not
add up to 100% due to rounding or due to additional categories/ranges beyond what we found.
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Table A2. Job Situations and Career Trajectories of Nanny Participants, with Comparisons to INA
Survey Statistics [36]

Participants INA Data

Job/Career Characteristics—Nanny Participants N % %

Current (Main) Position
Nanny 15 60% 57%
Nanny/Household manager 4 16% 42%
Professional babysitter 3 12% N/A
Au paira 2 8% < 1%
Other 1 4% 1%

Current Employment as Nanny/Au Pair/Babysitterb

Full-time 16 64% 77%
Part-time (with another job) 5 20% –
Part-time (also a student) 2 8% –
Part-time (no other job/not a student) 1 4% –
No answer 1 4% –
All part-time – – 23%

Time Working for Current Employer(s)
< 1 year 11 44% 39%
1–2 years 7 28% 40%
3–4 years 1 4% 12%
5–6 years 1 4% 12%
No answer 5 20% –

Time in Nanny Career
< 2 years 3 12% 7%
2–4 years 4 16% 22%
5–9 years 6 24% 32%
≥ 10 years 12 48% 40%

# of Families Prtpt. Has Worked for (Past and present)
1 family 2 8%
2–3 families 6 24%
4–7 families 7 28%
8+ families 10 40%

Plans to Continue Nannying
As a career 13 52%
As a short-term thing 6 24%
Not sure 5 20%
No answer 1 4%

INA percentages are out of participants who answered a given question. INA percentages may not add up to 100% due to
rounding or due to additional categories/ranges beyond what we found.
aThe INA mainly serves nannies per se, not au pairs.
bThe EPI report projects 52% of U.S. nannies are full-time and 48% are part-time [84].
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Table A3. Technology Experience and Knowledge of Nanny Participants

Technology Experience—Nanny Participants N %

Technology Background (Positive Answers, per Question)
Worked in a computer engineering or IT job position 2 8%
Majored/minored in computer science or computer engineering 0 0%
Has written a computer program 0 0%

How Often Participant Is Asked for Advice about Computers/Technology
Rarely 8 32%
Sometimes 14 56%
Frequently 3 12%

Questions borrowed with modifications from Tan et al. [73].

Table A4. Number and Percentage of Nanny Participants Whose Employer(s) Has/Have Certain Smart
Devices in Their Home(s) (N = 24) and Who Have Smart Devices in Their Own Home (N = 25)

Employers’ Own
Home(s) Home

Current Device Exposure—Nanny Participants N % N %

Device Types in Employers’ and Own Homes
Security camera(s) 16 67% 5 20%
Full security/alarm system 12 50% 3 12%
Individual spy cameras/nanny cams 12 50% 0 0%
Audio security monitoring system 3 13% 0 0%
Video or A/V baby monitor(s) (any type) 18 75% 1 4%
Audio-only baby monitor(s) (any type) 6 25% 0 0%
Smart TV(s)/streaming box(es)/home entertainment system(s) 13 54% 9 36%
Smart speaker/home assistant (with or without screen) 16 67% 6 24%
Smart speaker/home assistant with camera 1 4% 1 4%
Smart lock(s)/door(s) 7 29% 3 12%
Smart lights 8 33% 3 12%
Smart thermostat 8 33% 1 4%
Smart toy(s) 8 33% 1 4%

One participant did not provide answers about their own home. If a device fell into more than one category, participants
checked both. Answers for “Other smart devices” were re-categorized by the authors as all belonging to existing categories.

A.2 Participant Characteristics: Parents
The data in Tables A5–A8, covering demographics, care situation, experience with technology, and
exposure to devices, were collected via exit questionnaires after the interviews with our parent
participants.

The parent sample is not representative of the general population in the U.S. People able to
hire a nanny necessarily have higher incomes, which tends to correlate with a number of other
demographic characteristics. People with young children are also likely to fall into a certain age
range.
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Table A5. Demographic Characteristics of Parent Participants

Demographics—Parent Participants N %

Age (Range 25–40)
23–39 15 94%
40–59 1 6%
Median 33

Gender (Participants’ Self-Descriptors)
Female, F 7 44%
Male 9 56%

Ethnicity (Participants’ Self-Descriptors)
White, Caucasian, White American 9 56%
Asian, Asian American Pacific Islander 5 31%
Hispanic, Latino 2 13%

Educational Attainment
Associate’s/Some college 3 19%
Bachelor’s 7 44%
Graduate degree 6 38%

Language Used with Friends and Family
Mainly English 15 94%
English and Chinese (about equally) 1 6%

Region
South 7 44%
West 4 25%
Midwest 3 19%
Northeast 2 13%
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Table A6. Care Situations of Parent Participants, and Past Experience Employing Domestic
Childcare Workers

Care Situation—Parent Participants N %

Position of Caregiver
Nanny 14 88%
Au pair 1 6%
Other 1 6%

Length of Current Caregiver’s Employment
<1 year 6 38%
1–2 years 7 44%
3–4 years 1 6%
5–6 years 1 6%
7–9 years 1 6%

Total Time Employing a Caregiver
<1 year 4 25%
1–2 years 7 44%
3–4 years 2 13%
5–6 years 1 6%
7–9 years 1 6%
10–14 years 1 6%

Youngest Child Currently Being Cared for by Caregiver
6–12 months old 2 13%
1–2 years old 4 25%
2–3 years old 2 13%
3–5 years old 4 25%
5–9 years old 4 25%

Table A7. Technology Experience and Knowledge of Parent Participants

Technology Experience—Parent Participants N %

Technology Background (Positive Answers, per Question)
Worked in a computer engineering or IT job position 5 31%
Majored/minored in computer science or computer engineering 4 25%
Has written a computer program 4 25%

How Often Participant Is Asked for Advice about Computers/Technology
Rarely 3 19%
Sometimes 8 50%
Frequently 5 31%

Questions borrowed with modifications from Tan et al. [73].
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Table A8. Number and Percentage of Parent Participants Who Have Certain Smart Devices in Their Home

Device Exposure—Parent Participants N %

Device Types Currently in Homes
Security camera(s) 11 69%
Full security/alarm system 4 25%
Individual spy cameras/nanny cams 5 31%
Audio security monitoring system 2 13%
Video or A/V baby monitor(s) (any type) 9 56%
Audio-only baby monitor(s) (any type) 0 0%
Smart TV(s)/streaming box(es)/smart home entertainment system(s) 12 75%
Smart speaker/home assistant (with or without screen) 14 88%
Smart speaker/home assistant with camera 1 6%
Smart lock(s)/door(s) 5 31%
Smart lights 4 25%
Smart thermostat 6 38%
Smart toy(s) 3 19%
Other smart devices 2 13%

Length of Time Owning a Camera/Security System
<1 year 2 13%
1–2 years 8 50%
3–4 years 5 31%
5–6 years 1 6%

If a device fell into more than one category, participants checked both. Some answers for “Other smart devices” were
re-categorized by the authors as belonging to existing categories.
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