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Abstract—Location awareness is essential for next-generation
(xG) network capabilities, including satellite-terrestrial integra-
tion, adaptive beamforming, and vehicle-to-everything (V2X)
scenarios. The recent proliferation of low Earth orbit (LEO) satel-
lites offers a high signal-to-noise ratio (SNR) alternative to global
navigation satellite systems (GNSSs) for positioning, navigation,
and timing (PNT) in mobile ground terminals. However, the tim-
ing drift of LEO clocks complicates the localization problem by
introducing clock offset variables into the parameter vector used
for location inference. Conventional PNT approaches are rigid
in their requirements for LEO non-terrestrial network (NTN)
size and access to gNodeB (gNB) base stations (BSs). Others
relax these constraints and suffer from substantial localization
errors and refine the estimate through filtering over time. This
paper presents the theoretical foundation for joint cooperative
localization and synchronization (JCLS) using time-of-arrival
(TOA) measurements from both downlink (DL) and sidelink
(SL) signals. System performance simulation results demonstrate
meter-level 3-dimensional positioning, highlighting the potential
of the proposed approach for robust and efficient localization in
challenging electromagnetic environments.

Index Terms—PNT, localization, cooperation, non-terrestrial
network, sidelink.

I. INTRODUCTION

Location awareness is crucial for next-generation (xG)
networks. In the 3rd Generation Partnership Project (3GPP)
Release (Rel)-18, quality of service requirements are specified
for various 5G location services (LCS), from 10 m—50m for
navigation to 200km for weather reports and warnings [1].
In Rel-19, additional location awareness scenarios are con-
sidered: the corresponding service level requirements (PSLs)
are between 0.2 m for relative positioning between user equip-
ments (UEs) and 10 m for indoor and outdoor positioning [2],
[3]. These key performance indicators are designed to enhance
user mobility and support higher density in scenarios such as
industrial automation, unmanned aerial vehicle control, aug-
mented reality, and public safety. Furthermore, location aware-
ness will be required to realize xG capabilities like uplink (UL)
frequency correction for non-terrestrial network (NTN) access
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[4], adaptive beamforming [5], vehicle-to-everything (V2X)
scenarios [6]. It is also critical for enabling low probability
of intercept/detection (LPx) communications and Joint All
Domain Command and Control (JADC2) for the Department
of Defense (DoD), particularly by contributing rapid sensing
in degraded and contested electromagnetic environments [7].
Modern technologies rely on access to global navigation
satellite systems (GNSSs) for positioning, navigation, and
timing (PNT). GNSS satellites transmit a direct-sequence
spread spectrum (DSSS) reference signal to perform time-of-
arrival (TOA) localization from medium Earth orbit (MEO)
and geostationary Earth orbit (GEO), resulting in weak receive
powers that are susceptible to interference, jamming, and
harsh propagation environments [8], [9]. Since the advent
of low Earth orbit (LEO) megaconstellations like Starlink,
Orbcomm, OneWeb, and Iridium, abundant downlinks (DLs)
are available as signals of opportunity for localization that have
24-34 dB (about 250-2, 500 times) higher signal-to-noise ratio
(SNR) than those from MEO [10]. However, PNT with LEO
satellites is hard because, unlike GNSS atomic clocks, the LEO
ultra-stable oscillators and oven-controlled crystal oscillators
fail to provide precise timing required for localization, de-
spite supporting high-throughput communications [11]. When
modeled as unknown parameters, the clock offsets of each
satellite cause the observation model to be underconstrained,
regardless of the number of satellites available. Therefore, a
new parameter has to be estimated at each measurement.
Previous efforts on PNT via LEO satellites have been
directed towards collating time-disparate measurements before
estimation or combining reference signals from LEO satellites
and terrestrial anchors. In such cases, the localization problem
has been formulated as a tracking problem using various per-
mutations of the time, frequency, and carrier phase of arrival
measurements. One strategy filters pseudoranges, accumulated
DL Doppler shifts, and an inertial measurement unit (IMU)
[12]. Another uses a base-rover paradigm to perform precise
positioning using carrier phase measurements [13]. Due to the
nature of the tracking problem, many system models assume
GNSS access before the navigation scenario begins [12].
Furthermore, carrier phase methods require the presence of
a terrestrial base station (BS), which is insufficient for PNT at
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remote UEs [13]. Models which require neither GNSS nor BSs
are often rigid in their requirements for satellite availability;
for example, the Doppler model requires 8 satellites to localize
UEs [14]. Finally, models which only use LEO reference sig-
nals and are flexible in satellite requirements demonstrate slow
estimation convergence; for example, a minute to reach 200 m
accuracy [15]. Current literature is missing contributions to
rapidly provide accurate position estimates for variable-size
NTNs when GNSS and gNodeB (gNB) BSs are not available.

Spatiotemporal cooperation has been used to improve local-
ization accuracy in wireless networks [16]. In the context of
PNT with LEO satellites, the use of a sidelink (SL) between
UEs would enable cooperation through measurement sharing.
Furthermore, by taking measurements of the SL signal, rather
than DL exclusively, the dimensionality of the measurement
vector is increased, effectively relaxing number of DLs re-
quired for localization. This begets a fully-determined (or
overdetermined) system, when satellite clock parameters are
estimated.

We advocate a new estimation paradigm, where cooper-
ation over the SL is used to overcome the challenges of
clock synchronization for LEO PNT. We propose a new
algorithm, joint cooperative localization and synchronization
(JCLS), which uses TOA measurements of the DL and SL
signals to jointly estimate the values of clock offsets and UE
position coordinates. The goals of this paper are: to derive
the performance limits for JCLS using Fisher information and
Cramér-Rao lower bound (CRLB) analysis; and demonstrate
the feasibility of such an algorithm for 3GPP-compliant LCS
in variable-size XG NTN without requiring GNSS or a gNB.
Our simulation results demonstrate a mean 3D position error
of 48 m for an NTN consisting of 2 UEs and 11 LEO satellites,
which outperforms non-cooperative localization by 100%.

Notations: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors and
matrices are denoted by bold lowercase and uppercase letters,
respectively. For example, a random variable and its realization
are denoted by x and x; a random vector and its realization are
denoted by x and x; a random matrix and its realization are de-
noted by X and X, respectively. Sets and random sets are de-
noted by upright sans serif and calligraphic font, respectively.
For example, a random set and its realization are denoted by
X and X, respectively. The m-by-n matrix of zeros (resp.
ones) is denoted by 0,,x, (resp. 1,,x»); when n = 1, the
m-dimensional vector of zeros (resp. ones) is simply denoted
by 0., (resp. 1,,). The m-by-m identity matrix is denoted
by I,,: the subscript is removed when the dimension of the
matrix is clear from the context. For a collection of vectors, v;,

with ¢ € {1,2,..., I}, the expanded column vector is denoted
T .

by vi; = [vf v] -+ v] | . For a collection of scalars,

a;j, with j € {1,2,...,J}, the expanded column vector is

T

denoted by ai.;,1.; = [[a11.5]" [az1g]T - a1 ],

with @; 1.0 = [a;1 ai2 - - ai)J]T. The euclidean L, norm

of vector v is denoted by ||v]|2.

II. SYSTEM MODEL
A. Network Setting

Consider an NTN that consists of Nyg UEs and Npgo
LEO satellites, where the satellites transmit reference sig-
nals for localization over the DL, and the UEs cooperate
over the SL. Define Nyg = {1,2,...,Nyg} and NLgo =
{1,2,...,NLEo} to be the index sets for UEs and satellites,
respectively. The satellites transmit system information block
(SIB)-19, which includes precise ephemerides from LEO
satellites’ unobstructed GNSS access, to the UEs. Each UE
takes TOA measurements from the satellite DLs and simul-
taneously measures SL TOAs while sharing DL. TOAs with
other UEs. We describe the observation model according to
p(n; 0) = h(0)+n, where p are the random TOA pseudorange
measurements, k(@) are the synchronized TOA models as a
function of network parameters, and n are the random TOA
noises.

B. Synchronized TOA Model

Denote the known satellite positions as s, = [ z% yx 21 |*
for all £ € N go. Each satellite is synchronized for commu-
nication data links across inter-satellite links (ISLs), but has
some unknown clock offset, H%EO. Each UE is considered
stationary, positioned at [6F 67 Gf]T, with an unknown
clock offset, 9? . Thus, we describe the state of each UE by
OVF = [ 0x 67 02 07 |T for all i € Nyg. We assume that
OLEC and 69 are in units of km and are related to the clock
offset in seconds by a factor of ﬁ, where c is the speed
of light in units of “*. All satellite and UE positions are also
in units of km. We define the vectors §%FC = 0{1%?]50 and
6UF = 07%, . The network state can be described by the
parameter vector 6:

T
g — | gLrEOT guET )

Let every UE make TOA measurements from each satellite
and assume that DL TOAs are broadcast from all other UEs
to one master UE which will perform the JCLS estimation.
Then, each UE will have Ny go independent DL TOAs and
Nyg — 1 independent SL. TOAs. The TOAs are modeled in
terms of known and unknown parameters:

nDE(O) = (167 0 0717 = sil|, — 07 + 6% (@)
nH() = 07 07 1T~ (650} 0517~ 08 40

Note that we assume deterministic, known satellite positions,
but in cases where ephemerides are generated from two-
line element (TLE) files and numerical propagation models,
e.g., simplified general perturbation (SGP) propagators, the
satellite positions must also be estimated [17]. We denote
the DL and SL measurement model vectors as hPY(0) =
R o 1N (0) and h5%(0) = ATy .\ (6). Thus, the
collection of synchronized TOA models is

71T
)

h(o) = [ RPH(8)" hS(6 )
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Fig. 1: UE cooperation over sidelinks and LEO downlinks. The 3 center UEs
(in bold) have access to all downlinks and sidelinks and can perform joint
cooperative localization and synchronization. The other UEs cannot localize
themselves, because they are missing necessary downlinks.

C. Observation Model

For the DL between the ¢th UE and kth LEO satellite or
the SL between the ith and jth UEs, the observation model
for TOA measurements becomes:

obk = APV (61", 61) + P}

SL SL/ agUE UE SL
Py =h>(0;7, 0;7) + nij.

(5a)
(5b)

We define the DL and SL measurement vectors as p°r =
PE%VUEJ:NLEO and pSt = P§ZI;VUE71:NUE' Thus, the measure-
ment vector is

p(n;0) = h(0) +n (6)

where n is the random vector of additive measurement noises.

The errors for each measurement vary according to n?,% ~

2 2 .

N(0, oPE7) and nf% ~ N(0, 0757) for all i,j € Nyg and
k € Nigo such that i # j. Assume that the variance of
ionosphere and troposphere delays are negligible relative to
the receiver noises. Then, the DL and SL noise vectors are

DL _ DL SL _ ,SL :

nNoY = NI Nue 1N and Y = ny N oy .- The noise
vector is

n= [nDLT nSLT}T @)
where the covariance matrix of n is defined as X £ E{nn" }.

In Fig. 1, an example NTN provides Nyg = 3 UEs PNT
from Npgo = 6 LEO satellites. Cooperation between the UEs
allows joint synchronization and localization (i.e., estimation
of both clock offset and position parameters).

III. FISHER INFORMATION ANALYSIS

According to the information inequality, the mean square er-
ror (MSE) is bounded by the inverse of the Fisher information
matrix (FIM):

Ep {116 —6ll;} > tr {F(6)1}. (8)

A. CRLB Regularity Condition

Note that the joint probability density function of p,
fo(p; 0), meets the regularity condition in [18], and we will
be able to calculate the CRLB:

Eo{Voln fo(p;0)} = 0 ©)

In the presence of Gaussian noise,

In f,(p;0) = In H H fo(pPk: 6)

i€ENUE kENLEO

< [T folei%:0)

JENuE\{i}
1 (pik — hig)?
= 5 Z Z DL2
i€eNyE kENLEO ik
(P25 — h35)?
+ Z _SL2
jeNuB\{i} Ti,j
1
= = 5r(P:0)TZ " r(p; 0) (10)
where the residual vector is 7(p;0) = p — h(0), and

Eo{r(p;60)} = h(6) — h(6) = 0 in zero-mean noise. Then,
the score function of f,(p; ) is defined as
up(p;0) £ Voln fo(p; 0)
= Jn(0)" X ' (p;0)
where the measurement Jacobian is defined as Jp(0) =
Vegh(0). Finally, we see that the regulatory condition is met:

(1)

Eo{up(p:0)} = Jn(6)' Z7'Ep{r(p;0)}  (12)
=0
B. FIM Derivation
The Hessian of f,(p;0) is defined as
H,y(p; 0) = Vouy(p; ) (13a)
=V5in fo(p; 0). (13b)

The FIM of 6 is given by expectation over H,(p;0):
Fg = — EP{HP(P§ 0)}

= —Eo{Vor(p;0)" T Jn(0)}

= —E,{ —Jn(0)"Z ' Jn(0) + r(p;0)" X' Hp(6)}

= Jn(0)" X Jn(0) (14)
where Hp,(0) £ V2h(0) is the Hessian of h(6). Now, we
have that J,(0)TX~1J,(0) = 0 (that is, Fp is positive
semidefinite), and by the information inequality, the MSE is
bounded by

~ 2 _ _
E,,{He - e||2} > Te{(Jn(0)" 21 J,(0)) 1}

IV. JOINT COOPERATIVE LOCALIZATION AND
SYNCHRONIZATION ALGORITHM

15)

We describe the maximum likelihood estimation (MLE)
problem for JCLS, propose an algorithm for estimating 6,
and derive the requisite Jacobian matrix, Jp(8), for iteratively
solving the approximate optimization problem.
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A. Problem Formulation

The MLE problem for JCLS is defined as (16a). In the
presence of independent Gaussian noise, by (10), the MLE
problem is equivalent to the weighted nonlinear least squares
(WNLS) problem:

0 £ argmax L,y(6) (16a)
0
= argmax fy(p; 0)
0
= argmin r(p; 0)" X 1r(p; 0). (16b)
0

Note that § € RNeeo+4NuE gpd p € RNue(Nue+Nieo—1)
therefore consider

Nigo + 4Nug < Nue(Nug + Nougo — 1) (17

which is satisfied, for example, by Nyg = 2, NLgo = 6. The
function —L,(0) is convex if and only if —H,(p;0) > 0
(13b). However, we see that by (14), convexity holds if

Tn(0)TE T4 (0) = r(p:0)T T HL(0)  (18)

which is generally not met for large ||@ — ||, which cause

large r(p; 0).
B. JCLS Algorithm

We propose a two-step JCLS algorithm using the Gauss-
Newton (GN) and Levenberg-Marquardt (LM) methods to
solve the non-convex problem in (16b). In step 1, we solve
the joint localization problem without clock synchronization
to avoid local minima and reach a rough parameter estimate.
We perform step 1 using the GN method to converge quickly
without computing H, h(é) In step 2, the clock parameters are
introduced and the step 1 estimate is refined to jointly localize
and synchronize. In order to handle large Npgo + 4Nug,
we base step 2 on LM, which offers numerical robustness
through matrix regularization. That is, we leverage the fast
convergence of GN and the numerical robustness of LM in
our JCLS algorithm.

1) GN Step: We solve the problem

T
o o "3 = (o 1]
QUE

using the GN method. The GN method approximates the
objective function locally around the current parameter esti-
mate using a first-order Taylor expansion. It uses J}, to infer
local curvature information which is used to scale step-size,
improving convergence without requiring the calculation of
H h(é) Instead it approximates the Hessian by

HZN(0) = Jn(0)" X7 Tn(6). (19)
Furthermore, we exclude the clock parameters from 0 to en-
sure matrix invertibility and proceed using the update equation

~ ~ ~ ~ N\ —1 ~ ~
&H1=6n+(Hwa» Jn(0,)TE 1r(p,6,)  (20)

||én+1_é7l”

until the stopping criterion, :
[6n 1]l

, is sufficiently small.

2) LM Step: We solve the probem in (16b) using the
LM method. Though it converges more slowly than GN, the
LM algorithm enables joint estimation of clock and position
parameters by regularizing the Hessian approximation,

HIM(0) = Jn(0)" X7 J,(0) + M 1)

for some carefully selected A. For large values of A\, LM
behaves like gradient descent, taking small linear steps in the
direction of steepest descent. Conversely, for small values of
A, the algorithm behaves more like the Gauss-Newton method,
taking larger, more direct steps towards the minimum. After
the GN step has terminated, 0 is updated to include clock
parameters, and we proceed according to the algorithm in [19].

The Jacobian Jp, must be calculated for both steps of the
JCLS algorithm. From the structures of the vectors in (2) and
(4), partition J3, as:

Jh(G) _ [ ANUENLEOXNLEO ‘ BNUENLEOX4NUE ‘| 22)
ON%E_NUEXNLEO ‘ CN%E—NUEXALNUE
where
OhPr X Nug
= W = [ K ...... } (23)
ORDL
2677 0
OhPL o . - :
=oeuET = | . . 4)
. . . 0
_OhPL
I 0 ... 0 ae%}fm
OhSt Oh,. :
C=—gueT = gg?;l e (25)
06 1:Nug

with derivatives:
Ohik [ Oy —si 0~ 07 — s
ooVE" 107" — skll2 107" — skll2 107" — skl

DL T1T
8hDL _ ah”i,l:]\/vLEo (26)
9VET 00"
dij = || [67 67 0717 — 07070517 ||
on, | U lay il fori=l
80’1 =4 T y;ié’” s 1]t forj=1

04 otherwise

C. 3GPP-Compliant NTN Settings

Using MATLAB R2023a and the Satellite Communica-
tions Toolbox, we simulate UEs receiving DLs from visible
satellites and SLs from other UEs. We used the TLE files
corresponding to the positions of the Starlink constellation on
10/22/2023 at 17:00:00.

The simulated signals are generated according to the
methodology outlined in Sec. II, using 3GPP signal parameters
as specified in [20] and [21]. Specifically, we assume that the
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Fig. 2: Effect of Additional Downlinks on Localization Error
(Nug = 2)

DL signal is transmitted over channel n512, which operates
within the 3GPP NTN frequency range 2 (Ka-band) with a
bandwidth of 200MHz and an SNR of 0dB. The SL signal
has a bandwidth of 40 MHz and an SNR of 5dB. The noise
variance is determined by the signal propagation speed c,
bandwidth 3, and SNR ~. We use the CRLB for TOA error
to calculate the minimum variances:

2
c
o= ——

27
8(rB)" v
Consequently, the corresponding standard deviations of the
ranging errors are opr, = 0.0001687km and og;, =
0.0003795km for the DL and SL signals, respectively.

In Fig. 2, the mean absolute error (MAE) per UE (that
is, the average 3D position error), is shown for two UEs
performing JCLS, compared to independent localization with-
out synchronization for a varying number of satellite DLs.
The master UE’s position is fixed outside of the MIT Stata
center. The other is randomly placed according to a uniform
distribution with a circular radius of 0 to 500 m. We see that
for this satellite geometry, the independent estimation method
saturates at Npgo = 7 satellites, whereas JCLS saturates
at Npgo = 11, leading to a 50% reduction in MAE for
Npgo 2 11

In Fig. 3, the effect of adding additional UEs for Nygo =
14 is shown. We see that more UEs helps to improve localiza-
tion accuracy beyond the saturation point in Fig. 2. However,
the computation required for joint estimation with many UEs
makes it difficult to converge on a solution with equal numbers
of satellites and UEs. With Nygo = 14 and Nyg = 9, JICLS
reaches meter-level positioning accuracy.

No JCLS
With JCLS

Localization Error (m)

180
160 | A
140
wl [ ][] ]
100 | I
80 |
60 ‘ ||
40
20 | é
oL & & 5 A A |
2 3 4 5 6 7 8
Number of UEs (Nyg)
Fig. 3: Effect of Additional Sidelinks on Localization Error
(NLeo = 14)

D. Localization Performance by Bandwidth

In order to inform future NTN specifications (including
bandwidth selection), we investigate the effect of changing
DL and SL bandwidths on the localization accuracy. Fig. 4,
shows that the localization root-mean-square error (RMSE)
is tight with the CRLB for DL bandwidths greater than 40
MHz. Furthermore, the RMSE decreases as bandwith increases
logarithmically. In Fig. 5, however, any SL bandwidth between
15 — 90MHz is acceptable for localization. Furthermore,
both small and largeSL bandwidth (not pictured) exacerbate
the nonlinearities of the S TOA measurement and cause
divergence with the proposed JCLS algorithm.

V. CONCLUSION

The proposed joint cooperative localization and synchro-
nization strategy leverages cooperation over the sidelink to
achieve PNT from LEO DLs that is sufficient for 3GPP LCS.
With 10 satellites, even two UEs can achieve sub-50m 3D
positioning accuracy in a single time-step with 2 UEs or
meter-level positioning accuracy with 9 UEs. Compared to
non-cooperative estimation, JCLS asymptotically approaches
a 100% improvement in high SNR regimes with 2 UEs. Thus,
the sidelink will be crucial for both V2X and worldwide PNT
in GNSS-denied environments. Performing clock synchroniza-
tion jointly with localization increases the dimensionality of
Jp(0). This makes applying traditional WNLS solution algo-
rithms, such as GN, difficult. Through careful regularization,
we can overcome that challenge and jointly estimate small
clock drifts and large propagation times. Furthermore, by
allowing cooperation between UEs, we increase the number
of measurements available to the estimation algorithm, which
enables over-constrained static estimation of location and
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4. Effect of DL Bandwidth on JCLS RMSE and CRLB:

(Nug = 14, Nugo = 3)

clock parameters and relaxes the requirement for 8 satellites
in Doppler models to 5 satellites, when 3 UEs are available.
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