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ABSTRACT: Mass loss from the Antarctic ice sheet is projected to continue over the coming

century. The resultant sea level change will have a regional pattern that evolves over time as the

ocean adjusts. Accurate estimation of this evolution is crucial for local communities. Current

state-of-the-art climate models typically do not couple ice sheets to the atmosphere-ocean system,

and the impact of ice sheet melt has often been studied by injecting meltwater at the model ocean

surface. However, observational evidence suggests that most Antarctic meltwater enters the ocean

at depth through ice shelf basal melt. A previous study has demonstrated that the regional sea level

pattern at a given time depends on meltwater injection depth. Here, we introduce a 2.5-layer model

to investigate this dependence and develop a theory for the associated adjustment mechanisms. We

find mechanisms consistent with previous literature on the ocean adjustment to changes in forcing,

whereby a slower Rossby wave response o” the eastern boundary follows a fast response from the

western boundary current and Kelvin waves. We demonstrate that faster baroclinic Rossby waves

near the surface than at depth explains the injection depth dependence of the adjustment in the

2.5-layer model. The identified Rossby wave mechanism may contribute to the dependence of the

ocean’s transient adjustment on meltwater injection depth in more complex models. This work

highlights processes that could cause errors in the projection of the time-varying pattern of sea

level rise using surface meltwater input to represent Antarctica’s freshwater forcing.
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SIGNIFICANCE STATEMENT: Sea level rise is expected to be larger in some locations than

others. Accurate projections of the pattern of sea level change, which changes in time as the ocean

adjusts, is essential information for local communities. One of the factors that leads to uncertainty

in the local sea level change due to Antarctic melt is the depth at which this meltwater is input into

an ocean model. We propose a mechanism for a faster response of sea level around the basin when

meltwater is injected at the ocean surface compared to when it is injected well below the surface.

This mechanism has implications for projections of the regional sea level response to Antarctic

melt.

1. Introduction

During recent decades, Antarctica has been losing mass, which has caused a global mean sea

level increase from 1992 to 2020 of 7.4±1.5 millimeters (Otosaka et al. 2023). Projections indicate

continued Antarctic mass loss, likely raising global mean sea level by up to 28cm by 2100 and

driving an accelerated rise into the 22nd century (Oppenheimer et al. 2019). In particular, West

Antarctica, which is the location of the most mass loss on the Antarctic ice sheet (Adusumilli et al.

2020), has a capacity to raise global mean sea level by 5.3m if the ice completely melts (Morlighem

et al. 2020, Table S3). However, contributions to sea level rise, such as from ice sheets, glaciers, and

steric changes, are not globally uniform (e.g., Kopp et al. 2015; Hamlington et al. 2020; Todd et al.

2020). For adaptation e”orts, projecting the time-evolving pattern of regional sea level change is

particularly crucial. In the case of sea level rise from ice sheet melt, regional variation in sea level

will be determined by changes in Earth’s gravitation, rotation, and deformation (e.g., Farrell and

Clark 1976; Kopp et al. 2010; Mitrovica et al. 2018), as well as ocean dynamic processes which

propagate and are a”ected by the meltwater injection (e.g., Stammer 2008; Lorbacher et al. 2012;

Kopp et al. 2010; Schmidt et al. 2023).

The largest contributor to Antarctic mass loss is the basal melt of ice shelves (Pritchard et al.

2012; Rignot et al. 2013; Depoorter et al. 2013). Observations near west Antarctic ice shelves

indicate that this meltwater settles at depth after exiting the ice shelf cavity (Kim et al. 2016;

Garabato et al. 2017), likely due to turbulent mixing processes between the meltwater plume and

the rest of the water column (Garabato et al. 2017). However, full complexity atmosphere-ocean

models, including those in the CMIP5 and CMIP6 ensembles, are not currently coupled to ice
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sheet models (Taylor et al. 2012; Eyring et al. 2016), although there has been recent work in

this direction (Smith et al. 2021). Thus, climate projections with meltwater forcing included are

typically performed by prescribing a freshwater input, which is often added to the surface net

precipitation field, known as “hosing experiments” (e.g., Stammer 2008; Lorbacher et al. 2012;

Kopp et al. 2010; Bronselaer et al. 2018; Golledge et al. 2019; Moorman et al. 2020; Li et al.

2023b; Schmidt et al. 2023; Park et al. 2023). This discrepancy between the vertical distribution

of meltwater in observations and the typical approach in modelling studies motivated a previous

study which demonstrated in a simplified single basin model that an idealized representation of

Antarctic meltwater injected at depth adjusts the dynamic sea level more slowly across the basin

than meltwater injected at the surface (Eisenman et al. 2024). This sensitivity to vertical meltwater

distribution falls under a broad category of potential sensitivities of the ocean response to choices

in meltwater hosing experiments, which have been identified as targets for community investigation

(Swart et al. 2023).

Here, we focus on the baroclinic response of sea level to meltwater input, which largely determines

the dynamic sea level pattern, and occurs after a spatially uniform and rapid barotropic response

(Eisenman et al. 2024). We present a simplified model and develop a theory to explore the di”erence

in this baroclinic adjustment when inputting a volume anomaly at depth compared to at the surface,

which ultimately leads to a di”erent sea level pattern at a given time. We utilize a reduced gravity

model, which is a class of models that is used for simplified representations of the upper ocean. For

example, reduced gravity models have been utilized in simple models of El Niño (e.g., Cane and

Zebiak 1985; Chang et al. 2006; Guo et al. 2022) and to understand adjustment to changes in deep

water formation (e.g., Kawase 1987; Huang et al. 2000; Johnson and Marshall 2002, 2004; Cessi

et al. 2004; Zhai et al. 2011; Nieves and Spall 2018; Sun et al. 2020), North Atlantic or Southern

Ocean heat sources (Hsieh and Bryan 1996), and changes in wind stress (e.g., Cessi and Otheguy

2003; Zhai et al. 2014). In the present work, we examine the large scale dynamical adjustment to

volume input at the southern end of a rectangular domain utilizing a reduced gravity model with

two active layers (2.5-layer model). Much of the theory developed is analogous to previous studies

of other phenomena (e.g., Johnson and Marshall 2002), but we include an additional active layer,

to investigate the vertical dependence of the adjustment processes.
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F!”. 1. Adjustment mechanism schematic in 2.5-layer reduced gravity model. (a) model set-up in longitude

and depth space. The top two layers are active with unconstrained ui, while the abyssal (third) layer is motionless.

We highlight the essential mechanism of adjustment (see Section 3), whereby a top-layer volume perturbation

propagates an upper ocean anomaly faster than a bottom-layer perturbation due to faster baroclinic Rossby waves.

(b) the domain in longitude and latitude space with a schematic of the adjustment mechanism. In both panels,

the notation 𝐿Rossby is used as in Johnson and Marshall (2002) and indicates volume fluxes due to Rossby waves.

This paper is organized as follows: in Section 2, we introduce the 2.5-layer model and compare

this idealized model to the results in Eisenman et al. (2024). We present an analytic theory for

the ocean’s dynamical response to meltwater input in Section 3, highlighting the essential physical

processes that lead to faster transport of a meltwater perturbation near the surface compared to at

depth. In Section 4, we discuss the sensitivity of the results to parameter choices and the potential

e”ect of Ekman transport. We conclude in Section 5.

2. Dynamic adjustment to meltwater input in a hierarchy of numerical simulations

As presented in Eisenman et al. (2024) using runs in MITgcm, the adjustment of dynamic sea

level throughout a single basin is slower for idealized Antarctic meltwater perturbations injected
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at depth than for perturbations injected at the surface. In particular, this di”erence in adjustment

was attributed to the di”erent timescales associated with the baroclinic (largely steric) response

of the ocean (following rapid barotropic waves, which have a largely globally uniform imprint).

Here, we introduce a simplified model, designed to capture baroclinic processes, to investigate the

adjustment mechanisms and the di”erence in propagation of anomalies input at depth compared to

at the surface.

a. 2.5-layer model set-up

We define a 2.5-layer reduced gravity model consisting of 2 active layers with densities 𝑀1 and

𝑀2 on top of a quiescent abyss with density 𝑀3. The abyss is a layer of no motion and, thus, has

horizontally uniform pressure. The model is defined with linearized momentum equations and

non-linear continuity equations:

𝑁ui
𝑁𝑂

+ f →ui = ↑𝑃𝑄,1𝑅↓1↔𝑆1 ↑𝑅
↓
2↔(𝑆1 + 𝑆2) + 𝑇↔2ui ↑ 𝑈ui, (1)

𝑉𝑆𝑄

𝑉𝑂

+ 𝑆𝑄↔ ·ui = 𝑊𝑄 (𝑋, 𝑌), (2)

where 𝑃𝑄,1 is a Kronecker delta. Here, 𝑆𝑄 is the layer thickness in the 𝑄
th layer with 𝑄 = 1,2,

u𝑄 = (𝑍𝑄,𝑎𝑄) is the velocity vector, ↔ is the two-dimensional gradient operator, 𝑅↓
𝑄
= 𝑅

𝑀𝐿+1↑𝑀𝐿
𝑀0

is the

𝑄
th reduced gravity with 𝑀0 the reference density, 𝑉

𝑉𝑂
=
(
𝑁

𝑁𝑂
+u ·↔

)
is the material derivative, and

𝑇 is the viscosity coe!cient set to 𝑇 = 8→103 m2s↑1. The Rayleigh friction term is only active in

the sponge layers (see Figure 2) which are described in detail in Appendix A. Imposed sources and

sinks in the domain in layer 𝑄 are denoted as 𝑊𝑄 (𝑋, 𝑌), while initial layer thicknesses prior to the

introduction of sources or sinks will be denoted 𝑏𝑄. A schematic of the model is shown in Figure

1a. The domain size is chosen to have the same surface area as that of the MITgcm set-up that we

compare against; however, the domains have di”erent shapes because the 2.5-layer model is run

in a rectangular domain on a Cartesian grid, whereas MITgcm is run on a latitude-longitude grid.

Details for the numerical solution of the 2.5-layer model are given in Appendix A.
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We test the sensitivity of adjustment mechanisms to a zonal wind forcing in the southern part of

the domain in the 2.5-layer model simulations by modifying Equation (1) such that:

𝑁ui
𝑁𝑂

+ f →ui = ↑𝑃𝑄,1𝑅↓1↔𝑆1 ↑𝑅
↓
2↔(𝑆1 + 𝑆2) + 𝑇↔2ui ↑ 𝑈ui + 𝑃𝑄,1

ω

𝑀1𝑏1
, (3)

where ω = (𝑐(𝑌, 𝑂),0) is the imposed zonal wind forcing.

In this work, we focus on two types of perturbation experiments, designed as simplified repre-

sentations of Antarctic meltwater input at di”erent depths (see Figure 2): volume additions into

(1) the top active layer (𝑄 = 1) and (2) the bottom active layer (𝑄 = 2).

b. Upper ocean response in MITgcm and the 2.5-layer model

In a Boussinesq ocean model, such as MITgcm, the free surface evolves due to volume conver-

gence which may occur due to transport processes at any depth. Here, we focus on the upper ocean

thickness, which is reflective of the transport in the upper ocean. We determine the upper ocean

thickness, 𝑆𝑍 (𝑋, 𝑌, 𝑂), as the thickness above a given isopycnal that correlates to the upper ocean in

the control state (located at approximately 1000m depth, see Figure B1):

𝑆𝑍 (𝑋, 𝑌, 𝑂) =
𝑑∑
1
𝑆𝑄 (𝑋, 𝑌, 𝑂), (4)

where 𝑆𝑄 is the thickness associated with the 𝑄th isopycnal layer and 𝑑 is the layer chosen to sum

up to; here, potential density increases with increasing layer number. The 𝑆𝑄 layers adjust due to

convergence of volume within the layers (in a Boussinesq model, this includes mixing processes).

In the 2.5-layer model presented in this paper, a comparable metric of the upper ocean thickness is

the sum of the thickness of the active layers (𝑆1 + 𝑆2), which are representing the upper ocean.

In Figure 3, we focus on this upper ocean thickness metric in both models. In particular,

we examine the Northern Hemisphere upper ocean thickness anomaly, which is the Northern

Hemisphere mean upper ocean thickness minus the global mean upper ocean thickness. We

focus on the Northern Hemisphere anomaly, as this is indicative of the response at the opposite

end of the basin from the meltwater input, and thus summarizes the adjustment throughout the

basin. Comparable plots would be equal and opposite for the Southern Hemisphere anomaly, when

averaging over the whole domain (i.e., not just the analytic region).
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F!”. 2. (a): Wind forcing profile; (b) Diagram showing domain regions used for the 2.5-layer reduced gravity

model. The extent of the sponge layers is defined as regions where any Rayleigh damping is present. Note that

the strength of the damping decays exponentially away from the north/south walls, as illustrated in the diagram,

although the visual representation of this decay is less strong than in the numerical solution. In purple, we denote

the region where we solve for the theoretical solution in Section 3 (analytic domain); the meltwater input region

(green) is at the southern edge of the analytic domain. The analytic region excludes the western boundary current

region and a few grid cells near the sponge layers in order to focus on: (1) the dynamics in the interior, and (2)

the region una”ected by numerical e”ects from the sponge layers. The re-entrant channel region is shown, but it

is only utilized in experiments where wind is applied. Note that the re-entrant channel is within the sponge layer,

but is located where the damping is su!ciently weak to allow Ekman transport to be driven.

Figure 3a shows the Northern Hemisphere upper ocean thickness anomaly, scaled by the total

thickness change around the first equilibration of the deep perturbation (at year 110 after meltwater

introduction) in the simulations presented in Eisenman et al. (2024). The faster adjustment of
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Northern Hemisphere sea level in experiments with meltwater anomalies input at the surface

compared to anomalies input at depth is driven by the upper ocean thickness, as we capture the

faster adjustment in this metric. Thus, the upper ocean processes are key to explaining the result in

Eisenman et al. (2024), which demonstrated faster propagation of steric anomalies away from the

input region in a surface perturbation experiment compared to a deep perturbation experiment.

Figure 3b and c presents results for the adjustment of volume perturbations in the 2.5-layer model,

which are introduced when the ocean is at rest such that the meltwater perturbation itself induces

all transport. We choose 𝑅↓1 = 𝑅
↓
2 = 𝑅

2
1026 and initial layer thicknesses 𝑏1 = 𝑏2 = 250m as physically

reasonable upper ocean parameter choices (see Section 4a for the sensitivity to parameters). We

input a volume perturbation via a step function of 0.1 Sv into the input region of either layer 1 or 2,

as indicated in Figure 2b. Figure 3b shows the Northern Hemisphere upper ocean scaled thickness

anomaly, which is normalized by the equilibrated total thickness anomaly (year 41 after meltwater

input), such that this quantity is directly comparable to Figure 3a. As in MITgcm, we find that

the upper ocean thickness adjusts more quickly in the Northern Hemisphere due to a top-layer

perturbation than a bottom-layer perturbation (Figure 3b). We include an analytic estimate (dashed

lines), developed in Section 3, by taking the Northern Hemisphere mean over the purple region

in Figure 2; see Appendix A for a small quantitative di”erence in the numerical result averaged

over the entire domain. In Figure 3a and b, we have scaled by the global mean change for the best

comparison between models because the global mean upper ocean thickness changes entirely due

to meltwater input in the 2.5-layer model, but is larger in the MITgcm simulations because mixing

processes also a”ect the volume. Figure 3c is comparable to Figure 3b, but without scaling by the

global mean thickness change.

The 2.5-layer model has a small sea level change which is not equivalent to the upper ocean

thickness metric chosen here (see Appendix B2). However, we find that the initial result presented

in Eisenman et al. (2024), which demonstrated faster adjustment of dynamic sea level throughout

the basin in a surface perturbation experiment compared to a deep perturbation experiment, is

driven by the adjustment of the upper ocean. Thus, we focus on this upper ocean adjustment, and

we develop a theory which can explain key mechanisms and their associated relative timescales in

the simplified model.
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3. An analytical theory for adjustment

We aim to develop an analytical theory for the dynamical response to volume input near the

southern edge of the 2.5-layer model. We assume that adjustment mechanisms similar to other

reduced gravity model studies will prevail (e.g., Kawase 1987; Hsieh and Bryan 1996; Huang et al.

2000; Johnson and Marshall 2002, 2004; Cessi et al. 2004; Zhai et al. 2011; Nieves and Spall

2018), but we consider the processes with an additional active layer compared to these previous

studies. That is, we assume that the height perturbation is first propagated by a fast response such

that: (1) the volume anomaly induces a transport along the western boundary, which propagates

some volume northward, toward the equator; (2) the volume anomaly travels across the equator

as a Kelvin wave; (3) the volume anomaly travels along the eastern boundary as Kelvin waves,

resulting in near uniform height along the boundary. The height anomaly’s slower propagation

into the basin’s interior is then governed by baroclinic Rossby waves emanating from the eastern

boundary. As we are interested in the multidecadal to centennial adjustment, we view the three

fast mechanisms above as occurring instantaneously, and we aim to develop an analytic theory to

explain the relatively slow adjustment driven by the propagation of baroclinic Rossby waves. In

particular, we aim for the theory developed to highlight the vertical dependence of the processes

which adjust the upper ocean thickness anomaly throughout the basin (here indicated by the

Northern Hemisphere anomaly, see Figure 3).

a. Assumptions and preliminaries

We approximate that the relevant dynamics for volume adjustment in the interior of the basin on

multidecadal to centennial timescales are captured by geostrophic balance

𝑒 u𝑄 = k→↔
(
𝑅
↓
2(𝑆1 + 𝑆2) + 𝑃𝑄,1𝑅↓1𝑆1

)
, (5)

and the continuity equations linearized around the starting layer thicknesses (𝑏𝑄) with no source or

sink terms
𝑁𝑆𝑄

𝑁𝑂

+𝑏𝑄↔ ·ui = 0, (6)

for layers 𝑄 = 1,2. In Equation (5), the Rayleigh damping term is absent, since it is only active

in the sponge layers. We have, however, assumed that the viscous term can be neglected in the
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interior (although it is an important term in the western boundary current region to close the

basin’s circulation). We obtain evolution equations for the interior layer thicknesses by combining

Equations (5) and (6):

𝑁𝑆𝑄

𝑁𝑂

+
𝑏𝑄𝑓𝑅

↓
2

𝑒
2

𝑁 (𝑆1 + 𝑆2)
𝑁𝑋

+ 𝑃𝑄,1
𝑏1𝑓𝑅

↓
1

𝑒
2

𝑁𝑆1
𝑁𝑋

= 0, (7)

with 𝑄 = 1,2 and 𝑓 ↗ 𝑔𝑒

𝑔𝑌

&&
𝑕

evaluated at a given latitude 𝑕. Here, we will utilize a beta plane

approximation centered at the equator, and thus 𝑓 ↘ 2.20→ 10↑11m↑1s↑1. The advection equa-

tions (Equation 7) di”er between the two active layers of the model due to the representation of

geostrophic balance, which includes an additional term in the top-layer (𝑄 = 1). This layer-wise

di”erence in the geostrophic velocities corresponds to the model’s thermal wind relation.

b. Rossby wave adjustment o! the eastern boundary

To capture the multidecadal adjustment, we proceed by solving Equation (7). For simplicity, we

use that 𝑏 ↗ 𝑏1 = 𝑏2 and 𝑅
↓
1 = 𝑅

↓
2 and denote 𝑖(𝑌) = 𝑓𝑅

↓
2

𝑒
2 =

𝑓𝑅
↓
1

𝑒
2 . (In Appendix D1, we relax these

assumptions and present a general solution). We rewrite the coupled advection system given by

Equation (7) for both layers as:
𝑁h
𝑔𝑂

+A · 𝑁h
𝑔𝑋

= 0, (8)

with h(𝑋, 𝑌, 𝑂) = [𝑆1(𝑋, 𝑌, 𝑂), 𝑆2(𝑋, 𝑌, 𝑂)] and

A = 𝑏𝑖(𝑌)

2 1

1 1


. (9)

We diagonalize the matrix A=P↑1𝛚P to decouple the equations in a new set of variables w(𝑋, 𝑌, 𝑂) =
[𝑗1,𝑗2] = Ph. The decoupled linear advection equations in the variable w are given by

𝑁w
𝑔𝑂

+𝛚𝑁w
𝑔𝑋

= 0, (10)

11

Accepted for publication in Journal of Physical Oceanography. DOI 10.1175/JPO-D-24-0153.1
��������������������!������ ������"����������������������	
��������




where the entries of 𝛚 = (𝑘1,𝑘2) are the eigenvalues of A, 𝑘1(𝑌) = 3+
≃

5
2 𝑏𝑖(𝑌) and 𝑘2(𝑌) =

3↑
≃

5
2 𝑏𝑖(𝑌). The solution for each variable is given using the method of characteristics such that

𝑗𝑄 (𝑋, 𝑌, 𝑂) = 𝑗𝑄 (𝑋↑𝑘𝑄 (𝑌)𝑂, 𝑌,0), (11)

for 𝑄 = 1,2. Equation (11) indicates that information shifts (westward) at the speed given by the

eigenvalue. Given our hypothesized mechanism, which has the eastern boundary approximately

equilibrated through the fast response, we interpret Equation (11) as a set of delay equations o”

the eastern boundary. We perform a transformation back to h coordinates and write the variables

explicitly in terms of the eastern boundary timeseries:

𝑆1(𝑋, 𝑌, 𝑂) =𝑙+𝑆1(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘1 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄

+𝑙1𝑆2(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘1 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄𝑄

+𝑙2𝑆1(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘2 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄𝑄𝑄

↑𝑙1𝑆2(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘2 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄𝑎

(12)

𝑆2(𝑋, 𝑌, 𝑂) =𝑙1𝑆1(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘1 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄

+𝑙2𝑆2(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘1 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄𝑄

↑𝑙1𝑆1(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘2 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄𝑄𝑄

+𝑙+𝑆2(𝑋𝑚, 𝑂 ↑ 𝑛𝑀↑𝑋
𝑘2 (𝑌) )︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌

𝑄𝑎

, (13)

where 𝑙1 = 1≃
5
, 𝑙2 = 5↑

≃
5

10 , 𝑙+ = 𝑙1 + 𝑙2, 𝑋𝑚 is the location of the eastern boundary, and 𝑛𝑋 is

the longitudinal extent of the domain. Any 𝑆𝑄 terms evaluated at the eastern boundary no longer

have latitudinal dependence because the assumed fast response sets the eastern boundary height

regardless of 𝑌; thus, 𝑆𝑄 (𝑋, 𝑌, 𝑂) terms evaluated at the eastern boundary are written as 𝑆𝑄 (𝑋𝑚, 𝑂).
The faster height adjustment in the top layer than the bottom layer is evident through examining

the lag terms in Equations (12) and (13). We focus first on lag terms o” the eastern boundary height

in layer 𝑄 which a”ect 𝑆 𝑜 (𝑋, 𝑌, 𝑂) for 𝑄 = 𝑜 . For these terms, there is a larger coe!cient on the fast

timescale in the top layer equation than the bottom layer equation (compare term i in Equation (12)

to term ii in Equation (13)); there is a corresponding larger coe!cient on the slow timescale in the

bottom layer equation than the top layer equation (compare term iii in Equation (12) to term iv in

Equation (13)). The remaining terms, which are lag terms o” the eastern boundary in layer 𝑄 which

a”ect 𝑆 𝑜 (𝑋, 𝑌, 𝑂) for 𝑄 ω 𝑜 , have the same coe!cients (±𝑙1) and do not account for a di”erence in

adjustment.

The timescales 𝑘1 and 𝑘2 are determined by the long baroclinic Rossby wave speeds associated

with the baroclinic modes in the 2.5-layer model (see Appendix C). Thus, the coe!cient di”erences

12
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noted above are equivalent to a larger projection of the faster mode onto the top layer than the

bottom layer. This Rossby wave mechanism explains the faster propagation throughout the basin,

visible in the upper ocean thickness adjustment, depending on the depth of the volume perturbation.

c. Time evolution of eastern boundary height

In Section 3b, we found an analytic solution for the propagation of information westward, which

we are interpreting as governing interior upper ocean adjustment through lag equations o” the

eastern boundary height. Thus, we must also find the eastern boundary height timeseries, which

we aim to relate to meridional fluxes in and out of the analytic domain. We will proceed with

a general derivation without assuming equal thickness or reduced gravity between the two active

layers, introducing 𝑖1(𝑌) =
𝑓𝑅

↓
1

𝑒
2 and 𝑖2(𝑌) =

𝑓𝑅
↓
2

𝑒
2 .

We find the volume evolution at each latitude by zonally integrating Equation (7) from the eastern

boundary (denoted 𝑋𝑚) to the edge of the western boundary current (denoted 𝑋𝑝), for each layer. We

assume that the volume of the boundary region is small, i.e., that

𝑋𝑁

𝑋𝑂

𝑆𝑄𝑔𝑋 ⇐

𝑋𝑁

𝑋𝑃

𝑆𝑄𝑔𝑋, where 𝑋𝑗

denotes the longitude of the western wall of the basin. Thus, the volume budget for each latitudinal

band is:

𝑁

𝑁𝑂


𝑋𝑁

𝑋𝑂

𝑆1(𝑋, 𝑌, 𝑂)𝑔𝑋 = 𝑏1𝑖2(𝑌) [𝑆1(𝑋𝑚, 𝑂)↑ 𝑆1(𝑋𝑝, 𝑌, 𝑂) + 𝑆2(𝑋𝑚, 𝑂)↑ 𝑆2(𝑋𝑝, 𝑌, 𝑂)]

+𝑏1𝑖1(𝑌) [𝑆1(𝑋𝑚, 𝑂)↑ 𝑆1(𝑋𝑝, 𝑌, 𝑂)], (14)
𝑁

𝑁𝑂


𝑋𝑁

𝑋𝑂

𝑆2(𝑋, 𝑌, 𝑂)𝑔𝑋 = 𝑏2𝑖2(𝑌) [𝑆1(𝑋𝑚, 𝑂)↑ 𝑆1(𝑋𝑝, 𝑌, 𝑂) + 𝑆2(𝑋𝑚, 𝑂)↑ 𝑆2(𝑋𝑝, 𝑌, 𝑂)] . (15)

As in Johnson and Marshall (2002), Equations (14) and (15) indicate that the layer thickness

change at a given latitude depends on (zonal) volume fluxes. These fluxes propagate from the

eastern boundary (terms of the form 𝑏𝑄𝑖𝑄𝑆𝑄 (𝑋𝑚, 𝑂)) and flow out of the interior of the basin at the

western edge into the boundary current (terms of the form -𝑏𝑄𝑖𝑄𝑆𝑄 (𝑋𝑝, 𝑂)).
We relate the volume evolution of each latitudinal band to meridional fluxes by zonally integrating

the nonlinear continuity equations, using a no-normal flow condition at the walls, such that

𝑁

𝑁𝑂


𝑋𝑁

𝑋𝑂

𝑆𝑄 (𝑋, 𝑌, 𝑂)𝑔𝑋 = ↑ 𝑁

𝑁𝑌

𝐿𝑄 (𝑌), (16)

13
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with 𝐿𝑄 (𝑌) ↗

𝑋𝑁

𝑋𝑂

𝑆𝑄𝑎𝑄𝑔𝑋 denoting the northward transport.

Thus, to find the full eastern boundary height, we can combine Equations (14), (15), and (16) and

latitudinally integrate to write a volume budget for the analytic domain. This budget indicates that

zonal fluxes (o” the eastern boundary and eventually into the western boundary current) are equal

to the di”erence in meridional fluxes at the southern and northern edges of the domain (denoted

𝐿𝑊,𝑄 (𝑂) and 𝐿𝑞 ,𝑄 (𝑂) respectively). The steps in this process are explicitly detailed in Appendix D2.

Here, we show the final equations that can be solved for the eastern boundary heights in each layer

as:

𝑆1(𝑋𝑚, 𝑂)


𝑛𝑄

0
𝑖1(𝑌)𝑔𝑌 =


𝑛𝑄

0
𝑖1(𝑌)𝑆1(𝑋𝑝, 𝑌, 𝑂)𝑔𝑌 +

𝐿𝑊,1(𝑂)
𝑏1

↑ 𝐿𝑞 ,1(𝑂)
𝑏1

↑ 𝐿𝑊,2(𝑂)
𝑏2

+ 𝐿𝑞 ,2(𝑂)
𝑏2

, (17)

𝑆2(𝑋𝑚, 𝑂)


𝑛𝑄

0
𝑖2(𝑌)𝑔𝑌 = ↑𝑆1,𝑚 (𝑂)


𝑛𝑄

0
𝑖2(𝑌)𝑔𝑌 +


𝑛𝑄

0
𝑖2(𝑌) (𝑆1(𝑋𝑝, 𝑌, 𝑂) + 𝑆2(𝑋𝑝, 𝑌, 𝑂))𝑔𝑌

+ 𝐿𝑊,2

𝑏2
↑ 𝐿𝑞 ,2

𝑏2
. (18)

Equations (17) and (18) are solved iteratively together using that 𝑆𝑄 (𝑋𝑝, 𝑌, 𝑂) is set by a time lag

of 𝑆𝑄 (𝑋𝑚, 𝑂) due to long baroclinic Rossby waves (see Equations (12) and (13)). In practice, we

must avoid divergence of the integrals of 𝑖𝑄 (𝑌) at the equator; here, we use that 𝑏𝑄𝑖𝑄 (𝑌) < 1 (see

Johnson and Marshall 2002). Taken together, Equations (17) and (18) can be fully solved given

only northward fluxes at the north and south boundaries, which help set the eastern boundary

heights; thus, these equations can be utilized to find the full adjustment of the interior 𝑆𝑄 fields

when combined with the theory in Section 3b. In the remainder of this subsection, we examine

the meridional fluxes at the north and south boundaries (Section 3d) to complete the full analytical

argument.

14
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d. Meridional fluxes at the edges of the domain

The meridional transport at a given latitude, including the north or south boundaries, can be

found by using 𝐿𝑄 (𝑌) ↗

𝑋𝑁

𝑋𝑂

𝑆𝑄𝑎𝑄𝑔𝑋 and assuming geostrophic balance. Thus, at a given latitude (𝑌):

𝐿1(𝑌, 𝑂) =
𝑅
↓
2 +𝑅↓1
2 𝑒

(𝑆1(𝑋𝑚, 𝑂)2 ↑ 𝑆1(𝑋𝑗, 𝑌, 𝑂)2) +
𝑅
↓
2
𝑒


𝑋𝑁

𝑋𝑂

𝑔𝑆2
𝑔𝑋

𝑆1𝑔𝑋 (19)

𝐿2(𝑌, 𝑂) =
𝑅
↓
2
𝑒


𝑋𝑁

𝑋𝑂

𝑔𝑆1
𝑔𝑋

𝑆2𝑔𝑋 +
𝑅
↓
2

2 𝑒
(𝑆2(𝑋𝑚, 𝑂)2 ↑ 𝑆2(𝑋𝑗, 𝑌, 𝑂)2) (20)

We simplify these expressions by noting that

𝑋𝑁

𝑋𝑂

𝑔𝑆𝐿

𝑔𝑋
𝑆 𝑜 𝑔𝑋 ⇐


𝑋𝑁

𝑋𝑂

𝑔𝑆𝐿

𝑔𝑋
𝑆𝑄𝑔𝑋 for 𝑄 ω 𝑜 as 𝑆𝑄/𝑆 𝑜 ⇐ 1. For

example, assessing this assumption numerically at the southern boundary, we find that the average

deviation of 𝑆𝑄/𝑆 𝑜 (𝑄 ω 𝑜) from 1 is 0.005 and the largest deviation at any location and time across

both top and bottom perturbation experiments is 0.030.

Thus, we find the transport at both the northern and southern boundaries by using:

𝐿1(𝑌, 𝑂) =
𝑅
↓
2 +𝑅↓1
2 𝑒

(𝑆1(𝑋𝑚, 𝑂)2 ↑ 𝑆1(𝑋𝑗, 𝑌, 𝑂)2) +
𝑅
↓
2

2 𝑒
(𝑆2(𝑋𝑚, 𝑂)2 ↑ 𝑆2(𝑋𝑗, 𝑌, 𝑂)2) (21)

𝐿2(𝑌, 𝑂) =
𝑅
↓
2

2 𝑒
(𝑆1(𝑋𝑚, 𝑂)2 ↑ 𝑆1(𝑋𝑗, 𝑌, 𝑂)2 + 𝑆2(𝑋𝑚, 𝑂)2 ↑ 𝑆2(𝑋𝑗, 𝑌, 𝑂)2) (22)

The value of the eastern boundary is used as found from Equations (17) and (18), while the

western boundary thicknesses are diagnosed from the model. We note that this is similar to how

the solution is closed in the 1.5-layer model in Johnson and Marshall (2002), where the western

boundary thickness is prescribed at the southern edge of the domain and the outflow is prescribed

at the northern edge. Here, we do not prescribe values so as to allow the dynamics to freely evolve.

However, we utilize comparable information in the analytic theory, by diagnosing the time evolving

western boundary layer thickness at both ends of the domain.

1) A #$%%!&’( )(*+,-!%) .$/ 0+( .’12 3!..(/(-*( ,0 0+( %$10+(/- (3”( $. 0+( 3$),!-

Utilizing the western boundary layer thickness from the numerical model, as above, we can

accurately represent the meridional transport at both the southern and northern boundaries using

Equations (21) and (22). The regional upper ocean thickness is strongly dependent on these

15

Accepted for publication in Journal of Physical Oceanography. DOI 10.1175/JPO-D-24-0153.1
��������������������!������ ������"����������������������	
��������




meridional fluxes, especially at the southern boundary where the meltwater flows into the analytic

domain. In particular, there are larger northward fluxes at the southern boundary of the analytic

domain (𝐿𝑊,𝑄 (𝑂)) in a top-layer perturbation experiment compared to a bottom-layer perturbation

experiment.

We note that this di”erence in fluxes is also in agreement with the di”erence in long baroclinic

Rossby wave speeds that we found in Equations (12) and (13). The majority of the northward

transport out of the input region occurs in the western boundary current, which is generated by

the reflection of long Rossby waves as short Rossby waves which dissipate in the boundary region

(Pedlosky 1965). Thus, the western boundary current transport in each layer should be consistent

with the layer-wise di”erences in Rossby wave speeds derived in Section 3b. This reflection

mechanism is valid at all latitudes (e.g., see Marshall and Johnson 2013), although we draw

attention to it here at the southern boundary, to build intuition regarding the 𝐿𝑊,𝑄 (𝑂) terms.

e. Summary of theory for the dependence of adjustment on meltwater injection depth

The theory derived throughout Section 3 suggests that variations in the regional adjustment of

volume anomalies in each density layer are due to layer-wise di”erences in long baroclinic Rossby

wave speeds. Initially, the eastern boundary adjusts due to transport north out of the volume input

region in a western boundary current which then travels to the eastern boundary as an equatorial

Kelvin wave. The magnitude of the volume transport in the western boundary current is inherently

linked to the Rossby wave propagation speed, leading to more transport into the analytic domain

in top-layer perturbation experiments. Then, the volume anomaly is propagated into the interior

through long baroclinic Rossby waves o” the eastern boundary and this occurs more quickly in a

top-layer perturbation experiment.

The adjustment of the layer thicknesses in the interior of the basin through the Rossby wave

mechanism is visible in maps of the layer thicknesses in the analytic domain 75 years after the

volume input begins (Figures 4 and 5). The behavior of the numerical model is approximately

captured by the theory presented in Section 3, as can be seen by comparing the maps corresponding

to the analytic and numerical results. There is latitudinal dependence of the adjustment due to faster

long baroclinic Rossby wave speeds at lower latitudes (see the definitions of 𝑘1(𝑌) and 𝑘2(𝑌)). The

larger 𝑆1 thicknesses in the top-layer perturbation experiment (Figure 4) than 𝑆2 in the bottom-layer

16
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perturbation experiment (Figure 5) is consistent with the faster baroclinic Rossby waves in the top

layer than the bottom layer. This di”erence in the adjustment of each layer explains the di”erence

in the timeseries of the Northern Hemisphere upper ocean thickness anomaly originally shown in

Figure 3b and c.
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F!”. 3. Timeseries of Northern Hemisphere (NH) response to surface and deep meltwater perturbations. (a):

upper ocean thickness in MITgcm run at 1⇒ resolution in an idealized single basin domain, with surface or deep

meltwater perturbations at the southern boundary (as in Eisenman et al. 2024). Here, upper ocean thickness is

the amount of volume above a bounding isopycnal (as described in text). We plot the NH mean minus the global

mean and scale it by the global mean change at year 110, which is approximately when the change in the system

first equilibrates. The metric is smoothed with a 5-year moving average. (b): upper ocean thickness (𝑆1 + 𝑆2) in

the 2.5-layer reduced gravity model (Section 2a), including numerical (solid lines) and analytic solutions (dotted

lines, see Section 3). We plot the NH mean minus the global mean and scale it by the global mean change at

year 41, which is approximately when the change in the system first equilibrates. We focus on top or bottom

layer perturbations, which is conceptually equivalent to surface or deep perturbations in MITgcm. (c): as panel

(b), but without scaling by the global mean change; thus, this is simply the NH mean minus the global mean

of 𝑆1 + 𝑆2. Note that the horizontal axis ranges are di”erent between panel (a) and panels (b)/(c) due to faster

response timescales in the simplified model. A comparable plot for panel (a) in the Southern Hemisphere would

be equal and opposite; the same is true for panels (b)/(c), if one used the whole numerical domain for averaging.
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F!”. 4. Top layer perturbation experiment comparisons of layer thicknesses (beginning from a resting ocean)

between the analytical theory and 2.5-layer numerical model. Here, we utilize 𝑅
↓
1 = 𝑅

↓
2 = 𝑅

2
1026 and 𝑏1 = 𝑏2 =

250m. The region plotted is the analytic domain in Figure 2 (purple). Note that as shown on Figure 2, the

analytic region crops out the western boundary current region to better see the adjustment of the interior of the

basin. The left column, (a) and (d), shows the predicted layer thicknesses from analytic theory. The middle

column, (b) and (e), shows the layer thicknesses from the numerical model. The right column, (c) and (f), shows

the di”erence between the analytic prediction and the numerical model. The top row, (a), (b), and (c), shows

quantities for the top layer height 𝑆1 while the bottom row, (d), (e), and (f), shows the corresponding quantities

for the bottom layer height 𝑆2.
19
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F!”. 5. As in Figure 4 but for a bottom layer perturbation experiment.
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4. Sensitivity to parameters and unresolved processes

In this section, we explore the sensitivity of the results to (a) parameter choices such as layer

thicknesses and stratification and (b) an idealized representation of background transport induced

by wind. We comment on the extent to which the perturbed transport, for which we have developed

a theory, may help explain the upper ocean adjustment in more complex models.

a. Layer thickness and stratification parameter choices

Faster adjustment of volume perturbations input into the top layer than the bottom layer holds

regardless of the choices of initial active layer thicknesses or stratification. However, di!erent

quantitative responses in each layer can be achieved by changing these values, because the long

baroclinic Rossby wave speeds (𝐿1(𝑀) and 𝐿2(𝑀)) depend on 𝑁1, 𝑁2, 𝑂→1, and 𝑂
→
2.

1) C!”# $%#&# 𝑁1 = 𝑁2 !’( 𝑂
→
1 = 𝑂

→
2

Here, we examine the case where the initial layer thicknesses of each active layer are the same

(𝑁 ↑ 𝑁1 = 𝑁2) and the density di!erences between each layer are the same such that 𝑂→ ↑ 𝑂
→
1 = 𝑂

→
2.

The propagation of anomalies throughout the basin is faster for both layers with either larger layer

thicknesses 𝑁 or density di!erence 𝑂
→, as expected from 𝐿1(𝑀) and 𝐿2(𝑀), which governs the

evolution of the interior upper ocean volume (Equations (12) and (13)). As before, we evaluate

the di!erence in the adjustment timescales by examining the adjustment at the opposite end of

the basin from the meltwater input, indicated by the Northern Hemisphere upper ocean thickness

anomaly timeseries shown in the three set-ups in Figure 6. Compared to the parameter set-up of

𝑁 = 250m and 𝑂
→ = 𝑂

2
1026 (used in Figures 3b/c, 4, and 5), the adjustment of both layers is faster

for 𝑁 = 250m and 𝑂
→ = 𝑂

3
1026 (dashed) and slower for 𝑁 = 100m and 𝑂

→ = 𝑂
2

1026 (dash-dotted).

2) C!”# $%#&# 𝑂
→
1 ω 𝑂

→
2

The stratification in the upper ocean is not generally uniform; thus, parameter choices in our

model closer to a realistic stratification would require 𝑂
→
1 > 𝑂

→
2. This choice leads to a larger

di!erence in the speed of adjustment between the two depths of perturbation, leading to a larger

di!erence in the Northern Hemisphere upper ocean thickness anomaly than for equal reduced

gravities (Figure 7a). This can be understood using Equations (D6) and (D7), where we derive
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F)*. 6. Numerical 2.5-layer model Northern Hemisphere upper ocean thickness anomaly for simulations with

an ocean initially at rest and 𝑁 ↑ 𝑁1 = 𝑁2 and 𝑂
→ ↑ 𝑂

ε𝐿
𝐿0

↑ 𝑂
→
1 = 𝑂

→
2, with a range of 𝑁 and 𝑂

→ choices (see legend).

The solid lines shown here are equivalent to the standard parameter set-up explored in this paper (i.e., that used

in Figure 3b/c). It holds that the adjustment in each layer is slower due to either smaller 𝑁 or smaller 𝑂→. A

comparable plot for the Southern Hemisphere would be equal and opposite.

analogues to Equations (12) and (13) without assuming 𝑂
→
1 = 𝑂

→
2 and 𝑁1 = 𝑁2. Here, we see that

with 𝑂
→
1 > 𝑂

→
2, there are larger coe”cients on the fast timescale and smaller coe”cients on the slow

timescale in the top layer. This is reversed in the lower layer, such that larger coe”cients are on

the slow timescale. We note that the timescales themselves also change such that the di!erence in

𝐿1(𝑀) and 𝐿2(𝑀) is also larger when 𝑂
→
1 > 𝑂

→
2 than when 𝑂

→
1 = 𝑂

→
2. Thus, the quantitative di!erence in

adjustment timescales, indicated by the Northern Hemisphere upper ocean thickness anomaly, is

dependent on parameter choices, which can be understood by the corresponding faster adjustment

in the top layer due to baroclinic Rossby wave propagation (see the analytic solution in Figure 7a).
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F)*. 7. 2.5-layer model Northern Hemisphere upper ocean thickness anomaly, including numerical and

analytical results, for (a) simulations with an ocean initially at rest and 𝑁1 = 𝑁2 = 250m and 𝑂
→
1 = 2𝑂→2 and (b)

simulations with wind applied and 𝑁1 = 𝑁2 = 250m and 𝑂
→
1 = 𝑂

→
2. In panel (b), the results are plotted for 75 years

of volume input following 600 years of spin-up with wind applied.

b. The e!ect of wind

The 2.5-layer model, run from a resting state as we’ve examined thus far, is an idealized represen-

tation of processes which propagate the volume anomaly due to perturbed transport induced by the

meltwater itself. However, in a more realistic model set-up, we expect the background transport,

absent here, will also advect the new meltwater anomaly. For example, we may expect that the

Ekman transport driven by wind forcing may advect the anomaly more strongly in the top active

layer than the bottom active layer. Here, we use a set-up (see Figure 2a) which approximately

mirrors the set-up in MITgcm, where the wind was imposed in a circumpolar current region with a

re-entrant channel, and examine the e!ect of background transport induced by wind in the 2.5-layer

model. We note that while the wind forcing in this idealized model is not realistic, especially given

that the meltwater input is further north than in the MITgcm model due to the sponge layers, it is
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su”cient to demonstrate the potential impact of a background transport on the meltwater anomaly.

In these runs, we use the same layer thicknesses and reduced gravities as for the results presented

in Figure 3b/c. First, we spin-up the ocean for 600 years with an imposed wind forcing, but without

a meltwater anomaly. We then create two experiments starting from the end of the control, where

meltwater is introduced into either the top or bottom active layer.

Figure 7b shows the Northern Hemisphere upper ocean thickness anomaly in the experiments

with wind imposed; here, we have plotted the di!erence from the end of the spin up run with

just wind applied. We find stronger anomalies in both experiments in the Northern Hemisphere

compared to the experiments where meltwater is input into a resting ocean due to the additional

Ekman transport propagating the anomaly. During the initial adjustment (the first ↓ 25 years), the

di!erence between the Northern Hemisphere upper ocean thickness anomaly in each experiment

(top- or bottom-layer perturbation) is also slightly larger; this is because the wind more strongly

a!ects transport in the top active layer. This di!erence reverses after equilibration of the initial

response because there is more volume near where the wind is imposed in a bottom-layer experiment

due to the initially slower response.

In Figure 7b, we also show the analytic solution, which largely captures the numerical results.

Importantly, this analytic solution is possible because the wind is applied south of the analytic

domain. Thus, the impact on the analytic domain is only through the 𝑃𝑄,1 and 𝑃𝑄,2 terms. If the

wind were applied in the interior, the analytic solution would need to be modified to account for

Ekman transport, as was done in a 1.5-layer model in Zhai et al. (2014). However, a modification of

the analytic solution in the 2.5 layer case would not straightforwardly follow the treatment in Zhai

et al. (2014), as the wind would induce a mean flow in both layers, which results in a Doppler shift

of the Rossby wave speeds associated with a given mode dependent on the mean flow associated

with both layers (e.g., Liu 1999).

We conclude that the adjustment of the volume anomalies throughout the basin will be a!ected by

a background circulation. For example, the e!ect of wind may account for an additional di!erence

between the dynamic adjustment of volume anomalies in the top layer compared to the bottom

layer of the 2.5-layer reduced gravity model during the initial adjustment of the volume anomalies.
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5. Conclusion

Antarctica has been losing mass during recent decades (e.g., Otosaka et al. 2023), with additional

mass loss projected regardless of emissions scenario over the coming century (e.g., Lowry et al.

2021). Sea level rise from ice sheet mass loss will not be globally uniform, in part due to ocean

dynamic processes (e.g., Stammer 2008; Lorbacher et al. 2012; Kopp et al. 2010; Schmidt et al.

2023). Thus, reliable modelling of the ocean’s response to meltwater is crucial for predicting

the temporal evolution of regional sea level changes. Current projections of sea level rise due to

meltwater from ice sheets are typically performed with hosing experiments, where meltwater is

input at the surface in an atmosphere-ocean model with a prescribed horizontal distribution and

temporal modulation. However, observational evidence suggests that Antarctic meltwater comes

primarily from basal melt of ice shelves, and it turbulently mixes as it exits the ice shelf cavity

and enters the water column considerably below the surface (Kim et al. 2016; Garabato et al.

2017). Thus, there are important unanswered questions about the sensitivity of regional sea level

projections and their evolution in time to the vertical distribution of meltwater input.

In preliminary work, we have demonstrated in an idealized single basin model set-up with

MITgcm that the dynamic sea level depends on the depth of meltwater input (Eisenman et al.

2024). In particular, there is more dynamic sea level rise at opposite end of the basin (i.e., in

the Northern Hemisphere) and less near the input location (i.e., in the Southern Hemisphere) in

response to an idealized Southern Ocean volume input at the surface than at depth. In the present

study, we first demonstrated that this result stems from the upper ocean thickness adjustment,

which has faster adjustment of the Northern Hemisphere (relative to the global mean) in a surface

perturbation experiment than a deep perturbation experiment. Thus, we focused on a 2.5-layer

model and presented an associated theory that captures the key dynamics of adjustment in order to

interpret the MITgcm results. We have focused on the response of the upper ocean volume transport

and how these dynamic processes vary with depth. We have found that the upper ocean volume

adjusts faster throughout the basin (indicated by the Northern Hemisphere mean) in response

to a top-layer perturbation compared to a bottom-layer perturbation. This is due to the vertical

dependence of baroclinic Rossby waves, which determine the response of the signal propagation

around the basin on multidecadal (and longer) timescales.
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For the theory developed in this paper, we rely on dynamic ocean mechanisms presented in

previous studies using reduced gravity models to investigate the response to changes in forcing

such as: changes in wind (e.g., Cessi and Otheguy 2003; Zhai et al. 2014), changes in deep

water formation (e.g., Kawase 1987; Huang et al. 2000; Johnson and Marshall 2002, 2004; Cessi

et al. 2004; Zhai et al. 2011; Nieves and Spall 2018; Sun et al. 2020), and heat sources in the

North Atlantic and Southern Ocean (e.g., Hsieh and Bryan 1996). In particular, we assume that

there is a fast response from both the western boundary current and Kelvin waves, followed by a

slow response governed by Rossby waves emanating o! the eastern boundary. This mechanism

has also been noted in the response of more complex ocean GCMs to changes in deep water

formation (e.g., Goodman 2001; Cessi et al. 2004) or meltwater forcing (Stammer 2008). The key

di!erence between the theory in this paper and previously presented theories for other phenomena

that also relied on reduced gravity models is that we investigate the vertical dependence of a volume

perturbation by utilizing a second active layer in the model.

While the adjustment mechanism that we identify involving the vertical dependence of baroclinic

Rossby waves is expected to play a key role in explaining the baroclinic adjustment of more complex

models (e.g., Eisenman et al. 2024), other processes not captured in our idealized theory may also

a!ect the results. In particular, the background circulation, which is driven by wind and buoyancy

forcing, will influence the propagation of the volume input. We examined a simplified version

of the e!ect of wind forcing on our result and found that it induces: (1) larger (more positive)

volume anomalies at the opposite end of the basin from volume input (Northern Hemisphere) on

multidecadal timescales regardless of the depth of perturbation; and (2) a larger di!erence of the

Northern Hemisphere upper ocean thickness anomaly between the surface and deep perturbations

during the initial adjustment period. A more realistic inclusion of wind forcing, as well as the

inclusion of other processes that are not accounted for here, such as an upper cell meridional

overturning circulation, is expected to also influence the response throughout the basin to surface

versus deep perturbations on multidecadal timescales. In addition to the background transport in

the upper ocean, recent work has demonstrated an expected slowdown of the abyssal overturning

due to the shutdown of Antarctic deep water formation driven by ice sheet meltwater (e.g., Lago

and England 2019; Li et al. 2023a). As shown explicitly in Lago and England (2019), the change

in the abyssal circulation will have an impact on the sea surface height field, largely from the steric
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signal. In this work, we have assumed the abyss to be motionless and focused only on upper ocean

dynamics. Thus, we do not account for this e!ect or the possible influence of changes in the abyssal

cell depending on the depth of meltwater input (visible in Figure S7 of Eisenman et al. 2024). In

addition to omitting background transport in both the upper and abyssal ocean, the idealized model

presented here may di!er from more complex models and real world ocean adjustment because the

2.5-layer model: (1) has di!erent and more simplified stratification than is realistic; (2) is solved on

a Cartesian grid rather than in latitude-longitude space; and (3) only properly captures the expected

impact of upper ocean dynamic processes, and not the contribution of the abyss (see Appendix B2).

However, the theory presented here provides a mechanistic understanding of physical processes

which may contribute to the dependence of the time-evolving sea level pattern on meltwater input

depth. This dependence may lead to errors in sea level projections that adopt the current standard

approach for prescribing meltwater fluxes.
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APPENDIX

APPENDIX A

Numerical details for the 2.5-layer model

Numerically, Equations (1) and (2) are solved with finite di!erences in space on an Arakawa-C

grid such that the 𝑅𝑆 quantities are located at the center of the cell, the 𝑇𝑆 quantities are located at the

north and south edges, and the 𝑈𝑆 quantities are located at the east and west edges. The equations

are integrated in time using the 4th order Runge-Kutta method with a timestep of 250 seconds. The

domain is rectangular with size 3.796↔106 meters in the zonal direction and 1.379↔107 meters

in the meridional direction (see exact dimensions with more significant digits in associated code).

We utilize 128 and 129 grid points in the zonal and meridional directions respectively. The domain

size was chosen such that the total area is the same as in MITgcm, so that a 0.1 Sv perturbation

causes the same global mean volume increase in each model.

We use no-slip and no-normal flow boundary conditions at the edges of the domain to represent

solid boundaries. The no-slip condition is implemented using a ghost cell approach (following, e.g.,

Adcroft and Marshall 1998). We include sponge layers, implemented as a linear drag (Rayleigh

friction), at the north and south ends of the domain to damp out gravity waves. Each sponge layer
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is e!ective over 18 grid points, with a strength profile that decays exponentially away from the

boundary using a decay scale of 5 grid points and a maximum friction coe”cient of 𝑉 = 10↗4s↗1.

In simulations where wind is imposed, a re-entrant channel region is utilized to maintain the flow

(see Figure 2b); in the channel region, periodic boundary conditions are used rather than no-slip

and no-normal flow conditions.

In the main text, the timeseries in the Northern Hemisphere is calculated using the analytic

domain indicated in Figure 2b. Here, in Figure A1, we show a comparable plot to Figure 3c,

but over the whole numerical domain; we find that this change only makes a small quantitative

di!erence.

F)*. A1. Numerical 2.5-layer model Northern Hemisphere upper ocean thickness anomaly for simulations

with an ocean initially at rest and 𝑁1 = 𝑁2 = 250m and 𝑂
→
1 = 𝑂

→
2. This plot is comparable to the numerical result

plotted in Figure 3c, except the whole numerical domain is used when taking the Northern Hemisphere mean. A

comparable plot for the Southern Hemisphere would be equal and opposite.

APPENDIX B

Depths of isopycnals in each model

B1. Upper ocean thickness in MITgcm

In Figure B1, we show the zonally averaged depth of the isopycnal chosen to define the upper

ocean. Thus, the deepest depth plotted in this figure is equivalent to the upper ocean thickness used
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throughout the paper. It is visible that the isopycnal chosen to define the upper ocean correlates to

around 1000m in the midlatitudes in the control simulation (panel a).

F)*. B1. The thickness of isopycnal layers over the last 50 years of simulation. The layers are plotted in

𝑊-space, by projecting the location of the isopycnal back to the appropriate depth using the cumulative sum of

the thickness of isopycnal layers above. Here, we plot only the isopycnal layers defined to make up the upper

ocean throughout the paper. Thus, the deepest depth of the plotted isopycnals is equivalent to the thickness of the

upper ocean (Equation (4)). (a): control experiment, (b): surface perturbation experiment, (c): deep perturbation

experiment.
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B2. 2.5-layer model sea level

The sea level in the 2.5-layer model can be found by solving for the height of the isopycnal

separating the active fluid from the abyssal layer (denoted 𝑋2) and then taking the sea level 𝑌 as 𝑌 =

𝑋2+𝑅2+𝑅1. Using that there is no pressure gradient in the abyss, we find that 𝑋2 =
↗𝑍1𝑅1↗𝑍2𝑅2

𝑍3
+𝑎 (𝑏),

where 𝑎 (𝑏) is chosen such that the global mean 𝑋2 relative to the bottom of the stacked fluid is

constant in time. We write 𝑋2 as 𝑋2 =< 𝑋2 > +𝑋→2 where < 𝑋2 > is prescribed as the global mean

height of the abyss (unchanged in time) and 𝑋
→
2 is deviations from this:

𝑋
→
2 =

↗𝑍1𝑅1 ↗ 𝑍2𝑅2
𝑍3

↗ ↗𝑍1𝑅1 ↗ 𝑍2𝑅2
𝑍3

. (B1)

F)*. B2. Isopycnal surfaces in simulations with an ocean initially at rest and 𝑁1 = 𝑁2 = 250m and 𝑂
→
1 = 𝑂

→
2.

(a): model sea level over time, calculated as 𝑋→2 + 𝑅1 + 𝑅2. This plot is comparable to the numerical result plotted

in Figure 3c, except the model sea level is plotted rather than the sum of the active layer thicknesses. (b): the

time-mean depth of 𝑋→2 from years 10 to 20 plotted against latitude. Thus, this plot can be used to understand the

di!erence in the model free surface compared to the upper ocean thickness focused on in the main text.
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We solve for the dynamic sea level using 𝑋
→
2 and the 𝑅1 and 𝑅2 quantities (Figure B2a). This

dynamic sea level is equivalent to the steric sea level.

In this paper, we found that the upper ocean transport results in faster propagation of the volume

anomalies to the opposite end of the basin (Northern Hemisphere) when inputting volume in the

top active layer, but the model sea level shows larger Northern Hemisphere sea level when inputting

volume into the bottom active layer. This is because the abyss is motionless and the 𝑋2 isopycnal

responds to the weight of the fluid above it. In a bottom-layer perturbation experiment, due to slower

propagation of the volume anomalies, more fluid stays in the input region, depressing 𝑋
→
2 more in

this location than in a top-layer perturbation experiment. This results in the isopcynal elsewhere

becoming more positive due to the requirement of a global mean of 0 (see Figure B2b). Thus,

this regional 𝑋→2 structure is due to the slower upper ocean transport in a bottom-layer perturbation

experiment than a top-layer perturbation experiment. The sum of the regional height of 𝑋→2 versus

the regional height of 𝑅1 + 𝑅2 nearly cancel out as evidenced by the very small values in Figure

B2a, but the response of 𝑋→2 is slightly more dominant. However, in a more realistic model, the

abyss may have its own dynamics, and the spatial structure of the 𝑋2 isopycnal would be set by

additional processes, unaccounted for in the 2.5-layer model, including mixing and both the upper

and abyssal ocean background state and transport.

Despite the small sea level signal in the 2.5-layer model that does not match the MITgcm sea

level, the upper ocean transport investigated in this model is relevant to the MITgcm sea level result

because the mechanism of di!ering speeds of baroclinic Rossby waves with depth is expected to

hold and contribute to sea level adjustment. In particular, we demonstrated that the upper ocean

thickness adjustment drives the faster adjustment of regional sea level with surface meltwater input

(compared to deep meltwater input) in MITgcm.

APPENDIX C

Rossby wave speeds associated with baroclinic modes

The 2.5-layer model has two baroclinic modes (e.g., Vandermeirsch et al. 2003). The potential

vorticity in each layer can be modified from the classic 2-layer equations to add the half-layer
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dynamics. They are as follows:

𝑐1 = 𝑑0 + 𝑒𝑀 +↘2
𝑓1 +𝑔1(𝑓2 ↗𝑓1) (C1)

𝑐2 = 𝑑0 + 𝑒𝑀 +↘2
𝑓2 +𝑔2(𝑓1 ↗𝑓2)↗𝑔3𝑓2 (C2)

where 𝑔1 = 𝑑
2

𝑂
→
1𝑁1

, 𝑔2 = 𝑑
2

𝑂
→
1𝑁2

, and 𝑔3 = 𝑑
2

𝑂
→
2𝑁2

. Here, we demonstrate the case of equal reduced

gravities and mean layer thicknesses, i.e., 𝑔1 = 𝑔2 = 𝑔3, which we denote as 𝑔.

We make the planar wave assumption (𝑓𝑆 = 𝑓̃𝑆𝑕
𝑆(𝑖𝑗+𝑘𝑀↗𝑙𝑏)) and set-up the time evolution partial

di!erential equations for 𝑐𝑆:

𝑙((𝑖2 + 𝑘2)↗𝑔 (𝑓̃2 ↗ 𝑓̃1)) + 𝑖𝑒𝑓̃1 = 0 (C3)

𝑙((𝑖2 + 𝑘2)↗𝑔 (𝑓̃1 ↗ 𝑓̃2) +𝑔𝑓̃2) + 𝑖𝑒𝑓̃2 = 0 (C4)

We solve an eigenvalue problem based on Equations (C3) and (C4) for ϑ such that 𝑙((𝑖2 + 𝑘2) +
ϑ)ω̃ + 𝑒𝑖ω̃ = 0 where ω̃ = [𝑓̃1, 𝑓̃2]. Here, ϑ is 𝑚

2
𝑛

, the inverse of the deformation radius, and

𝑙 = ↗ 𝑒𝑖

(𝑖2+𝑘2)+ϑ .

We find that 𝑚2
𝑛
= 1

𝑜
2
𝑀

= 3±
≃

5
2 𝑔. We choose the baroclinic modes such that 𝑜𝑛,1 > 𝑜𝑛,2 which

means 𝑚2
𝑛,1 =

𝑑
2

𝑂
→
𝑁

3↗
≃

5
2 and 𝑚

2
𝑛,2 =

𝑑
2

𝑂
→
𝑁

3+
≃

5
2 .

Thus, using that the long Rossby wave group velocity in the 𝑗 direction is 𝑝𝑗
𝑂
= 𝑒

𝑚
2
𝑀

, we find:

𝑝
𝑗

𝑂,1 =
𝑒𝑂

→
𝑁

𝑑
2

2
3↗

≃
5

=
𝑒𝑂

→
𝑁

𝑑
2

3+
≃

5
2

(C5)

𝑝
𝑗

𝑂,2 =
𝑒𝑂

→
𝑁

𝑑
2

2
3+

≃
5

=
𝑒𝑂

→
𝑁

𝑑
2

3↗
≃

5
2

(C6)

These long Rossby wave speeds are 𝐿1(𝑀) and 𝐿2(𝑀) presented in Section 3b.

APPENDIX D

More details on and extension to the theory
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D1. Theory where the heights and reduced gravities are not equal between layers

In Section 3b, we derived an analytic equation that governs transport o! the eastern boundary. We

assumed that 𝑂→1 = 𝑂
→
2 and 𝑁1 = 𝑁2 to simplify interpretation in text. Here, we show an equivalent

derivation without this assumption.

The system can be written as in Equation 8, but with

A =

𝑁1(𝑝1(𝑀) + 𝑝2(𝑀)) 𝑁1𝑝2(𝑀)

𝑁2𝑝2(𝑀) 𝑁2𝑝2(𝑀)


(D1)

where 𝑝𝑆 (𝑀) = 𝑒𝑂
→
𝑁

𝑑
2 . Dropping 𝑀 dependences of 𝑝𝑆 in the notation, the eigenvalues of the matrix are:

𝐿1(𝑀) =
𝑁2𝑝2 +𝑁1(𝑝1 + 𝑝2)

2
+ 𝑞

2
(D2)

𝐿2(𝑀) =
𝑁2𝑝2 +𝑁1(𝑝1 + 𝑝2)

2
↗ 𝑞

2
(D3)

where 𝑞 =
√
(↗𝑁2𝑝2 ↗𝑁1(𝑝1 + 𝑝2))2 ↗4𝑁1𝑁2𝑝1𝑝2. We diagonalize with 𝛚 = PAP↗1 and

P =
𝑁2𝑝2
𝑞


1 1

2 ↗
𝑁1 (𝑝1+𝑝2)

2𝑁2𝑝2
+ 𝑞

2𝑁2𝑝2

↗1 ↗1
2 +

𝑁1 (𝑝1+𝑝2)
2𝑁2𝑝2

+ 𝑞

2𝑁2𝑝2


(D4)

=
𝑁2𝑝2
𝑞


1 𝑔

↗1 𝑟


(D5)

with 𝑔 = 1
2 ↗

𝑁1 (𝑝1+𝑝2)
2𝑁2𝑝2

+ 𝑞

2𝑁2𝑝2
and 𝑟 = ↗1

2 +
𝑁1 (𝑝1+𝑝2)

2𝑁2𝑝2
+ 𝑞

2𝑁2𝑝2
. Using the same process as in Section

3b , we find

𝑅1(𝑗, 𝑀, 𝑏) =
𝑟𝑁2𝑝2

𝑞

𝑅1(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿1 (𝑀) ) +

𝑔𝑟𝑁2𝑝2
𝑞

𝑅2(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿1 (𝑀) )

+ 𝑔𝑁2𝑝2
𝑞

𝑅1(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿2 (𝑀) )↗

𝑔𝑟𝑁2𝑝2
𝑞

𝑅2(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿2 (𝑀) ) (D6)

𝑅2(𝑗, 𝑀, 𝑏) =
𝑁2𝑝2
𝑞

𝑅1(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿1 (𝑀) ) +

𝑔𝑁2𝑝2
𝑞

𝑅2(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿1 (𝑀) )

↗ 𝑁2𝑝2
𝑞

𝑅1(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿2 (𝑀) ) +

𝑟𝑁2𝑝2
𝑞

𝑅2(𝑗𝑕, 𝑏 ↗ 𝑜𝑂↗𝑗
𝐿2 (𝑀) ). (D7)

This equation is applied and tested in Section 4a.2.
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D2. Additional details to find the eastern boundary heights

In Section 3c, we derive how to find the eastern boundary height in terms of meridional fluxes at

the north and south ends of the domain. Here, we explicitly write out the steps between Equation

(16) and Equations (17) and (18).

We substitute Equation (16) into Equations (14) and (15):

↗ 𝑠

𝑠𝑀

𝑃1(𝑀, 𝑏) = 𝑁1𝑝2(𝑀) [𝑅1(𝑗𝑕, 𝑏)↗ 𝑅1(𝑗𝑡, 𝑀, 𝑏) + 𝑅2(𝑗𝑕, 𝑏)↗ 𝑅2(𝑗𝑡, 𝑀, 𝑏)]

+𝑁1𝑝1(𝑀) [𝑅1(𝑗𝑕, 𝑏)↗ 𝑅1(𝑗𝑡, 𝑀, 𝑏)] , (D8)

↗ 𝑠

𝑠𝑀

𝑃2(𝑀, 𝑏) = 𝑁2𝑝2(𝑀) [𝑅1(𝑗𝑕, 𝑏)↗ 𝑅1(𝑗𝑡, 𝑀, 𝑏) + 𝑅2(𝑗𝑕, 𝑏)↗ 𝑅2(𝑗𝑡, 𝑀, 𝑏)] , (D9)

to write a volume budget relating the meridional and zonal volume fluxes at each latitude. We

write a volume budget for the whole analytic domain by latitudinally integrating Equations (D8)

and (D9):

𝑅1(𝑗𝑕, 𝑏)
∫

𝑜𝑃

0
(𝑝1(𝑀) + 𝑝2(𝑀))𝑢𝑀 + 𝑅2(𝑗𝑕, 𝑏)

∫
𝑜𝑃

0
𝑝2(𝑀)𝑢𝑀 =∫

𝑜𝑃

0
(𝑝1(𝑀) + 𝑝2(𝑀))𝑅1(𝑗𝑡, 𝑀, 𝑏)𝑢𝑀 +

∫
𝑜𝑃

0
𝑝2(𝑀)𝑅2(𝑗𝑡, 𝑀, 𝑏)𝑢𝑀 +

𝑃𝑣,1(𝑏)
𝑁1

↗
𝑃
𝑤 ,1(𝑏)
𝑁1

, (D10)

𝑅1(𝑗𝑕, 𝑏)
∫

𝑜𝑃

0
𝑝2(𝑀)𝑢𝑀 + 𝑅2(𝑗𝑕, 𝑏)

∫
𝑜𝑃

0
𝑝2(𝑀)𝑢𝑀 =∫

𝑜𝑃

0
𝑝2(𝑀)𝑅1(𝑗𝑡, 𝑀, 𝑏)𝑢𝑀 +

∫
𝑜𝑃

0
𝑝2(𝑀)𝑅2(𝑗𝑡, 𝑀, 𝑏)𝑢𝑀 +

𝑃𝑣,2(𝑏)
𝑁2

↗ 𝑃𝑤 ,2(𝑏)
𝑁2

, (D11)

using 𝑃𝑣,𝑆 (𝑏) and 𝑃𝑤 ,𝑆 (𝑏) as defined in text. The equations that we solve iteratively for the eastern

boundary heights (Equation (17) and (18)) are rearrangements of the set of Equations (D10) and

(D11).
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