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BOUNDING CONJUGACY DEPTH FUNCTIONS FOR WREATH
PRODUCTS OF FINITELY GENERATED ABELIAN GROUPS

MICHAL FEROV AND MARK PENGITORE

ABSTRACT. In this article, we study the asymptotic behaviour of conjugacy separability
for wreath products of abelian groups. We fully characterise the asymptotic class in the
case of lamplighter groups and give exponential upper and lower bounds for generalised
lamplighter groups. In the case where the base group is infinite, we give superexponential
lower and upper bounds. We apply our results to obtain lower bounds for conjugacy depth
functions of various wreath products of groups where the acting group is not abelian.
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1. INTRODUCTION

Studying infinite, finitely generated groups through their finite quotients is a common
method in group theory. Groups in which one can distinguish elements using their finite
quotients are called residually finite. Formally speaking, a group G is said to be residually
finite if for every pair of distinct elements f,g € G there exists a finite group @) and a
surjective homomorphism 7: G — @ such that 7(f) # 7(g) in Q. Group properties of this
type are called separability properties and are usually defined by what types of subsets we
want to distinguish. In this article, we study conjugacy separability, meaning that we will
study groups in which one can distinguish conjugacy classes using finite quotients. To be
more specific, a group G is said to be conjugacy separable if for every pair of nonconjugate
elements f, g € G there exists a finite group @ and a surjective homomorphism 7: G = Q
such that 7(f) is not conjugate to m(g) in Q.

1.1. Motivation.

One of the original reasons for studying separability properties in groups is that they provide
an algebraic analogue to decision problems in finitely presented groups. To be more specific,
if § C G is a separable subset such that S is recursively enumerable and where one can
always effectively construct the image of .S under the canonical projection onto a finite
quotient of G, then one can then decide whether a word in the generators of G represents an
element belonging to S simply by checking finite quotients. Indeed, it was proved by Mal’tsev
[16], adapting the result of McKinsey [18] to the setting of finitely presented groups, that
the word problem is solvable for finitely presented, residually finite groups in the following
way. Given a finite presentation (X | R) and a word w € F(X) where F(X) is the free
group with the generating set X, one runs two algorithms in parallel. The first algorithm
enumerates all the products of conjugates of the relators and their inverses and checks
whether w appears on the list. On the other hand, the second algorithm enumerates all
finite quotients of G’ and checks whether the image of the element of G represented by w is
nontrivial. In other words, the first algorithm is looking for a witness of the triviality of
w whereas the second algorithm is looking for a witness of the nontriviality of w. Using
an analogous approach, Mostowski [20] showed that the conjugacy problem is solvable for
finitely presented, conjugacy separable groups. In a similar fashion, finitely presented, LERF
groups have solvable generalised word problem meaning that the membership problem is
uniformly solvable for every finitely generated subgroup. In general, algorithms that involve
enumerating finite quotients of an algebraic structure are sometimes called algorithms of
Mal’tsev-Mostowski type or McKinsey’s algorithms.

Given an algorithm, it is natural to ask how much computing power is necessary to
produce an answer. In the case of algorithms of Mal’tsev-Mostowski type, one can measure
their space complexity by the associated depth functions which we go into more detail.
Given a residually finite group G with a finite generating set .S, its residual finiteness depth
function RFg s: N — N quantifies how deep within the lattice of normal subgroups of finite
index of G' one needs to look to be able to decide whether or not a word of length at most n
represents a nontrivial element. In particular, if w is a word in .S of length at most n, then
either G has a finite quotient of size at most RF¢ g(n) in which the image of the element
represented by w is nontrivial, and if there is no finite quotient of size less than or equal
to RFg g(n) in which the image of w is nontrivial, then w must represent the trivial word.
In particular, we see that the the residual finiteness depth function of G with respect to
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the generating set .S fully determines the size of finite quotients that McKinsey’s algorithm
needs to generate in order to give produce an answer. Since every finite group can be fully
described by its Cayley table, we see that the space complexity of the word problem of G
with respect to the generating set S can be bounded from above by (RF¢ s(n))?. Moreover,
the notion of depth function can be generalised to different separability properties. In this
note, we study conjugacy separability depth functions which denote as Conj¢; g(n) which is
a function that measures how deep within the lattice of normal subgroups of finite index one
needs to go in order to be able to distinguish distinct conjugacy classes of elements of word
length at most n with respect to the finite generating subset S. Just like in computational
complexity, we study these functions up to asymptotic equivalence. See subsection 2.1 for
the precise definitions of depth functions and the corresponding asymptotic notions.

1.2. Statement of the results.

Not much is known about the asymptotic behaviour of the function Conj¢; g(n) for different
classes of groups. The first result of this kind was by Lawton, Louder, and McReynolds
[14] who showed that if G is a nonabelian free group or the fundamental group of a closed
oriented surface of genus g > 2, then Conjs(n) < n". For the class of finitely generated
nilpotent groups, the second named author and Deré [7] showed that if G is a finite extension
of a finitely generated abelian group, then Conjg(n) < (log(n))? for some natural number d,
and when G is a finite extension of a finitely generated nilpotent group that is not virtually
abelian, then there exist natural numbers d; and dg such that n9 < Conj(n) < n. Finally,
in [10], the authors of this note gave upper bounds for Conj4,z(n) of wreath products of
conjugacy separable groups A and B which generalises Remeslennikov’s classification of
conjugacy separable wreath products [21]. However, when applied directly to wreath products
of abelian groups, the formulas given in [10] produce rather coarse upper bounds. Applying
[10, Theorem C] to the lamplighter group F3?Z, one can then demonstrate that its conjugacy

2
depth function can be bounded from above by the function 2*" . Similarly, applying [10,
Theorem C] to the group Z ! Z one can show that the conjugacy depth function is bounded

from above by n"nZ. In this note, we only focus on conjugacy depth functions of wreath
products of finitely generated abelian groups. This restriction allows us to use more effective
methods to obtain much better upper bounds than those presented in [10]. Additionally,
we are able to use methods from commutative algebra to produce lower bounds and in the
case of the lamplighter group, we fully determine the asymptotic equivalence class of its
conjugacy depth function.

Before stating our main results, we introduce some notation. Letting f, g: N — N be non-
decreasing functions, we write f < g if there is a constant C' € N such that f(n) < Cg(Cn)
foralln e N. If f < g and g < f, we then write f ~ g.

This first theorem addresses the asymptotic behavior of conjugacy separability of wreath
products of the form A B where A is a finite abelian group and B is an infinite, finitely
generated abelian group. For the statements of our theorem, we say the torsion free rank
of a finitely generated abelian group A is the largest such natural number %k such that
A = 7F @ Tor(A) where Tor(A) is the subgroup of finite order elements of A.

Theorem 1.1. Let A be a finite abelian group, and suppose that B is an infinite finitely
generated abelian group. If the torsion free rank of B is 1, then

COI’IjAZB(n) ~ 2n
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If the torsion free rank of B is k > 2, then
2" < Conjy,g(n) = o™

As a corollary, we are able to compute the precise asymptotic behaviour of conjugacy
separability for lamplighter groups.

Corollary 1.2. Let F, be the finite field with q elements. Then
COHquzz(n) ~ 2™,

This next theorem addresses the asymptotic behavior of conjugacy separability of A! B
when A and B are both infinite, finitely generated abelian groups.

Theorem 1.3. Let A be an infinite, finitely generated abelian group, and suppose that B is
an infinite finitely generated abelian group. If B has torsion free rank 1, then

(log(n))" < Conj () = (log(n))"".
If B has torsion free rank k > 1, then
(log(n))" = Conj 45(n) =X (log(n))"

By combining Theorem 1.1 and Theorem 1.3, the following corollary gives the best
known result for asymptotic behaviour of conjugacy separability of wreath products of
finitely generated abelian groups with an infinite acting group.

2k+2

Corollary 1.4. Let A be a finitely generated abelian group, and suppose that B is an infinite,
finitely generated abelian group.
Suppose that A is a finitely generated abelian group. If B has torsion free rank 1, then

n : TLQ
(log(n))" = Conj 4,5(n) < (log(n))" .
If B has torsion free rank k > 1, then
(log(n))™ = Conj 45(n) = (log(n))"
Suppose that A is finite. If B has torsion free rank 1, then

2k+2

Conj y5(n) ~ 2"
If B has torsion free rank k > 1, then
2" < Conjy,g(n) = o

This last theorem applies Theorem 1.1 and Theorem 1.3 to provide exponential lower
bounds for conjugacy separable wreath products A{ B where Z < Z(B) or where B has an
infinite cyclic subgroup as a retract.

Theorem 1.5. Let A be a nontrivial finitely generated abelian group, and suppose that G is
a conjugacy separable finitely generated group with separable cyclic subgroups that contains
an infinite cyclic group as a retract or satisfies Z < Z(B). If A is finite, then

2" < Conj 4,5(n).

Otherwise,
(log(n))"™ = Conjg,g(n).
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1.3. Outline of the paper.

In Section 2, we recall standard mathematical notions and concepts that will be used
throughout the paper. In particular, in subsection 2.1, we recall the notions of word length,
depth functions and associated asymptotic notions. In subsection 2.2, we recall the basic
terminology of wreath products of groups. Finally, in subsection 2.3, we recall the notion of
Laurent polynomial rings and show that groups of the form R Z, were R is a commutative
ring, can be realised as R[z,r~!] x Z where R[r,z7!] is the ring of Laurent polynomials
over the R and Z acts on R[z, '] via multiplication by x. We finish this section by giving
a criterion for conjugacy for such groups purely in terms of commutative algebra.

In Section 3 we use methods from commutative algebra to produce lower bounds for
the conjugacy depth functions by constructing infinite sequences of pairs of non-conjugate
elements that require quotients that are at least exponentially large in the word lengths of
the nonconjugate pair of elements in order to remain non-conjugate.

In Section 4, we use combinatorial methods together with the conjugacy criterion for
wreath products of abelian groups to construct upper bounds for wreath products of abelian
groups.

Finally, in Section 5 we combine the lower bounds obtained in Section 3 together with
the upper bounds constructed in Section 4 to prove Theorem 1.5. We then proceed to apply
our methods to give lower bounds on the conjugacy depth function for wreath products
where the acting group may not necessarily be abelian.

2. PRELIMINARIES

We denote F), as the finite field of p elements where p is prime. We denote Sym(n) as the
symmetric group on n letters. For z,y € G, we write x ~¢g y if there exists an element z € G
such that zzz~! = y and suppress the subscript when the group G is clear from context.
Whenever the given group is abelian, we will use additive notation.

We say that a subgroup H < G is conjugacy embedded in G if for every f,g € H we
have that f ~p g if and only if f ~g ¢. Following the definition, one can easily check that
the relation of being conjugacy embedded is transitive. That means if A < B < C' such that
A is conjugacy embedded in B and B is conjugacy embedded in C, then A is conjugacy
embedded in C.

Given a group G, we say that a subgroup R < G is a retract of G if there exists a
surjective homomorphism p: G — R such that p [p= idg. The following remark is a natural
consequence of the definition of being a retract.

Remark 2.1. Let G be a group, and let R < G be a subgroup. If R is a retract of G, then
R is conjugacy embedded in G

The next lemma allows us to reduce the study of conjugacy in a semidirect product of
abelian groups A x B to conjugacy in A x (B/K) where K is the kernel of the action of B
on A. Since wreath products are a special type of a semidirect product, this lemma will
be useful throughout the article. Finally, in this lemma, we will be using additive notation,
with B acting on A by multiplication, i.e. for by,by € B and a € A we write

bl‘bg‘alz(b1+b2)'a1,
O-a=a
bl-(—a) :—(bl-a):—bl-a.
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In particular, for ai,as € A and by, by € B, we write
(a1,b1)(az,b2) = (a1 + by - ag, b1 + b2),
(a1,b1)(az,b2) = (a1 + by - ag, by + b2),
(a1,b1) 7" = (=(=b1) - a1, =b1) = ((=b1)(—a1), —b1)

Lemma 2.2. Suppose that A and B are finitely generated abelian groups, and suppose that
a1,a2 € A and b € B. Then

(a1,b) ~axp (az2,b) if and only if (a1,b) ~ Ax(B/K) (az,b),
where K is the kernel of the action of B on A.
Proof. For this proof, we denote the action of b € B on a € A as b-a. We note that
if (a1,b) ~axp (az,b), then clearly (a1,b) ~a.(B/K) (a2,b). Thus, we may assume that
(a1,b) ~ Ax(B/K) (a2,b). Suppose that there exists (z,y) € A x B and k € K such that

(z,y)(a1,b)(z,y)~" = (0,k)(az,b).
Thus, we have
(z,y)(ar1,0)(z,y) " =
(o any +0)(~y) - (~2), -
(+y-a1+(y+b) - (—y)- (—2),y+b—y
@ty a+y+db—y) (-z),y+b—y
(r+y-ar—b-x,b

I
~ T~~~
Q
N .
o
_l_
=
S~—

y)
)
)
)

Hence, we must have that k = 0. Therefore, we have (z,y)(a1,b)(z,y)™! = (az2,b) giving

our claim. ]

Given an abelian group B, we will use Tor(B) to denote
Tor(B) = {be B:b™ =1 for some m € Z}.

When B is a finitely generated, it it easy to see that Tor(B) is a characteristic subgroup
which provides a splitting
B = 7F @ Tor(B)

for some k£ € N. We say that k is the torsion-free rank of B. By fixing a splitting, we
define 7: B — Tor(B) and ¢: B — ZF as the associated retractions. Then every element
b € B can be uniquely expressed as b = 7(b) + ¢(b). We say that 7(b) is the torsion part
of b and ¢(b) is the torsion-free part of b. Whenever we say the torsion part or torsion-free
part of an element of B, we are saying that with respect to some fixed splitting of the above
form.

To ease notation, we will view direct sums of groups over some indexing set as finitely
supported functions on the indexing set with range in the index groups. More precisely, if

=4
i€l
is a direct sum of copies of a group A indexed by a set I, then for f € G we will write f(7)
to denote the i-th coordinate of f. In particular, elements in G correspond to functions
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f:Z — A where f(i) =1 for all but finitely many elements in Z. The support of f which
is the set of elements on which f is not trivial will be denoted as

supp(f) = {i € I'| f(i) # 1}.
The range of f will be denoted as

mg(f) = {f(@) | i€ I}.

2.1. Asymptotic notions and depth functions.
Let G be a finitely generated group equipped with a finite generating subset S. We define
the word length of an element g € G with respect to S as

lglls = min{lw| | w € F(S) and w =¢ g}.

where |w| denotes the word length of w in F'(S). We use B g(n) to denote the ball of radius
n centered around the identity with respect to the finite generating subset S. When the
finite generating subset is clear from context, we will instead write Bg(n).

The conjugacy separability depth function of G is defined in the following way.
Let f,g € G be a pair of elements such that f ¢ ¢g. The conjugacy depth of the pair
(f,9), denoted CD¢(f,g), is given by

CD¢(f,9) = min{|G/N||N <y; G and fN gy gN}

with the understanding that CD¢g(f, g) = oo if no such finite quotient exits. Similar to the
definition of residual finiteness, we say that G is conjugacy separable if CDg(g,h) < 0o
for all f,h € G such that f ~g g. Given a finite generating subset S C G for a conjugacy
separable group G, the conjugacy separability depth function Conj;g¢: N — N is
defined as

Conjg s(n) = max{CDa(f,9) | /.9 € Bg,s(n) and f ¢ g}

We note that Conjg ¢(n) depends on the choice of the finite generating subset S.
However, one can easily check that the asymptotic behaviour does not. It is well known
that a change of a finite generating subset is a quasi-isometry. In particular, if 51,5, C G
are two finite generating subsets of a group G, then | - ||s, = || - ||s,- The same holds for
depth functions. For non-decreasing functions f,g: N — N, we write f < ¢ if there is a
constant C' € N such that f(n) < Cg(Cn) for all n € N, and if f < g and g < f, we then
write f ~ g. When G is conjugacy separable, we have Conjg g, (n) ~ Conjg g,(n); see [14]
for more details. As we are only interested in the asymptotic behaviour of the above defined
functions, we will suppress the choice of generating subset whenever we reference the depth
functions or the word-length.

Let G be a conjugacy separable group with a finitely generated conjugacy embedded
subgroup R. We now relate the conjugacy depth of a pair of nonconjugate elements r1,79 € R
as elements of R with the conjugacy depth of rq, 79 as elements of G.

Lemma 2.3. Let G be a finitely generated conjugacy separable group with a finitely generated
conjugacy embedded subgroup R < G. Then for r1,ro € R where r1 =g 12, we have

CDR(Tl, 7"2) < CDg(Tl, TQ).



2:8 M. FEROV AND M. PENTIGORE Vol. 15:1

Proof. Suppose that r; < g ry for 1,72 € R. Since R is conjugacy embedded into G, we have
that rq ~g ro. hus, we will show that CDg(r1,r2) < CDg(r1,r2). Suppose that Ng d¢; G
realises CDg(r1,72). Since ¢|r: R — ¢(R) < G/Ng, we see that ¢|r(r1) = ¢|r(r2). Hence,
we have

CDg(r1,72) < |p(R)| < |G/Ng| = CDg(r1,12). U

We conclude this subsection with the following lemma which relates Conjg(n) with
Conjp(n) where R is a retract of a finitely generated conjugacy separable group G.

Lemma 2.4. Suppose that G is a finitely generated conjugacy separable group with a finitely
generated subgroup R < G such that R is a retract. Then R is conjugacy separable and
conjugacy embedded into G. Moreover, we have

Conjr(n) < Conjs(n).

Proof. Let p: G — R be the corresponding retraction. We start by showing there is a
finite generating set X C G such that X = XpUXk, R = (Xg), and (Xg) N R = {1}.
Suppose that G = (X'), where X = {x1,...,2p}. We set Xr = {p(z1),...,p(xm)}
and X = {p(x1)1z1,...,p(xy) tay}. It is straightforward to see that R = (Xg) and
(Xk) <ker(p), so (Xk) N R ={1}. We also have ||r|x, = ||r||x for every r € R.

Now suppose that 71,72 € Br(n) satisfy r1 % ry. Following the previous paragraph
together with remark 2.1, we see that r1,72 € Bg(n) and that 71 g ro. By Lemma 2.3, we
see that

CDR(Tl,’Fg) < CDg(T‘l,’r’g).
We note that this inequality holds for all 71,72 € R where r; =g 9, and since Bgr(n) C Bg(n),
it follows that

Conjg(n) < Conjg(n). [

2.2. Wreath products.
For groups A and B, we denote the restricted wreath product of A and B, written as A B,

by
A1B = <@A> x B.

beB
where B acts on @,z A via left multiplication on the coordinates. An element f € @,z A
is understood as a function f: B — A such that f(b) # 1 for only finitely many b € B. With
a slight abuse of notation, we will use A? to denote @rcp A The action of B on AB is
then realised as b - f(z) = f(bx).
Following the given notation, if H < A and K < B, we will use H¥ to denote the subset

H" = {f € AP | supp(f) C K and mg(f) C H}.
Keeping this notation in mind, the wreath product H ! K can then be naturally identified
with the subgroup HX x K < A1 B.

Lemma 2.5. Let A, B be finitely generated abelian groups, and suppose that R4 < A and
Rp < B are retracts. Then the group R = R4l Rp is a retract of G = A B. In particular,
R is conjugacy embedded in G and Conjr(n) < Conjg(n).



Vol. 15:1 BOUNDING CONJUGACY DEPTH FUNCTIONS FOR WREATH PRODUCTS 2:9

Proof. Let pa: A — Ra and pp: B — Rp be the associated retraction maps. We define a
map p: AlB — RalRp in a following way: given f € AB b € B we set p((f,b)) = p(f)ps(b)
where p(f) is a function in RﬁB defined as

p(HaRp)=pa| [] fW

yexzRy

We see that p is a surjective homomorphism and p|r = idg, and thus, it follows that R is a
retract of A B. We finish by noting that Remark 2.1 implies R is conjugacy embedded in
A B. []

Suppose that b € B and f € AP is a function with a finite support. We say that f is
minimal with respect to b if all elements of supp(f) lie in distinct cosets of (b) in B. We
will say that an element fb € A B is reduced if f is minimal with respect to b.

The following lemma is a special case of [10, Lemma 5.13].

Lemma 2.6. Let A, B be finitely generated groups, and suppose thatb € B and f: B — A
are given such that fb € Bap(n). Then there exists a constant C' independent of b and f
and f' € AB such that the following hold:

(1) f'b~ fb

(2) f'b is reduced

(3) (18]l < CI[fbll-

The following statement and its proof which provides a conjugacy criterion for wreath
products of abelian groups follows from [10, Lemma 5.14].

Lemma 2.7. Let A, B be abelian groups, and let G = Al B be their wreath product. Let
fi, f2 € AB, by,by € B be such that the elements fibi and fabs are reduced. Then

fibi ~G foba  if and only if by =by and  fib € (fob)P.

In particular, there exists an element c € B such that

csupp(f1) =supp(fe) and fi(cx) = fox)
for all x € B.

One interpretation of Lemma 2.7 is that by ensuring that we are only working with
reduced elements of A1 B, we only need to worry about them being conjugate by an element
from B.

Let A be a finite abelian group and let B be a finitely generated abelian group of torsion
free rank at least 1. This next lemma allows to reduce the study of asymptotic lower bounds
for conjugacy separability of groups of the form A B to that of groups of the form F, ! Z.

Lemma 2.8. Let A be a finite abelian group where p | |A|, and let B be an infinite, finitely
generated abelian group. The group I,V Z is conjugacy embedded in the group Al B and

Conjg,z(n) = Conj45(n).
Proof. Since Z is a retract of B, we have that A!7Z is a retract of A! B. We then have by
Lemma 2.4 that Conj4,7(n) < Conj4,z(n). Thus, we may assume that B = Z.
We now demonstrate that F,,1Z is conjugacy embedded into A1Z. Suppose that Z = (b) .

Let f1, fo: Z — A be given such that f1b%, f2b°2 € Fj 1 Z satisfy f1b°! ~az a'2b%2 where
51,82 € Z. Moreover, we may assume are both reduced. We claim that f10°! ~p 7 f2b™.
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Since f1b°' ~ 47 f2b%2, we must have b°' ~z b%2, and given that Z is abelian, we then have
s = 51 = s9. By Lemma 2.7, we have there exists a b’ such that b’ - supp(/f1) = supp(f2) and
f1(b'z) = fao(z). However, that is equivalent to f1b°% and fob® being conjugate in Fj 1 Z as
desired.

For the second part of the statement, we first show that F,!Z can be realised as an
undistorted subgroup of A B. If Z/p*Z = (a), we then see that Z/pZ = (a* ). Letting
Xp. = {a,a? "B} C Lpe and X, = {a?" " b} C L, it then follows that L, = (X, ) and
Ly = (Xp). One can easily check that for any x € Ly, that ||z[|x, = [[z]/x ., and subsequently,
Br, x,(n) € BL x,.(n).

Now suppose that x,y € Br,z(n) are not conjugate. We then have that f,g € Baz(n),
and since [F), 1 Z is conjugacy embedded into A B, Lemma 2.3 implies

CDpiz(w,y) < CD (@, ).

As a consequence of the above inequality, and the previous paragraph, we see that
Conjg,z(n) = Conjgz(n). [

The next lemma, which is a direct consequence of [6, Theorem 3.4], relates the size of
the support of its function part and the size of the elements in the range of the function
with the word length of an element. We omit the proof in order to avoid having to introduce
more technical notation, we encourage a curious reader to inspect [6, Theorem 3.4] and
prove check that the statement indeed holds.

Lemma 2.9. Let A, B be finitely generated groups and let G = Al B be their wreath product.
Then there exists a constant C > 0 such that if g = fb where f € A® and b € B, then

(i) supp(f) € Bp(Cllgl).
(i) rng(f) € Ba(Cllgl).
(iii) b € Bp(Cllg]])-

Given a wreath product A? B with a surjective homomorphism m: B — B, we denote
7: Al B — A B as the canonical extension of 7 to all of A? B given by

T(f)OK) =) f(b+k),
keK
where K = ker(m). Note that since the group A is abelian and the function f € AB s
finitely supported, the above sum is well defined. Similarly, if 7: A — A is a surjective
homomorphism, we let 7: A! B — A B as the natural extension of 7 to all of A B.

2.3. Wreath products and Laurent polynomial rings.

Much of the following discussion, which includes undefined notation and terms, can be
found in [2, 8, 13]. Given a commutative ring R, we will write R[z]| to denote the ring of
polynomials in the variable  with coefficients in R, and we will use R[x,z~!] to denote the
ring of Laurent polynomials over R.

We first note that R[x, z7!] is the localisation of the ring R[x] on the set S = {z™|m € N}.
We then have that the ideals of R[z,x~!] are in one-to-one correspondence with ideals of
Rx] that don’t intersect the set S. In particular, for any ideal Z C R[x] where ZN S = 0,
we have that R[z,271]/(S7'Z) = S~}(R[z]/Z). We finish by observing that the maximal
ideals of R[z, '] can be written as Z = (f) where f is an irreducible polynomial not in S.
If k = deg(f), then |R[z,»']/Z| = |R|*.
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We now focus on the following representation of R Z as a semidirect product of the
ring R[z,27!] and Z. First, let us define a function P: R” — R[x,x!] given by

P(f)y=>_ f(m)z™.
meZ

One can easily check in the context of finitely supported functions that P is a bijection and
for any r € R, f, g € R%, and m € Z that the following holds:
() P(rf) = rP(f).
(i) P(f+g) = P(f)+ P(g),
(iii) P(m- f) = a™P(f).

We will use these three equalities without mention.

Lemma 2.10. Let R be either the ring Z or I, where p is prime. The group R Z is
isomorphic to Rlx,x71] x Z where R[z,x~Y] is ring of Laurent polynomials with addition
and for t € Z, we have t - f(x) = z' f(z).

Proof. Let ¢: R17Z — R[z,x~!] x Z be the map given by ¢ (fm) = (P(f),m). It is then
easy to see that this map is an isomorphism. []

The following lemma allows us to understand finite quotients of R!Z in terms of the
cofinite ideals of R[x,z~!]. For the following lemma, we identify R[x,z~!] with the normal
subgroup of R Z given by elements of the form (P,0) where P € R[z,z7!].

Lemma 2.11. Let R be either the ring 7 or F, where I, be the field with p elements. Let
N < R1Z. Then N N Rlz,x~ Y is an ideal in Rlz,x~']. In particular, if N <;; R1Z, then
N N R[z,x71] is a cofinite ideal of R[z,x1].
Proof. Let M = N N R[x,z~!]. We note for (P,0) € M that
(07 m) (P7 0) (07 _m) = (me’ 0) eM

since M is normal. In particular, we have that M is closed under multiplication by ™ in
Rz, 2~ for all m € Z. Additionally, for (Py,0), (P2,0) € M we have that

(Plao)(PQaO) = (Pl + P270)'
That implies M is closed under addition. Since multiplying P by r is the same as adding r
copies of P and given that M is a subgroup of R[x,z~!] with addition as its group operation,

we must have that (rP,0) € M. Thus, for (P,0) € M and a general element ), a,x™ of
R[z,x71], we may write
P Z amx™ = Z amr™ P € M.
meZ meZ

Thus, M is an ideal in R[z, z~!]. Moreover, the second part of the statement immediately
follows. []

The following lemma gives the explicit expression for the conjugacy class of an arbitrary
element of R Z.

Lemma 2.12. Let R be either the ring 7 or F), where I, is the field with p elements. For
(P,m) € R1Z, its conjugacy class is given by

{((:ﬂP—F (™ —1) Q,m) ‘f €Z,Qe R[x’x—l]}'
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Proof. Let Q € Rz, '] and ¢ € Z be arbitrary. We then write
(QO(Pm)(Q.07" = (Q+a'Pt+m) (~a7'Q,~)
_ (Q + 2P — 20 ¢+ m — 5)
= (Q+a'P—amQ,m)

= (a:ZP +(1-2")Q, m) .
Since () was arbitrary, we may replace it by —@ allowing us to write

Q OPm)(@Q.07" = (P + (" = 1)Q.m) .

From here, our statement is clear. O]

3. LOWER BOUNDS

In this section, we construct asymptotic lower bounds for conjugacy separability for the
groups F, 1 Z and Z Z. which we divide into two subsections. The first subsection goes
over the lower bounds for Conjmpzz(n). The second subsection constructs lower bounds for

Conjgyz(n).

3.1. Lower bounds for Conj,,z(n) where A is a finite abelian group.

In this section, we provide asymptotic lower bounds for Conj 4,5(n) when A is a finite abelian
group and B is an infinite, finitely generated abelian group by finding asymptotic bounds
for Conjg, 7 (n) .

Proposition 3.1. Let A be a finite abelian group and B be an infinite, finitely generated
abelian group. Then 2" < Conj 4,5(n).

Proof. By Lemma 2.8, we may assume that A = I, for some prime and that B = Z. We
need to find an infinite sequence of pairs of elements { f;, g;}5°; such that
(i) Tim; 00 max {[| fil, [[g:]l} = oo,
(ii) fi = gi,
(iii) pCmax{llfillllg:ll} < CDr,z( fi, 9i),
where C > 0 is some constant.
Let {g;}:2, be an enumeration of the set of primes greater than p such that p is a
primitive root mod g;. In this case, it is well known that ¢, (z) = g’;ll x' is an irreducible
polynomial over F,. Let

fi=@¥%—-1,¢;) and ¢gi=(x—14+2%—-1,¢q).

Let us consider the quotient Fp[x, 271/ (¢y; () % (Z/q:Z)) with the associated projection
map ;. We then see that

B[z, 271/ (g, (2)) > (Z/4iZ)| = qip®™"
and that
mi(fi) = (0,0) and  mi(g;) = (z —1,0) # (0,0).
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It follows that 7 (f;) = m(g;). Subsequently, we see that f; and g; are not conjugate in F,? Z
and that CDg,z(f;, 9:) < qip® "

To finish, we will demonstrate that p% < CDr,z(fi, g;) for all 4. In other words, we
need to show that if N <y; F,1Z is given such that [(IF,?Z)/N| < p%, then f; ~ g; mod N.
Suppose that such a normal finite index subgroup N is given. We note by Lemma 2.11 that
JIN = N NFpy[z,z71] is an ideal in Fpz,z71]. In particular, Sy x N NZ < N is a normal
subgroup in I, ! Z such that if f; ~ g; mod Jy x N NZ, then f; ~ g; mod N. Thus,for the
purpose of the proof, we may assume that N = J x tZ for some t € N. If Ty =TF,[z, r 1,
then (F,!Z)/N is a finite abelian group. In particular, we have that F,[z, 77 !] < ker(ry),
and thus, 7n(f;) = mn(gi). Hence, we may assume that Jy is a proper ideal in F,[z,z~!].
Moreover, we have that |F,[z, 271/ JIn| < p%.

Since F[z, 27 !] is a localisation of a principal ideal domain, it is also a principal ideal
domain. Therefore, there exists a polynomial P € Fy[z| such that Jy = (P). Thus, we note
that one of the following cases must hold:

x¥ —1,
sz)qz‘a
x—1,
1

ged(z? —1,P) =

Let us first note that Fy[z, 27 ']/(P) < (Fplz, 2! x Z) /N. We see that we may ignore
the first two cases, as in both we have that p% < [F,Z/N]|.
For the third case, we have that x — 1 € Jy. Therefore, we have

an(fi) = (2% —1 mod Jn,q; mod t)
((z — 1)¢pg, () mod Jn,q; mod t)
= (0,¢; mod t).
Similarly, we have
wn(g) = (x—14 (z — 1)y, (x) mod J,q; mod t)
= (0,¢; mod t).

Hence, nn(fi) = mn(9i)-
For the last case, we may assume that ged(z% — 1, P) = 1. Let us recall that, following
Lemma 2.12, we can write the conjugacy class of f; as

{(@"(z% — 1)+ (2% — 1)\, q;) | n € Z, A € Fplz, 27 "]} .
In order for f; ~ g; mod N, we need to have
r—1+z% —1¢€{z"(@% 1)+ (x% — )\ |n € Z,\ € Fy[z, 2]} mod (P).
The above is equivalent to
r—1e{"+X-1)(2% —-1)|n€Z e F,[z, 2~} mod (P).
Using basic algebra, we see that the above is equivalent to
z—1¢e{\z?% —1) |\ € Fplz, 2]} mod (P).

Thus, we have that f; ~ ¢g; mod N if and only if x — 1 € (z% — 1) mod (P).
Since ged(z% — 1, P) = 1, there exist polynomials o, 8 € Fp[X] such that

(z¥% — Do+ PB=1.
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By multiplying through by z — 1, we may write

z—1=(z—-1)(z% - 1)a+ (z—1)PS.
Reducing mod (P), we have

r—1=(z—1)a(z?% —1) mod (P).
We see that f; ~ g; mod N, and therefore,
p% < CDr,iz(fi, 9:) < @ip® "
From the construction of the elements f;, g;, it can be easily seen that there is a constant

C’ such that

g < |Ifill <C'qi and ¢; < |lgill < ;.
There, we have that p" < Conjg,,z(C'n). Hence, we may write

2" = ConjszZ(”)

since 2" ~ p". L]

3.2. Lower bounds for Conj,,z(n) when A and B are infinite.

In this subsection, we provide asymptotic lower bounds for Conj,z(n) where A and B
are infinite, finitely generated abelian groups. We start with the group Z!Z as seen in
Proposition 3.3. Before we start, we have the following lemma.

Lemma 3.2. Let m,n € N and d € Z. Then
(2™ — 1) = (229 _ 1) mod (2™ —1,d).
Proof. We note that m = £ ged(m,n) for some integer ¢. Therefore,
2" = plecdmn) = 1 mod (ngd(m’”) —1).
Hence, z&°(mn) — 1| 2™ — 1, and thus,
(2™ — 1) C (25" — 1) mod (2" — 1,d).

For the other inclusion, we note that there exist integers ¢, s such that ged(m,n) =
tm + sn. Hence, we may write

('™ —1)(25" — 1) = gtmtsn _gtm _gsn 4] mod (z" —1,d)
geed(mn) _ gpsn (z'™ —1) mod (z" —1,d)
= geedmn) 1 (' —1)  mod (2" — 1,d).
Since (z'™ — 1)(z*" — 1) € (2™ — 1,d), we have
28d0mn) 1 = gt _ 1 mod (2" — 1,d).

Hence,
(2™ — 1) = (254" — 1) mod (2" — 1,d). [

We now come to the last proposition of this section.

Proposition 3.3. Let A and B be infinite, finitely generated abelian groups. Then
(logn)™ = Conj 4,5(n).
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Proof. Let us first note that we may choose splittings of A and B as direct sums A ~
7F @ Tor(B) and B ~ Z¢ @ Tor(B). Since we assumed that both A, B are infinite, we see
that d,k > 0. In particular, A contains an element a of an infinite order such that (a) is
an retract of A and B contains an element b of an infinite order such that (b) is an retract
of B. By Lemma 2.5 we see that the subgroup Z!Z =~ (a) ¢ (b) is a retract of A B and
Conjz,7(n) < Conjy,p(n). Hence, we may assume that A B = Z 1 Z.

We need to find an infinite sequence of pairs of nonconjugate elements { f;, g;} such that
log(Cmax{| fill, lgs|| }) el i} < CDyyz(f;, g5) for some C > 0. For ease of writing,
we denote

N7~ T,z | % Z
where Z acts by multiplication on Z[z,z71] by .

Let {g;} be an enumeration of the primes, and let a(i) = lem(1,---,¢; — 1). Finally, let

k; be the smallest integer such that a(i) < 2¥. We define the elements f;,g; € Z17Z as

fi=(a()(@®" —1),2%)  and g = (a(i)(@® —1+22 —1),2M).

To see that f; is not conjugate to g;, we set € be the ideal in Z[x, z~!] given by (2ki,x2ki —1),
and let H =¥ x ¢;Z <Z1Z. We see that [(Z1Z)/H| = 2kiqi2ki and that

mu(f) = (0,0) and TrH(gi):(a(i)(kai_l—l),O)#(O,O)

where mp: Z1Z — (Z17Z)/H is the natural projection. Therefore, f; # g; in ZZ.

Now suppose that N < Z1Z is a finite index subgroup where |(Z1Z)/N| < ¢2"". We
will show that f;N ~ ¢;N in (Z17Z)/N.

We note by Lemma 2.11 that Jy = N N Z[x, 2z~ '] is an ideal in Z[z,x~!]. In particular,
J % (N NZ)is a normal subgroup in Z!Z. Similarly, N NZ = bZ for some b € Z. Therefore,
we denote N/ = Jn x bZ. Thus, it follows that N’ is a finite index normal subgroup of Z7Z
where N’ < N. In particular, if f;N ot ¢;N in (Z1Z)/N, then f;N' # ¢;N' in (Z1Z)/N’.
Therefore, we may assume that (Z17Z)/N takes the form (Z[z,27/J) x (Z/bZ) where J
is a cofinite ideal and b is an integer.

Following Lemma 2.2, we see that f;N” ~ g;N" for N = J x (bZ + K) where K <7
is the preimage under the projection modulo b of the kernel of the action of Z/bZ on
Zlx,v71]/Jn. Letting by > 0 be such that byZ = bZ + K, we note that N” is a finite index
normal subgroup where

(Z21Z)/N" = (Z[z,27 | x Z) /(TN % bZ) ~ (Z[z,27 ]/ Tn) x (Z/bL).
Therefore, by the above discussion, we may assume that
(Z2Z)/N = (Zlz, 2~/ T) » (/L)

where Z/bZ acts faithfully on Z[z, 27 1]/7.
We now show we may assume that Z/bZ acts freely on Z[z,x~1]/J. Suppose that there
are polynomials p(z), \(z) € Z[z,x71]/J such that

z"p(x) + In = 2" Nx) + TN
for some 0 < m < b. Since £ is a unit, we may cancel and write
p(z) + In = Az) + IN

which gives our claim.
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Let ¢ be the multiplicative order of x + J in Z[z,x~!]/J. We claim that £ = b. By
definition, we have that b is the smallest integer such that

ap(x) + T = p(x) + T
for all p(z) € Z[x,271]. In particular, we have that 2°- 1 =1 mod J. Thus, we have that
¢|b. If £ < b, we then have that #‘p(z) = p(z) mod J for all p(x) € Z[x,x~']. However,
that implies Z/bZ doesn’t act faithfully on Z[z,x~!]/J which is a contradiction. Therefore,
we have that ¢ = b.

Since Z/bZ acts freely and transitively on the set of powers of x mod J in Z[z,x71]/J,
we have that |Z[z,271]/J| = d® where d is the characteristic of the finite ring Z[z, z7']/ Ty
We note that the ideal (d, z® —1) is contained in the ideal J and that |Z[z,2~']/(d, 2 —1)| =
d®. Tt follows that J = (d,z® — 1).

If d < ¢;, then d | a(i), and subsequently,

a(i)(@® = 1),a(i) (@ =1+ 22" —1) € (d,a — 1).

Hence, f; = g mod N. Therefore, we may assume that d > g;.
By Lemma 2.12, we may write the conjugacy class of f; as

('@ = 1)+ (@ —1)Q,2") | L€ Z,Q € Zlz, 2]}
Thus, we have that f; ~ g; if and only if
2142 C1e @ )+ @ - 1)Q, [L€Z,Q € Zw, a1}
which is equivalent to
27 1 {@' -1+ Q)@ - 1) |t € Z,Q € Z[x, 2]}
Since zf — 1 4 @ can be any Laurent polynomial, we have that f; ~ g; if and only if
22 1€ {Q(myCZ —1)|Q € Z]z,z1]}.
By Lemma 3.2, we have that
22— 1= 28D _ 1 mod (d, 2% —1).
Therefore, we may write the conjugacy class of f; in (Z1Z)/N as
{(Qz* —1)|Q € Z[z, 2]} mod (d, 2" — 1).
where 0 <t < k;. Therefore, f;IN ~ ¢; N if and only if
227 1€ {(Qz* —=1)|Q € Z[z,2 ]} mod (d,z” —1).
Since 2! | 2%~ it is well known that 22" — 1| 22"~ — 1. Therefore,
227 1€ {(Q(z* =1)|Q € Z[z,z™ ']} mod (d, 2" — 1)

when ged (2871, b) < 2%~1. Hence, if b < 2%~ then ged(2%~1,b) < 251 and subsequently,
fiN ~ g;N. We see that
¢ < CDzz(figi) < 25"
Recall that a(i) = exp{v(g; — 1)}, where v: N — N is the second Chebyshev’s function.
The Prime Number Theorem [25, 1.2] then implies that there are constants C;, Cy > 0 such
that 260 4 < (i) < 200 @ Following the definition of k;, we see that there are constants



Vol. 15:1 BOUNDING CONJUGACY DEPTH FUNCTIONS FOR WREATH PRODUCTS 2:17

cr, Cfr > 0 such that 2¢1 % < 2ki < 9C1 4, From the construction of the elements fi» gi, it
can be easily seen that there is a constant C’ such that

a(i)2% < n; < C'a(i)2%,
where n; = max{| fil|, ||lgi||}. Following the previous discussion, we see that there are

constants C, , C5” > 0 such that 2¢s % < n; < 9034 Tn particular, we see that ¢; < log(Cn;)
for some C' > 0. Therefore, q?ki > log(C~n;)¢ ™. Thu,s we constructed an infinite sequence
of non-conjugate elements f;, g; € Z 1 Z that are conjugate in every finite quotient of Z 1 Z of
size smaller than log(C—n;)¢™ max{llfilll9ill} where C— > 0 is some constant. Subsequently,
we see that
log(C~ny)¢ maxtlfillledlly < CDyy (fi, g5)-
Therefore,
(log(n))" = Conjzyz(n),

which concludes the proof. L]

4. UPPER BOUNDS

The aim of this section is to construct upper bounds for the conjugacy depth function of
a wreath product A B of finitely generated abelian groups. The idea is to show that we
can always find a quotient of the acting group B such that Lemma 2.7 can be used to
demonstrate that the images of the elements are not conjugate and provide asymptotic
bounds on the size of this quotient. Recall that one of the assumptions of Lemma 2.7 is that
we are working with reduced elements, i.e. the elements of the supports lie in distinct cosets
of the acting element. Thus, in order to ensure we are working with reduced elements, 4.1 we
show how to construct a finite quotient of the acting group that separates finite subsets and
infinite cyclic subgroups. Subsection 4.2 then deals with the conditions that Lemma 2.7 uses
to establish non-conjugacy. In particular, we show that if a quotient of a finitely generated
abelian group is of sufficient size, then certain finite subsets do not become translates of
each other in the quotient. Finally, subsection 4.3 combines these methods to construct a
finite quotient preserving non-conjugacy of our given non-conjugate elements and gives an
upper bound on its size in terms of their word lengths.

Before we proceed, we recall some notation. If B is a finitely generated abelian group, we
by fixing a splitting may write B = Z* @ Tor(B) where Tor(B) is the subgroup of finite order
elements of B and k is the torsion-free rank of B. Letting ¢: B — ZF and 7: B — Tor(B)
denote the natural projections associated to the fixed splitting, we may then write every
x € B uniquely as z = ¢(x) + 7(x) where we refer to ¢(x) as the torsion-free part of x
and 7(x) as the torsion part of 2. When given a vector b = (by,...,b;) € Z¥, we denote
ged(b) = ged(by, ..., bg). Given two real numbers a < b, we let [a, b] denote closed interval
from a to b. Given two vectors v,w € R¥, we denote their dot product as v - w. Finally, for
a finite group 7', we denote its exponent as exp(T).
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4.1. Simultaneous cosets.

In this subsection, we study effective separability of cosets of cyclic subgroups in finitely
generated abelian groups. Given an infinite, finitely generated abelian group G, an element
b € G, and a finite subset S C Bg(¢), we give an upper bound in terms of ||b|| and ¢ on the
size of a finite quotient of the group G such that each pair of cosets of the cyclic subgroup
generated by b corresponding to two distinct elements in S remain distinct. In the following
arguments, we use the observation that s1(b) = so(b) if and only if s7'sq € (b).

The following lemma is important for the proof of Lemma 4.5.

Lemma 4.1. Let b € Z satisfy b € [-n,n] and S C Z be a subset such that S C [-Cn,Cn]
for some constant C > 0. Suppose that ¢ is a natural number where |blc > CN, and let
m = 2|blc. Finally, let m: Z — Z/mZ be the natural projection.

Then for every s € S, we have that

mw(s) € (w(b)) in Z/mZ if and only if s € (b) in Z.

Furthermore, if m(s) € (w(b)), then w(s) = tw(b) for the smallest integer t with respect
to the absolute value such that s = tb. In particular, [t| < m.

Proof. Observe that the map 7: Z — Z/mZ is injective on the interval [—c|b| — 1, c|b|]. We
then note that

(b)) = w(bZ) = 7 ({—(c = D)[b], =(c = 2)[b],..., =[b], 0, [b], ..., (¢ = D)|b], c|b]}) -
Thus, if 7(s) € w((b)) for some s € S, then s € (b) since the map 7 is injective on the
interval [—c|b| — 1, c|b]].

Finally, suppose that 7(s) € (w(b)) and that 7(s) = an(b) in Z/mZ where a € Z is the

smallest such value with respect to the absolute value. Following the previous argument, it
follows that ab € [—c|b] — 1, ¢|b|], and therefore, we have s = ab in Z. []

To deal with the higher-dimensional cases, we first prove two technical lemmas. This
first lemma gives bounds of lengths of a free generating basis for the kernel of the linear
map given by the dot product with a vector in terms of size of the entries of the vector.
For this lemma, when given vectors vy, ...,vx € Z", we denote (vy,...,v;) as the subgroup
generated by the set {v1,..., vt}

Lemma 4.2. Let b = (by,...,by) € ZF be non-trivial, and let py: ZF — 7 be the homo-
morphism given by pp(u) = u-b. Then there are vectors MO ANEY e 7F such that
ker(gp) = (AW, XE=DY and [[XD|| < 28-1|b|| for all i.

Proof. We define vectors b, ..., b* =1 in the following way:
b = (=by, b1,0,...,0),

b= = (0,...,0, —by, by_1).

We set )
PYLD S — A
ng(—bQ, bl)
and we note that if & = 2, then ker(ip) = (A(). Since [|AD|| < ||b||, we are done. For k > 2,
we will inductively build a generating set for ker(yy) satisfying the statement of the lemma.
We start with some basic observations.
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By construction, we have that (1), ... k=1 ¢ ker(pp). Let A; be the maximal
subgroup of Z* of rank i that contains b, .. b(® . Since the vectors b1, ... p* =1 are
linearly independent over R, we immediately see that A} < --- < Ag_1 = ker(yp) and that
Ai/Ni—y ~Z for every i =2,...,k— 1.

Now assume that we already have a set of generators for A;_; which we denote as
AW NG By construction, the elements {1 ... AGTDY satisfy Aj = (A1,..., ;)
for all j < i where ||\;]| < 2°7'77||b;|| for 1 < j < i — 1. Denote L; = (A;_1,b). Since
A1 < (Aj_1,b) < A, we see that A;/L; is a finite cyclic group. Furthermore, a preimage
of some of its generator must be contained within the i-dimensional parallelogram given by
the vectors A, ... AC=D p()  In particular, we see that

1—1
XD < @]+ > IM-
j=1

One can then easily check that

i1
NI < 16O+ Y 2 o).
j=1
Noting that |[b@ || = |b;| + |biv1], we see that [|A®D| < 271(|b|| as desired. []

This next lemma implies any vector in Z* whose entries have greatest common denomi-
nator as 1 is a part of a free base of ZF. This lemma also shows that there exists an matrix
T € GLk(Z) which sends the vector to an element of the canonical basis and gives a bound
on how much the matrix T stretches the unit cube in R¥ in terms of the size of the entries
of the vector.

Lemma 4.3. Let k > 1, and suppose that b = (by,...,by) € ZF is a vector where

ged(by,...,bg) = 1. Then b belongs to some free base of ZF, and moreover, there exists a
matriz T € GLk(Z) such that

(257 k]l 25 k).

k
1

k
T(b) = (1,0,...,0) and T(H[—l,l])g

=1 i

Proof. [15, Theorem 9] implies there are integers ay, ...a; € Z such that
k
D aibi =ged(by, -+, by) =1
i=1

and where max{|a;|} < 2 max{|b;|}. Thus, we denote a = (a1,...,a;) € Z*.
Let ¢p: Z* — Z be the linear map given by ¢y (x) = = - b. Lemma 4.2 implies there are
vectors

k
AW AT € By (28 tn) € TR )l 28 o]
i=1

that freely generate ker(yp). We can then form the matrix T by setting the first row to be
equal to the vector a and the remaining k—1 vectors to be equal to the vectors A1), ... A(k=1)
respectively. By construction, we see that T'(b) = (1,0,...,0). Since Im(pp) = (pp(a)), we
see that Z* = (b) @ ker(ip,) which implies that the row vectors of T generate Z*. Therefore,
T € GLg (Z)
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To finish the proof, we recall that

GEH[ Slioll, 5 Ibll] and  []A@] < 287 |jo|

for all . In particular, this means that for every 4,j € {1,...,k} we have the (i, j)-th entry
of T which we denote as T} ; satisfies |T; ;| < 2~1(|||. Therefore, we have

k k
T (H[—L 11) c TT (-2 kloll 24 ol O

i=1
The following corollary is not consequential for this paper, but we feel it an interesting
result in its own right.

Corollary 4.4. Let b= (by,...,b;) € Z be given such that ged(by,...,bg) = 1. Then there
are elements NV, ... AE=D ¢ ZF such that the set {b, A\, ..., AXE=D1 is q free base of Z*
and |\ < 2¥|b]).

For a vector b € Z*, this next lemma gives bounds on the size of the integer m we reduce
entries in Z* mod m to preserves cosets of the infinite cyclic subgroup generated by b in
terms of the size of the entries in b.

Lemma 4.5. Let k > 1 and n € N be fived. Let S C ZF and b = (by,...,bx) € ZF satisfy
b € Byr(n) and where S C By (Cn) for some C > 0. Suppose m is an integer satisfying the
following:
(1) m is divisible by ged(b);
(2) m > 2¥kCn?;
(3) the homomorphism m: ZF — (Z/mZ)* given by reducing every mod m is injective on
the set S.
Then for every s € S we have that w(s) € (w(b)) if and only if s € (b).
Furthermore, if w(s) € (w(b)), then there is an integer t € Z such that s = tb and
[t| <m/e.
Proof. Set t/ = %b and denote ' = (b],...,b}). Since ged(b],...,b;) = 1, Lemma 4.3 implies
there exists a matrix T' € GLg4(Z) such that T'(') = e; and

k k
T (H[-L 1]) C [II=2""kn, 25 kn)

i=1
where {ey,..., e} is the canonical free basis of Z*. Since T is an automorphism of Z?, we
see that T'(s) € (T'(b)) = (ce1) if and only if s € (b). We note that
k k
T(S) C T (By(Cn)) C T (H[—C’n, C’n]) c I [-2"'ken? 2 1ken?).

i=1 i=1

Set m = 2¢l where [ € N is the smallest natural number such that ¢/ > 2¥kCn?, and

denote K = mZ* < ZF. By construction, we have that m < 2¥*1kCn2. Therefore, we see

that the projection mx : Z¥ — ZF/mZF is injective on the hypercube HZ 1[=m+1,m] where

7k is the reduction of each coordinate mod m. In particular, since S C Hle[—m +1,m],
for any s € S we have that T(s) (mZ¥) C (e1)K if and only if T'(s) € (e1). It then follows
that 7(s) ¢ (m(b)) whenever s ¢ (V).
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Now suppose that s € (b'), i.e. T(s) € (e1). In this case, we may retract onto the first
coordinate and assume that we are working in Z. The rest of the statement then follows by
Lemma 4.1. []

This next lemma extends Lemma 4.5 to when the abelian group has torsion.

Lemma 4.6. Let B be a finitely generated infinite abelian group of torsion free rank k. Let
be Bgp(n) and S C Bg(Cn) be given for some constant C > 0.

If k = 1, assume that m € N satisfies m > 2Cn and where both ||¢(b)| and exp(T')
divide m. If k > 2, assume that m € N is such that m > k2KCn? and both ¢ = ged(¢(b))
and exp(Tor(B)) divide m. Then the homomorphism

7: ZF @ Tor(B) — (Z/mZ)* & Tor(B)

defined as the identity on Tor(B) and as the coordinate-wise projection on ZF is injective on
the set S and for every s € S we have that w(s) € (w(b)) if and only if s € (b).

Proof. Lemma 4.5 implies we may assume that Tor(B) # 0. Therefore, set e = exp(Tor(B)).

The main argument of the proof when k = 1 is analogous to the case when k& > 2, but
instead of Lemma 4.5 one would use Lemma 4.1. For this reason, we leave proof in the case
when k£ =1 as an exercise.

Denote e = exp(Tor(B)), and suppose that m > 0 and 7: Z¥ @ Tor(B) — (Z/mZ)* @
Tor(B) are as in the statement of the lemma. Assuming that 7(s) € (7 (b)) for some s € S,
there is some t € N such that 7(s) = tm(b) which we pick to be as small possible. In
particular, we see that t < ged(m,e) = m.

We write:

m(s) = tw(b)
7(s) + 7(d(s)) = t7(s)) + tm(H(b)),
from which immediately see that 7(s) = ¢7(b) and 7(¢(s)) = tw(¢(b)). Following Lemma
4.5, we see that ¢(s) = t¢(b). Therefore, we may write

s = t7(b) + tp(b) = tb. L]

4.2. Translations.
We say that an ordered list X = (z1,...2,) € G™ is a translate of an ordered list
Y =(y1,...,yn) € G™ if n = m and there exists a permutation o € Sym(n) such that

xau)yfl == xa(n)yﬁl-
In this case, we say that o realises a translation of X onto Y.
We have the following lemma which gives conditions of when two sets in a product of
groups are translates of each other in terms of translations of their images in the projection
onto the factor groups.

Lemma 4.7. Let G1,Gs be groups, set G = Gy X Go and let 71, w2 denote the canonical
projections w1 : G1 X Go — G and mo: G1 X Go — Ga. Suppose that X, Y C G are two
finite subsets where X = {x1,...,x¢} andY ={y1,...,ym}. Then X is a translate of Y if
and only if the following two properties hold:

(1) [X[=Y]=n
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(2) There exists o € Sym(n) such that o simultaneously realises a translation of the
list (w1(z1),...,m1(xy)) onto the list (m1(y1),...,m1(yn)) and a translation of the list
(ma(x1), ..., m2(xyn)) onto the list (m2(y1), ..., m2(Yn))-

Proof. 1t is straightforward to see that X is a translate of Y then |X| = |Y|. Thus, we

may assume that | X|,|Y| = n for some n € N. As mentioned above, we have that X is a
translate of Y if and only if there is o € Sym(n) such that

l’a(1)y1_1 == wa(n)yﬁl-
If terms of Cartesian coordinates, this means that

T (@) mi(yy ) = = (@) T (U0 ),

T (Te))m2(yr ') = -+ =TT () m2(yn ).
That is equivalent to saying that o realises a translation of (mi(z ) .,m1(xy,)) onto
(m1(y1), ..., m1(yn)) and that o realises a translation of the list (ma(z1), . ($ )) onto the
list (m2(y1), ..., m2(yn)). ]

This next lemma tells us there exists a constant £ such that when given two finite subsets
X.Y in Z* whose coordinates of each element have absolute value at most ¢, then X and
Y are translations of each other if and only if their images are translations in the group
(Z/40Z)* where we reduce each coordinate mod 4¢.

Lemma 4.8. Suppose that X = (x1,...,2,) and Y = (y1,...,yn) are two finite ordered

lists in ZF such that .
- H[_(e - 1)7€ - 1]
i=1

for some ¢ € N, and suppose that ¢ > 4¢ Let 7: ZF — (Z/cZ)k be the homomorphism given
by reducing each coordinate mod c. Then the following are equivalent:

(1) 7(X) = (x(z1), ..., 7(xn)) is a translate of 7(Y) = (w(y1), ..., 7(yn)) in (Z/cZ)".

(2) X is a translate of Y in ZF.

Furthermore, for all o € Sym(n), we have that o realises a translation of w(X) onto ©(Y') if
and only if o realises a translation of X onto Y.

Proof. We will only prove the ‘furthermore part of the statement since the first part follows
from it.

Since the image of a translate is a translate of an image, the implication from left to
right holds trivially. Therefore, we need only consider the other direction. Suppose that
¢ > 4. For every o € Sym(n), define

D (X,Y):{l'o.(i)—yi’i:1,...,n},

and define D, (7(X),7(Y)) analogously. We observe that o realises a translation of X onto
Y if and only if |D,(X,Y)| = 1. Similarly, o realises a translation of w(X) onto 7(Y) if and
only if |Dy(7(X),n(Y))| = 1. We also have that

c [i-2¢+ 1,20 1.
=1

We see that 7 is injective on Hle[—% +1,2¢ — 1]. Hence, 7 is injective on D,(X,Y") for
every o € Sym(n). Since 7 is a homomorphism, we see that D, (7(X),7(Y)) = 7 (Ds(X,Y))
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for all o € Sym(n). Hence, we have that |D,(7(X),7(Y))| = |Ds(X,Y)|. In particular, we
see that

|Dy(m(X),7(Y))| =1 ifand only if |D,(X,Y)|=1.
Thus, o realises a translation of 7(X) onto w(Y) if and only if o realises a translation of X
onto Y. L]

The last lemma of this subsection extends Lemma 4.8 to infinite finitely generated
abelian groups with torsion.

Lemma 4.9. Let B be a finitely generated abelian group of torsion-free rank k, and suppose
that X,Y C Bp(f) are given. If ¢ > 4¢, then the homomorphism 7: B — (Z/cZ)* & Tor(B)
given by the identity on Tor(B) and by the coordinate-wise projection mod ¢ on the torsion-free
part of B is injective on X UY .

Moreover, ©(X) is a translate of ©(Y) if and only if X is a translate of Y in ZF.
Furthermore, for all permutations o, we have that o realises a translation of m(X) onto w(Y)
if and only if o realises a translation of X onto Y.

Proof. By assumption, we have

k
m(X),m(v) < ]][=6.4
i=1
which implies that 7 is injective on X UY. In particular, if | X| # |V, then |7(X)| # |7 (Y)],
and subsequently, (X)) is not a translate of 7(Y"). Therefore, we may assume that |X| = |Y|.

Let {x1,...,zn} and {y1,...,ymn} be enumerations of X and Y, respectively. Following
Lemma 4.7, we see that m(X) is a translate of 7(Y") if and only if the list given by
{m(¢(z1)),...,m(P(xm))} is a translation of the list given by {m(¢(y1)), ..., 7(¢(ym))} and
the list {7(7(2m)),...,m(7(zm))} is a translation of the list {w(7(y1)),...,7(7(ym))} where
the translation is realised by the same permutation. However, by Lemma 4.8, we see that a
permutation o € Sym(m) realises a translation of the list given by {7(¢(z1)), ... 7(¢(xm))}
onto the list {m(é(y1)),...7(d(ym))} if and only if it realises a translation of the list given
by {¢(z1), ..., ¢(xm)} onto the list given by {¢(y1),...,¢(ym)}. Since 7 is defined as the
identity on Tor(B), we see that w(X) is a translate of 7(Y) if and only if X is a translate of
Y, which concludes the proof. []

4.3. Finite base groups.

Let A be a finite abelian group, and let B be an infinite, finitely generated abelian group.
Using Lemma 4.6 and Lemma 4.2, the next proposition demonstrates when given non-
conjugate elements x,y in a s A} B that there exists a finite quotient B of B such that the
images of  and y in A B remain non-conjugate. Moreover, this lemma gives a bound of
the size of the quotient of B in terms of the word lengths of x and y.

Proposition 4.10. Let A be an abelian group and B be an infinite, finitely generated abelian
group. Let f,g: B — A be finitely supported functions and b € B an element such that
fb,gb € Byp(n) and fb A gb. Then there exists a surjective homomorphism 7w: B — B
to a finite group such that 7(fb) £ 7(gb) in A1 B.

Moreover, there exists a constant C' > 0 such that if B has torsion free rank 1, then we
have |B| < Cn, and if B is of torsion-free rank k > 1, we then have |B| < Cn?*.
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Proof. Fix a splitting of B into Z* @ Tor(B) with associated associated free projection ¢.
Following Lemma 2.6, we may assume that both the functions f and g are given such that
the elements fb and gb are reduced, i.e. the individual elements of their respective supports
lie in distinct cosets of (b) in B.

Following Lemma 2.7, there are two cases to distinguish:

(i) supp(f) is not a translate of supp(g) in B,
(ii) for every a € B such that a + supp(f) = supp(g), there exists some x € supp(g) such
that f(z +a) # g(x).
We will construct a finite quotient B such that the images of fb and gb are still reduced in
A B whether (i) or (ii) is the case.
Lemma 2.9 implies that there is constant C; > 0 such that

{b} Usupp(f) Usupp(g) € Bp(Cin).
In particular, we see that

k
d(supp(f)), ¢(supp(g)) € Bzr(Cin) C H [—C1in, Cinl.

Set £ = Cin. It then follows that

¢(supp(f)), #(supp(g

||,:]w

We set
S = {s2 — 51| 51,52 € supp(f) Usupp(g)}
and see that S C Bp(2¢) and ||b]| € Bp(¢). Finally, we set e = exp(Tor(B)).

If k =1, let m be the smallest integer such that m > 4¢ and where both e and ||¢(b)||
divide m. It is then straightforward to see that m < 8¢. If k > 2, let m € N be smallest
possible such that m > k2¥2¢2 and where both e and ged(¢(b)) divide m. Without loss
of generality, we may assume that gcd(4(b)) divides ||¢(b)||. In particular, we see that
m < k2k+1202,

Via Lemma 4.6, we see that the homomorphism 7: Z¥ @ Tor(B) — (Z/mZ)* @ Tor(B)
defined as the identity on Tor(B) and as the coordinate-wise reduction mod m on Z*
is injective on the set S and for every s € S we have that n(s) € (n(b)) if and only if
s € (b). In particular, this means that for every s, s’ € supp(f) U supp(g) we have that
7(s)(m(b)) = w(s'){m(b)) if and only if s(b) = s'(b). Set B = (Z/mZ)* @ Tor(B), and let
7: AYB — AlB be the canonical extension of 7 to the whole of A B. From the construction
of the map 7, we see that 7 is injective on supp(f) Usupp(g). Therefore, it follows that
supp(7(f)) = m(supp(f)) and supp(7(g)) = 7(supp(g)). Furthermore, we see that for every
two 5,5 € supp(f) Usupp(g) we have that 7(s)(7(b)) = 7(s')(7(b)) in B if and only if
s(b) = §/(b) in B. In particular, we see that the elements 7(fb) and 7(gb) are in reduced
form.

Since the elements 7(fb) and 7(gb) are in reduced form, we may use Lemma 2.7 to
check whether or not they are conjugate in A¢ B. We note that regardless of whether
k =1or k > 2, we have that m > 4¢. Additionally, if |supp(f)| # |supp(g)|, then

| supp(7(f))| # |supp(7(g))|. Subsequently, since supp(7(f)) is not a translate of supp(7(g)),
we have that 7(fb) is not conjugate to 7(fb) by Lemma 2.7. Therefore, we may assume that

| supp(f)| = |supp(g)|-
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Let
supp(f) ={21,...,&m} and  supp(g) = {y1,. -, ym}.

Via Lemma 4.7, we see that supp(7(f)) is a translate of supp(7(g)) if and only if {7 (p(x1)), ..., 7(¢(Tm))}
is a translation of {m(¢(y1)),...,m(¢(ym))} and the set {7 (7(zy,)),...,7(T(zm))} is a trans-
lation of {m(7(y1)),...,m(7(ym))}. Moreover, the translation of both pairs of sets is realised
by the same permutation. Lemma 4.8 implies that a permutation o € Sym(m) realises a
translation of {m(¢(x1)),...7(¢(zm))} onto {m(p(y1)), ... 7(d(ym))} if and only if it realises
a translation of {¢(z1),...,¢(xm)} onto the list {P(y1),. .., ¢(ym)}. Since 7 is defined as
the identity on Tor(B), we see that supp((7)(f)) is a translate of supp(7(g)) if and only
if supp(f) is a translate of supp(g). Therefore, if supp(f) is not a translate of supp(g) in
B, we see by Lemma 2.7 that 7(fb) is not conjugate to 7(gb). Thus, we may suppose that
supp(7(f)) is a translate of supp(7(g)).

Now suppose that a 4+ supp(f) = supp(g) for some a € B. By assumption, there
exists some x € supp(g) such that f(z + a) # g(z). As mentioned before, Lemma 4.8
implies that every translation of supp(7(f)) onto supp(7(g)) must have already occurred
in B. By the construction of 7, we see that for every x € Hle[—m, m| x Tor(B) we have
#(f)(x + K) = f(x) and 7(g)(z + K) = g(z). We see that for every a € Tor(B) x (Z/mZ)*
such that 7(a) + supp(7(f)) = supp(7(g)), there must exist T € supp(7(f)) such that
7(f)(m(a) + ) # 7(g)(x). That means that 7(fb) is not conjugate to 7(gc).

If k=1, set C = 8C1e|Tor(B)|. We then have

|B| = m| Tor(B)| < (8C1en) | Tor(B)| = Cn.
If k> 2, set C = kF2k(E+1) 02k 2k Tor(B)|. We then have
_ k
|B| = m*| Tor(B)| < <k2k+12(01n)2) | Tor(B)| = Cn2*
which concludes our proof. ]

As an immediate consequence of Proposition 4.10, we get the following upper bound for
wreath products of abelian groups with finite base group.

Proposition 4.11. Let A is a finite abelian group and B is a finitely generated abelian
group of torsion free rank k. If k=1,

Conj4,5(n) = 2™

Otherwise, for k > 1, we have
ConjAlB(n) j 2n2k.

Proof. Suppose that f,b € AP are finitely supported functions and b,c € A are elements
such that fb,bc € Bg(n) and where fb ¢ gc.

Suppose first that b # c. Since b — ¢ € Bp(2n), [4, Corollary 2.3] implies there exists
a constant C1 > 0 and a surjective homomorphism ¢: B — @ such that ¢(b) # ¢(c)
and where |Q| < Cj log(Cin). Since @ is abelian, we have that ¢(b) and ¢(c) are non-
conjugate. By composing ¢ with the projection of A B onto B, which we also denote ¢,
we have a surjective homomorphism ¢: A! B — @ such that ¢(fb) » ¢(gc) and where
|Q| < C1log(Cin). Therefore, we may assume that b = c.

Following Proposition 4.10, we have two cases. When the torsion free rank is 1, we
see that there exists a finite abelian group B together with a surjective homomorphism
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¢: AU B — A1 B such that |B] < Con and where 7(fb) is not conjugate to m(gc) in A B
for some constant Cy5 > 0. We see that

|AVB| = |A|'PI|B| < |A|%"Cyn.
Interpreting the size of |4 B| as a function of n, we get that
|A?B| < |BJ|A|“*"Con < |A|"n < |A" < 2"

Subsequently, we see that Conjg(n) < 2.

When the torsion free rank is greater than 1, we see that there exists a finite abelian
group B together with a surjective homomorphism ¢: A1 B — A1 B such that |B| < (Cyn)?*
and where 7(fb) is not conjugate to 7(ge) in A B for some constant Cy > 0. We see that

|AB| < 2** _ Consequently, we see that Conji(n) < on** []

4.4. Infinite base groups.

When given a wreath product of finitely generated abelian groups A ! B where A is infinite,
the following lemma will allow us to construct an upper bound for size of the quotient of
the base group given two elements of fb and gb where f,g: B — A are finitely supported
functions.

Lemma 4.12. Let A and B be finitely generated abelian groups where A is infinite and B
is finite. Let f,g: B — A, b € B be such that fb,gb € Bg(n), the elements fb and gb are
reduced, and fb g gb. Then there exists a surjective homomorphism m: A — A to a finite
group A such that

‘Z‘ < min {log(Cn)2‘B|,log(C’n)C”2}
and where 7(fb) 7 7(gc) in Al B for some constant C > 0 independent of f,g,b,n.

Proof. Since fb 4 gb and the elements fb, gb are reduced, Lemma 2.7 implies that one of
the following must be true:

(1) supp(f) is not a translate of supp(g) in B,

(2) for every a € B such that a + supp(f) = supp(g) there exists some x € supp(g) such
that f(z +a) # g(x).

Lemma 2.9 implies there exists a constant C7 > 0 such that

| supp(f)|, | supp(g)| < Cin

and that rng(f),rmg(g) € Ba(Cin). Denote R = rng(f) Urng(g), Clearly |R| < 2Cin and
R C B4(Cyn).

First, we will show that there is a finite group A satisfying the requirements on conjugacy
such that |A| <log(Cn)/Bl. Suppose that supp(f) is not a translate of supp(g) in B. Since
A is a finitely generated abelian group, its residual finiteness depth function is equivalent to
log(n). It then follows that for every » € R C B there is a normal finite index subgroup K,
of A such that r ¢ K, and |4 : K| <log(Cin). Set K = N,erK, with natural projection
given by m: A — A/K. As none of the elements in R get mapped to the identity, we see that
supp(7(f)) = supp(f) and supp(7(g)) = supp(g). In particular, we see that the elements
7(fb), 7(gb) are reduced. It follows that supp(f) is not a translate of supp(j). Therefore,
we have that 7(fb) is not conjugate to 7(gc) in (A/K) ! B by Lemma 2.7. We see that

|A/K| < log(Cin)! B < log(Cyn)lP.
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Suppose that supp(f) is a translate of supp(g) and let T'C B be the set of all elements of
B that translate supp(f) onto supp(g). By assumption, for every ¢ € T there is € B such
that f(t+ z) # g(x). For every such ¢, there exists a normal finite index subgroup K; of A
such that f(t + z) K¢ # g(x¢) K for some x; € B and |A : K¢| <log(Cin). Denote

K=K n[)EK,
reR teT
where K, is defined as in the previous paragraph, and let 7: A — A/K be the natural
projection. Clearly, supp(7(f)) = supp(f) and supp(7(g)) = supp(g) and, again, we see
that the elements 7(fb), 7(gb) are reduced. From the construction of the K we see that for
every t € T there is xy € B such that

T(f) (@ +1) = 7(f (2 + 1) # 7(g(21)) = 7(g)(21).
That means 7(fb) is not conjugate to 7(gb) by Lemma 2.7. To bound the index of K, we
can write
|A/ K| < log(C1n)Fog(Cyn)™! < log(Cyn)*Pl. (4.1)

Now we show that there is a finite group A satisfying the requirements on conjugacy
such that [A] < log(C’n)C"Q. Suppose that supp(f) is not a translate of supp(g) in B. Since
A is a finitely generated abelian group, [4, Corollary 2.3] implies that for every r € R
there is K <g;. A such that r ¢ K, and |A/K,| < log(Can) for some constant Cy > 0. Set
K = Nyer K, with natural projection given by m: A — A/K. As none of the elements in R
get mapped to the identity, we see that supp(7(f)) = supp(f) and supp(7(g)) = supp(g)
and that the elements 7(fb), 7(gb) are reduced. It follows that supp( f ) is not a translate of
supp(g). Therefore, we have that 7(fb) is not conjugate to 7(gc) in (A/K)! B by Lemma
2.7. Clearly,

|A/ K| < log(Can) ! < log(Con)*@™ < log(2C,n)*@™.

Now suppose for every a € B such that a + supp(f) = supp(g) there exists some
x € supp(g) such that f(x+a) # g(x). For every r € R, let K, be defined as in the previous
paragraph recalling that |A/K,| <log(Con). For every {r,s} C R there is K, s <g¢; A such
that r — s ¢ K, s and |A/K, 5| <log(2C2n). Denote

K= ﬂK N ﬂ K,
ré€R {r,s}€R

with associated natural projection given by 7: A — A/K. Following the same argument as in
the previous case, we see that supp(7(f)) = supp(f), supp(7(g)) = supp(g), and the elements
7(fb),7(gb) are reduced. Now suppose that a € B is given such that a + supp(7((f)) =
supp(7(g)). That is equivalent to a + supp(f) = supp(g). Thus, there is some z, € B such
that f(zq + a) # g(z,). However, from the construction of K we see that

T(f)(@a +a) = 7(f(za + a)) # 7(9(za)) = 7(9)(xa)-
In particular, Lemma 2.7 implies that 7(fb) is not conjugate to 7(g) in (A/K) ¢ B. Finally,
we finish with

|A/K| < log(Con)!™ - log(QCzn)|(§)| < log(2C’1n)2(2022") < log(402n)4c2”2. (4.2)
Combining (4.1) and (4.2) immediately yields the result. ]

Combining Proposition 4.10 together with Lemma 4.12 gives the following upper bound
for wreath products of infinite, finitely generated abelian groups.
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Proposition 4.13. Suppose that A, B are infinite finitely generated abelian groups. If B is

virtually cyclic then
2

Conj 4,5(n) = (log(n))™.

Otherwise,
n2k+2

Conj 4,5(n) = (log(n))
where k is the torsion-free rank of B.

Proof. Let k denote the torsion-free rank of B, and suppose that n € N, f,g € AP, and
b,c € B are given such that fb,gc € Byp(n) and fb £ ge.

Suppose first that b # ¢. Since b — ¢ € Bg(2n), [4, Corollary 2.3] implies there exists a
constant C; > 0 and a surjective homomorphism ¢: B — @ such that ¢(b) # ¢(c) and where
|Q| < Cilog(Cin). Since A is abelian, we have that ¢(b) and ¢(c) are non-conjugate. By
composing ¢ with the projection of A B onto B which we also denote ¢, we have a surjective
homomorphism ¢: A B — @ such that p(fb) = ¢(gc) and where |Q| < C; log(Cin). Thus,
we may assume that b = c.

Following Lemma 2.6 there exist a constant Cy and functions f’,g' € AP such that
b~ fband g'b ~ gb, the elements f'b, g'b are reduced, and fb,gb € Bap(Con).

Following Proposition 4.10, there is a constant Cp (independent of n, f, ¢,b,¢) and a
finite abelian group B together with a surjective homomorphism 7g: B — B such that
the elements 75 (f’c) and 75 (g'c) are reduced, 75(f'b) is not conjugate to 75(g'c) in A1 B,
where |B| < CoCpn if B has torsion free rank 1 and where |B| < CoCpn?* if B has torsion
free rank k£ > 1.

Set G = A1 B. One can easily check that 75(Bg(Con)) € Bg(Con). In particular,
7B(f'b), mB(¢'c) € Bg(Con). Lemma 4.12 implies that there is a constant C4 (also indepen-
dent of n, f, g,b,c) and a finite abelian group A together with a surjective homomorphism
ma: A — A such that

4| < min {log(CAn)lelv10g(CA7”L)CAn2}

and where 74 (75(fb)) is not conjugate to 74(7p(gc)) in A B.
Therefore, A} B is a finite group. If B has torsion free rank 1, then |B| < CyCpn. If B
is virtually cyclic, we set C' = 2000123 and compute

28| = |B| - [AIP < yCpn - (log(Can)2CoCmn) 00
= CyCpn - (log(Can))>“6CE™
< Cn (log(Cn))Cn2 .
Interpreting ‘Z 2 E‘ as a function of n immediately yields
|42 B| < Cn (1og(Cn))“™ ~ nlog(n)™ =~ log(n)"".

Therefore, we have that
Conja(n) = log(n)”z.
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Now suppose that k > 1. Set C = CoC4Cp. We then compute

8] = B A1) < oo (tog(Camar) P
= CoCpn? . (1Og(CAn))COCACBn2k+2
< COn*t (log(Cn))(Cn)Q’“” .

Interpreting ‘Z 2 E‘ as a function of n immediately yields

2k+2 n2k+2

|AVB| < Cn? (log(C'n))C"%+2 ~ n?*log(n)”" ~ log(n) ,

and therefore,
2k+2
n

Conjg(n) = log(n)"**,
which concludes our proof. ]

5. APPLICATIONS

In this section, we use Corollary 1.4 to derive lower bounds for the conjugacy separability
depth function where the acting group is not necessarily abelian. For the statement of the
theorem, we denote the center of a group G as Z(G).

Theorem 5.1. Let A be a nontrivial finitely generated abelian group, and suppose that G is
a conjugacy separable finitely generated group with separable cyclic subgroups. Suppose that
Z < Z(QG). If A is finite, then
2" < Conj 4,5(n).
Otherwise,
(log(n))™ = Conj 4,6(n).

Proof. Let B =7ZF < Z(G). We claim that if (f,b), (g,b) € Al B then x ~ 4 v if and only
if there exists z € Al B such that zx2~! = y. Suppose first that 2 ~ 4, . [10, Lemma 5.13]
implies we may assume that elements of supp(f) (respectively supp(g)) lie in different right
cosets of (b). [10, Lemma 5.14] implies that = ~ 4, v if and only if there exists an element
c € Cg(b) such that cfc™t = g. That implies for all for x € G, we have that f(cx) = g(x).
We note that g(z) # 0 only if z € B. That implies f(cx) # 0 only if cx € B. Hence,
¢ € B. In particular, if (h,c) € Al B where ¢ ¢ B, then (h,c) -z - (h,c)~! # y. Thus, if
(h,c)-x - (h,c)~t =y, then ¢ € B. Hence, we may write

(h,o)(f,0)(h, )™ = (h,e)(f,b)((c™ - h,ch)
(h+c-feb)(c ™t h,eh)
= (h+c-f+(ch)-c ' hyg)
= (h4+c-f+b-h,g).
Thus, if (h,c) - x - (h,c) =y, we must have that
supp(h+¢' - f+g-h) C B.

Suppose supp(h) € B. In this case, we note that supp(h+g-h) € B and that supp(c- f) C B.
Therefore, supp(h + ¢’ - f +g-h) € B. Hence, we have that (h,c) -z - (h,c)~! # y which
is a contradiction. Therefore, supp(f) € B which implies (h,c) € A B. Since the other
direction is clear, we have our claim.
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Subsequently, we have Conjy,g(n) < Conjyq(n). Our theorem then follows from
Corollary 1.4. []

Since the rank of the center of an infinite, finitely generated nilpotent group is always
positive, we have the following corollary.

Corollary 5.2. Let A be a finitely generated abelian group, and let N be an infinite, finitely
generated nilpotent group. If A is finite, then

2" < Conj 4,5 (n).

Otherwise,
(log(n))"™ = Conj4,n(n).
In both cases, we have that Conj g,y (n) has at least exponential growth.

Finally, we consider the case when the acting group contains the integers as a retract.

Theorem 5.3. Let A be a nontrivial finitely generated abelian group, and suppose that G is
a conjugacy separable finitely generated group with separable cyclic subgroups that contains
an infinite cyclic group as a retract. If A is finite, then

277, j ConjAZG(n).

Otherwise,
(log(n))" = Conj 4,c(n).

Proof. Let g € G be an element of infinite order such that (g) is a retract in G. Then by
Lemma 2.5 we see that A1 (g) ~ A1Z is a retract in A1 G and Conj gy (n) < Conj g (n).
The rest then follows by Corollary 1.4. ]

Corollary 5.4. Let A be a finitely generated abelian group, and suppose that G belongs to
one of the following classes of groups:
(i) right-angled Artin groups,
(i) infinite finitely generated nilpotent and polycyclic groups,
(iii) limit groups,
(iv) fundamental groups of hyperbolic fibered 3-manifolds,
(v) graph products of any of the above.
If A is finite, then
2" < Conj 45(n).

Otherwise,

(log(n))"™ = Conjg,g(n).

Proof. Right-angled Artin groups were shown to be conjugacy separable by Minasyan in [19,
Theorem 1.1], cyclic subgroup separable by Green in [11, Theorem 2.16], and checking that
a right-right angled Artin group admits an infinite cyclic retract is easy - just consider an
endomorphism that maps all but one generator to the identity.

For fundamental groups of closed orientable surfaces, they are known to be subgroup
separable due to Scott [22, 23] and basic structure theory of abelian groups. The fact that
they are conjugacy separable follows from Martino [17]. Lastly, it is clear that they have
infinite cyclic retracts due to the fact that they have infinite abelianizations.

Infinite polycyclic and finitely generated nilpotent groups are well known to conjugacy
separable and subgroup separable. Proofs of these results can be found in [24, Theorem 3,
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pgh9] and [16]. The fact that these classes of groups admit an infinite cyclic retract follows
from the fact that infinite polycyclic groups and infinite finitely generated abelian groups
always have infinite abelianization by basic structure results found in [24].

For limit groups, it was shown by Wilton that they are subgroup separable in [5, Theorem
A], and Chagas and Zalesskii demonstrated that they are conjugacy separable in [5, Theorem
1.1]. The fact that they have infinite cyclic retracts follows from the fact that limit groups
are fully residually free.

The proof that fundamental groups of hyperbolic 3-manifold groups are conjugacy
separable follows from Hamilton, Wilton, and Zalesskii [12, Theorem 1.3] and subgroup
separability follows from [1, Corollary 4.2.3]. The fact that they have infinite cyclic retracts
follows from these fact that these groups have the form m(2,) x Z where ¥, is a closed
orientable genus g > 2 surface.

The class of conjugacy separable groups is closed under forming graph products by [9,
Theorem 1.1]. The class of cyclic subgroup separable groups is closed under forming graph
products by [3, Theorem A]. Finally, to see that a graph product of groups that admits an
infinite cyclic retract again admits an infinite cyclic retracts easily follows from the fact that
all vertex groups are themselves retracts. []

The vast range of examples we were able to construct in this paper either with Theorem
5.1 and Theorem 5.3 lead us to believe that the lower bounds we produced cannot be relaxed
and therefore we state the following conjecture.

Conjecture 5.5. Let A be a finitely generated abelian group and let G be a conjugacy
separable group with separable cyclic subgroups. If A is finite, then

2” j ConjAlG(n).

Otherwise,
(log(n))" < Conj 4,6(n).

6. OPEN QUESTIONS

The constructions of lower bounds for Fj,?Z and ZZ given in Section 3 relies heavily on the
fact that both F,,1 Z and ZZ can be represented as a semidirect product of the additive
group of the ring of Laurent polynomials over [F, and Z, respectively, and that subgroups of
finite index correspond to cofinite ideals in the said polynomial rings. This approach can be
generalised: let R denote either F, or Z, then

RUZF = RIX1, X7 X X 0 2,
where the action of Z* on ~ R[XlaXfla . 7Xk,Xk_1} is given by
(b17 o 7bk) . Xfl .. ng = Xi)1+el . 'X'Zk'i‘bk.

One can easily check that finite index subgroups of R ZF correspond to cofinite ideals
of R[X}, Xfl, vy Xy kal] and statement similar to Lemma 2.12 can be proved, but the

arguments based on divisibility in R[X, X~!] do not carry over to R[X1, X; ', ..., X, Xk_l].

Question 6.1. Can the proofs of Proposition 3.1 and Proposition 3.8 be modified to produce
lower bounds for the conjugacy depth functions of ) ZF and 71 ZF, respectively, that
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dominate and are not dominated by 2" and log(n)™, respectively? In particular, can it be
shown that i
2” j COI’lj]szzk (n)
and .
log(n)™ = Conjzzx(n)?

The upper bounds given by Proposition 4.11 and Proposition 4.13 treat wreath products
of abelian groups differently, based on the torsion-free rank of the acting group, which might
feel somewhat disappointing. The following question is therefore a naturally arising one.

Question 6.2. Can the proofs of Proposition Proposition 4.11 and Proposition 4.13 be
modified to produce upper bounds for the conjugacy depth functions of FpQ ZF and 7.1 7F,
respectively, that are given by a single closed-form formula that does not have cases based on
the torsion-free rank of the acting group? In particular, can it be shown that

Conjg,zx (n) = o

and o
Conjgzx (n) < log(n)™ 7
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