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Abstract

We consider weak solutions of the inhomogeneous non-cutoff Boltzmann equa-
tion in a bounded domain with any of the usual physical boundary conditions:
in-flow, bounce-back, specular-reflection and diffuse-reflection. When the mass,
energy and entropy densities are bounded above, and the mass density is bounded
away from a vacuum, we obtain an estimate of the L∞ norm of the solution de-
pending on the macroscopic bounds on these hydrodynamic quantities only. This is
a regularization effect in the sense that the initial data is not required to be bounded.
We present a proof based on variational ideas, which is fundamentally different to
the proof that was previously known for the equation in periodic spatial domains.

1. Introduction

We consider the spatially inhomogeneous Boltzmann equation

(∂t + v · ∇x ) f = Q( f, f ), (1.1)

where Q is the Boltzmann collision operator in the non-cutoff case (see Section 1.1
for its precise formula).

The purpose of this article is to obtain upper bounds in L∞ for the solution f
of (1.1), in a bounded domain, that depend only on the macroscopic hydrodynamic
quantities associated to f .

The function f (t, x, v) takes values for t ∈ (0, T ), x ∈ � and v ∈ R
d (d � 2).

The domain � ⊂ R
d is a bounded open set with a C1,1 boundary. We write

� := (0, T ) × ∂� × R
d , and �− denotes the incoming part of this boundary:

�− := {(t, x, v) ∈ � : v · n(x) < 0} where n(x) is the outward unit normal vector
at x ∈ ∂�.

Luis Silvestre is supported by NSF Grants DMS-1764285 and DMS-2054888. Zhimeng
Ouyang is supported by the NSF fellowship DMS-2202824

http://crossmark.crossref.org/dialog/?doi=10.1007/s00205-024-02002-x&domain=pdf
http://orcid.org/0009-0003-3564-691X


59 Page 2 of 40 Arch. Rational Mech. Anal. (2024) 248:59

There are four common types of boundary conditions (here n denotes the out-
ward unit normal vector at x ∈ ∂�):

(1) In-flow: f (t, x, v)|�− = g(t, x, v) for some given function g;
(2) Bounce-back: f (t, x, v) = f (t, x,−v) on �;
(3) Specular-reflection: f (t, x, v) = f (t, x,Rxv) on �, where Rxv := v − 2(v ·

n)n;
(4) Diffuse-reflection: f (t, x, v)|�− = P�[ f ](t, x, v) := cμμ(v)

∫
v′·n>0

f (t, x, v′)(v′ ·n) dv′, where μ(v) = e−|v|2 is the wall Maxwellian and the con-
stant cμ satisfies the normalization condition cμ

∫
v′·n>0 μ(v′)(v′ · n) dv′ = 1.

We work with solutions to the Boltzmann Eq. (1.1) whose macroscopic quan-
tities are assumed to satisfy certain macroscopic bounds. More precisely, we as-
sume that there are constants m0, M0, E0 and H0 such that for all (or almost all)
(t, x) ∈ R+ × �, it holds that

⎧
⎪⎨

⎪⎩

0 < m0 �
∫
Rd f (t, x, v) dv � M0,∫

Rd |v|2 f (t, x, v) dv � E0,∫
Rd f (t, x, v) log f (t, x, v) dv � H0.

(1.2)

Needless to say, the inequalities (1.2) are currently unprovable for general solutions.
Currently, there is arguably no reason to suspect that they hold for all solutions. The
hydrodynamic bounds (1.2) are a way to say that we look at solutions that do not
have implosion singularities, and by ruling them out, we argue that no other kind of
singularities can exist. Our main goal would be to determine if the hydrodynamic
bounds (1.2) imply the smoothness of solutions to the Boltzmann Eq. (1.1) in a
bounded domain, for all possible physical boundary conditions.

1.1. Boltzmann Collision Operator

The Boltzmann collision operator takes the form

Q( f, f )(v) =
∫

Rd

∫

Sd−1
B(v − v∗, σ )

(
f (v′∗) f (v′) − f (v∗) f (v)

)
dσdv∗, (1.3)

where v′ and v′∗ are

v′ = v + v∗
2

+ |v − v∗|
2

σ, v′∗ = v + v∗
2

− |v − v∗|
2

σ.

The collision kernel B(v − v∗, σ ) = B (|v − v∗| , cos θ) only depends on |v − v∗|
and the angle θ = arccos

(
v−v∗|v−v∗| · σ

)
∈ [−π, π ].

We consider standard non-cutoff collision kernels satisfying the bounds

B (|v − v∗| , cos θ) ≈ |v − v∗|γ b(cos θ), (1.4)

where b is a nonnegative even function such that as θ → 0,

b(cos θ) ≈ |θ |−d+1−2s . (1.5)
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Note that b(cos θ) is not integrable on σ ∈ Sd−1 near θ = 0. Typically, this is
called the non-cutoff model.

Depending on the values of γ , it is customary to use the following terminology:

• Hard potentials: γ > 0.
• Maxwell molecules: γ = 0.
• Moderately soft potential: γ < 0 and 2s + γ � 0.
• Very soft potential: 2s + γ < 0.

The methods in this paper work for hard or moderately soft potential. Our proof
fails in the very soft potential case.

1.2. Main Result

The following is our main result:

Theorem 1.1. Let f (t, x, v) be a (weak) solution of the Boltzmann Eq. (1.1) for
(t, x, v) ∈ (0, T ) × � × R

d with any of the four boundary conditions (in-flow,
bounce-back, specular-reflection and diffuse-reflection).We consider the non-cutoff
collision kernel with parameters γ and s such that 0 < s < 1, −d < γ � 2, and
γ + 2s > 0 (which covers the hard potential and moderately soft potential cases).
Assume in addition that (1.2) holds for every (t, x) ∈ (0, T ) × �. Then we have

f (t, x, v) � a(t),

almost everywhere, where

a(t) = C
(
1 + t−

d
2s

)
.

For the bounce-back, specular-reflection and diffuse-reflection boundary, C de-
pends on the parameters m0, M0, E0 and H0 in (1.2) and dimension d. For the
in-flow boundary, besides the above (m0, M0, E0, H0, d) dependence, C also de-
pends on the boundary data g.

The program of conditional regularity has been successfully carried out for
solutions to the inhomogeneous Boltzmann Eq. which are periodic in space (es-
sentially removing any potential spatial boundary effect). See [6,12–14,16–18,21],
and the survey [15]. This has also been carried out for the inhomogeneous Landau
equationwithout spatial boundary in [5,8,10,11,24].While the focus of this topic is
on solutions that are far from equillibrium, an incidental consequence is the global
existence of smooth solutions for initial data that is close to a Maxwellian with
respect to any norm for which local-in-time well posedness holds [23].

The upper bound provided by the main result of this paper represents a first step
toward a conditional regularity program for the Boltzmann equation in a bounded
domain. Recent results for second order kinetic equations in bounded domains
[22,25] suggest that we should expect conditional regularity estimates to hold up
to the boundary at least up to the Hölder continuity of f . The possibility of higher
regularity estimates up to the boundary requires further investigation.
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For the equation without boundary, the conditional upper bounds similar to
Theorem 1.1 are obtained in [21, Theorem 1.2]. The proof there is based on a
nonlocal quantitative maximum principle, following an idea similar to those used
for Hölder continuity of nonvariational parabolic integro-differential equations as
in [19,20]; It relies on a pointwise estimate of the equation at the hypothetical
first crossing point between the intended upper bound and the solution. There are
some technical difficulties to carry out this computation when the first crossing
point is on the boundary, and because of that it does not adapt to the setting of
this paper easily. The main novelty of this paper is our essentially new approach to
prove the L∞ upper bounds for the Boltzmann equation. The proof in this paper is
based on variational considerations. A further advantage of this approach is that the
result applies to a more general class of weak solutions. In that sense, Theorem 1.1
provides a small improvement over [21, Theorem 1.2], even for the case without
boundary. The notion of solution that we use in this paper is descibed in Section 2.3,
and it is a more or less classical weak solution in Sobolev spaces. It is not as weak as
the renormalized solutions with defect measure constructed in [3], but it is certainly
weaker than the classical solutions considered in [21].

The boundary conditions are incorporated in the variational characterization of
weak solutions. With the new method of proof introduced in this paper, unlike the
method of [21], the boundary conditions can be seamlessly incorporated without
major additional difficulties.

It is worth noting that while wemake some technical assumption on the solution
(belonging to certain Sobolev space) and on the domain (bounded and with a C1,1

boundary), these are qualitative conditions simply to be able to make sense of all
the steps in the proof. Our final estimate does not depend in any way of any quantity
related to these technical assumptions.

1.2.1. On the Diffuse-Reflection Boundary Condition The diffuse-reflection
boundary condition can be seen as a particular case of the in-flow boundary con-
dition. Instead of having an arbitrary value for f on �−, its value is related to the
values of f on �+ by some averaging procedure.

The hydrodynamic assumptions (1.2) trivially imply an upper bound for f�− =
P�[ f ](t, x, v) in the case of diffuse-reflection boundary. Indeed,

∣
∣
∣
∣

∫

v′·n>0
f (t, x, v′)(v′ · n) dv′

∣
∣
∣
∣ �

∫

Rd
f (t, x, v′)|v′| dv′ �

√
M0E0.

Therefore, Theorem 1.1 for the diffuse-reflection boundary is a corollary of the
same theorem for the in-flow boundary condition.

After this observation, we will not make any further reference to the diffuse-
reflection boundary condition in the rest of the paper, except for Remark 2.7 about
the notion of weak solutions.
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2. Preliminaries

2.1. Notation and Convention

Throughout this paper, C will generally denote a universal constant which may
depend on d,m0, M0, E0, H0. We write A � B whenever A � CB for some
universal constant C > 0; we will use � and ≈ in a similar standard way.

We split � = (0, T ) × ∂� ×R
d into the outgoing boundary �+, the incoming

boundary �−, and the singular boundary �0 (i.e., the “grazing set”):

�+ := {(t, x, v) ∈ � : v · n > 0} ,

�− := {(t, x, v) ∈ � : v · n < 0} ,

�0 := {(t, x, v) ∈ � : v · n = 0} .

Sometimes we use d� to denote dvdSxdt , where dSx is the differential of surface
for x ∈ �.

We use L p
n to denote the weighted L p norm

‖ f ‖L p
n (Rd ) :=

(∫

Rd
〈v〉np | f (v)|p dv

) 1
p

.

When n = 0, this reduces to the usual L p norm.

2.2. Weighted Kinetic Sobolev Space

In order to make sense of the hydrodynamic bounds (1.2), we naturally need
to start with a solution f that belongs to the space L∞((0, T ) × �, L1

2(R
d)) ∩

L∞((0, T ) × �, L log L(Rd)). In order to define the notion of weak solution for
which our result applies, we impose some further technical condition in terms of a
kinetic Sobolev space.

Following [9], we define the weighted (anisotropic) Sobolev space Ns,γ as the
space of functions f : Rd → R for which the following norm is bounded:

‖ f ‖2Ns,γ :=
∫

Rd
〈v〉γ+2s | f (v)|2 dv

+
�

Rd×Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2

∣
∣ f (v) − f (v′)

∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv.

(2.1)

Here

d(v, v′) :=
√

|v − v′|2 + 1
4

(|v|2 − |v′|2)2.
The Ns,γ norm is induced by the inner product

〈 f, g〉Ns,γ :=
∫

Rd
〈v〉γ+2s f (v)g(v) dv

+
�

Rd×Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2

(
f (v) − f (v′)

) (
g(v) − g(v′)

)

d(v, v′)d+2s

1d(v,v′)�1 dv
′dv.
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Denote N−s,γ as the dual of Ns,γ equipped with the norm

‖g‖N−s,γ := sup
‖ϕ‖Ns,γ =1

∫

Rd
g(v)ϕ(v) dv.

The space Ns,γ should be understood as a weighted version of Hs(Rd), with a
weight that accounts for the precise behavior of the collision operator Q( f, f ) as
|v| → ∞. Likewise, the space N−s,γ is a weighted version of the space H−s(Rd).

Lemma 2.1. Consider the following integro-differential operator:

L f (v) :=〈v〉γ+2s f (v)+
∫

Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2
2

(
f (v)− f (v′)

)

d(v, v′)d+2s 1d(v,v′)�1 dv
′.

Then L maps Ns,γ into N−s,γ . Moreover, for every g ∈ N−s,γ , there exists f ∈
Ns,γ such that g = L f .

Proof. This is a direct consequence of the Riesz representation theorem applied to
the Hilbert space Ns,γ . Indeed, by a direct computation we observe that whenever
f is smooth enough to make sense of the integral in the definition of L f , we have

〈 f, g〉Ns,γ =
∫

L f (v)g(v) dv.

��
The operatorL defined in Lemma 2.1 is similar to I +(−
)s , but with a weight

for large |v| matching that in the definition of Ns,γ .
Following [1], we define the weighted kinetic Sobolev space Hs,γ

kin as follows:

Definition 2.2. Given an open set D := (0, T ) × � × R
d ⊂ R

1+2d , we say
f ∈ Hs,γ

kin (D) if f ∈ L2
t,x N

s,γ
v (D) and (∂t + v · ∇x ) f ∈ L2

t,x N
−s,γ
v (D) in the

sense that
∫

D
f (t, x, v) (∂t + v · ∇x ) ϕ dvdxdt � C‖ϕ‖L2

t,x N
s,γ
v (D)

for any function ϕ ∈ C1
c (D) with supp(ϕ) ⊂ D. We further write

‖ f ‖2
Hs,γ
kin (D)

:= ‖ f ‖2
L2
t,x N

s,γ
v (D)

+ ‖(∂t + v · ∇x ) f ‖2
L2
t,x N

−s,γ
v (D)

.

The next result is proved essentially in [9, Theorem 2].

Theorem 2.3. Given a function f : Rd → [0,∞) that satisfies
∫

Rd
f (v) dv � M0,

∫

Rd
f (v)|v|2 dv � E0,

and letting g and h be two functions in Ns,γ , then
∫

Rd
Q( f, g)h dv � C f ‖g‖Ns,γ ‖h‖Ns,γ .
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The Assumption U, given in [9] is sligtly different and not directly implied by
our upper bounds on M0 and E0. However, this version of Theorem 2.3 follows
with minimal effort after the ideas developed in [9] (see also [16, Theorem 4.1] and
Appendix A of [18]).

A way to interpret Theorem 2.3 is that if f satisfies (1.2) and g ∈ L2
t,x N

s,γ
v ,

then Q( f, g) ∈ L2
t,x N

−s,γ
v , with

‖Q( f, g)‖L2
t,x N

−s,γ
v

� C f ‖g‖L2
t,x N

s,γ
v

. (2.2)

2.3. Notion of Weak Solutions

Now that we described the functional spaces that we use, we define the notion
weak solutions in D = (0, T )×�×R

d with the four types of boundary conditions.

Definition 2.4. (Weak solutions with in-flow boundary) We say that a function
f ∈ L2

t,x N
s,γ
v (D) is a weak solution of (1.1) in D with the in-flow boundary

condition, if for any test function ϕ ∈ C1
c

(
(0, T ) × � × R

d
)
so that ϕ|�+ = 0, we

have
�

(0,T )×�×Rd
{ f (∂t + v · ∇x ) ϕ + Q( f, f )ϕ} dvdxdt =

�
�−

gϕ (v · n)dvdSxdt.

(2.3)

We recall that Q( f, f ) belongs to L2
t,x N

−s,γ
v according to (2.2). In this sense the

integral ofQ( f, f )ϕ iswell defined for any test functionϕ ∈ C1
c

(
(0, T ) × � × R

d
)
.

Definition 2.5. (Weak solutions with bounce-back boundary) We say that a func-
tion f ∈ L2

t,x N
s,γ
v (D) is a weak solution of (1.1) in D with the bounce-back

boundary condition, if for any test function ϕ ∈ C1
c

(
(0, T ) × � × R

d
)
so that

ϕ(t, x, v) = ϕ(t, x,−v) for all x ∈ ∂�, we have�
(0,T )×�×Rd

{ f (∂t + v · ∇x ) ϕ + Q( f, f )ϕ} dvdxdt = 0. (2.4)

Definition 2.6. (Weak solutions with specular-reflection boundary) We say that
a function f ∈ L2

t,x N
s,γ
v (D) is a weak solution of (1.1) in D with the specular-

reflection boundary condition, if for any test function ϕ ∈ C1
c

(
(0, T ) × � × R

d
)

so that ϕ(t, x, v) = ϕ(t, x,Rxv) for all x ∈ ∂�, we have�
(0,T )×�×Rd

{ f (∂t + v · ∇x ) ϕ + Q( f, f )ϕ} dvdxdt = 0. (2.5)

Remark 2.7. As described in Section 1.2.1, we prove Theorem 1.1 in the cases
of in-flow, bounce-back and specular-reflection boundary conditions. The case of
diffuse-reflection is a particular case of the inflow boundary condition. If wewanted
to define a weak solution in this case, it would coincide with Definition 2.4 but with
P�[ f ] instead of the arbitrary function g. In any context where it makes sense to
consider the diffuse-reflection boundary condition, the analysis in Section 1.2.1
holds and Theorem 1.1 applies.
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It may have some interest to observe that the operator P�[ f ] is not necessarily
well defined for arbitrary functions f ∈ Hs,γ

kin . However,when f satisfies in addition
the assumption (1.2), then we can easily see that the trace function f |� obtained
from Proposition 3.9 belongs to L∞((0, T ) × ∂�, L1

2(R
d)). Indeed, the upper

bounds on the mass and energy densities in (1.2) tell us that f ∈ L∞((0, T ) ×
�, L1

2(R
d)). We can rigorously justify that the trace of f satisfies the same bound

by approximating f with smooth functions (as in Lemma 3.8), observing that the
trace of the approximate functions are bounded in L∞((0, T ) × ∂�, L1

2(R
d)), and

applying Fatou’s lemma.

Remark 2.8. Definitions 2.4, 2.5 and 2.6 encode at the same time the Eq. (1.1)
in the interior of the domain and the boundary conditions. Indeed, taking the test
functionϕ to be compactly supported in the interior of D, we deduce for any of these
definitions that (∂t + v · ∇x ) f = Q( f, f ) holds in the sense of distributions in D.
After this, replacing Q( f, f ) with (∂t + v · ∇x ) f in Definition 2.4, we observe
that for any test function ϕ ∈ C1

c

(
(0, T ) × � × R

d
)
so that ϕ|�+ = 0, we have

∫ T

0

�
�×Rd

{(∂t + v · ∇x ) f ϕ + f (∂t + v · ∇x ) ϕ} dvdxdt

=
∫ T

0

�
�−

gϕ (v · n)dvdSxdt.

This identity encodes the boundary condition (without the rest of the equation). A
similar identity follows for each type of boundary condition.

2.4. Structure of the Collision Operator

Recall the non-cutoff Boltzmann collision operator Q( f, f ) from (1.3) with
the parameters given in (1.4) and (1.5): 2s is the angular singularity exponent and
γ is the exponent in terms of |v − v∗|.

Let us use Carleman coordinates

(σ, v∗) → (
w := v′∗ − v, v′) ,

w ⊥ (v′ − v), v∗ = v′ + w.

In terms of these new variables, the collision operator becomes

Q( f, f )(v) =
∫

Rd

(
f (v′)K f (v, v′) − f (v)K f (v

′, v)
)
dv′

=
∫

Rd

(
f (v′) − f (v)

)
K f (v, v′) dv′

+ f (v)

∫

Rd

(
K f (v, v′) − K f (v

′, v)
)
dv′, (2.6)
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where the kernel K f depends on f through

K f (v, v′) = 2d−1
∣
∣v′ − v

∣
∣−1

∫

w⊥(v′−v)

f (v + w)B(r, cos θ)r−d+2 dw with

{
r2 = ∣

∣v′ − v
∣
∣2 + |w|2

cos
(

θ
2

) = |w|
r

≈ ∣
∣v − v′∣∣−d−2s

{∫

w⊥(v′−v)

f (v + w) |w|γ+2s+1 dw

}

.

Furthermore, thewell-known cancellation lemma (first obtained in [2]) is equivalent
to the following identity in terms of the kernel K f .

∫

Rd

(
K f (v, v′) − K f (v

′, v)
)
dv′ = cb

∫

Rd
f (v∗) |v − v∗|γ dv∗, (2.7)

with constant

cb =
∫

Sd−1

{
2

d+γ
2

(1 + σ · e) d+γ
2

− 1

}

b(σ · e) dσ

for any e ∈ S
d−1. Therefore, we may write

Q( f, f ) =
∫

Rd

(
f (v′)− f (v)

)
K f (v, v′) dv′+cb

(∫

Rd
f (v∗) |v−v∗|γ dv∗

)

f (v)

=: LK f + cb
(
f ∗v | · |γ )

f. (2.8)

Here, LK is a nonlinear integro-differential diffusion operator which leads to
smoothing effect, and cb ( f ∗v | · |γ ) f is a lower-order term. One may think of
Q( f, f ) as a reaction diffusion operator. The second term cb ( f ∗v | · |γ ) f would
be the reaction term which makes the function f grow, and it is therefore the bad
term when it gets to compute L∞ estimates.

The important properties of the diffusion kernel K f are the following (cf. [15,
Section 2] and [21, Sections 4 and 7]):

• Symmetry: K f (v, v + u) = K f (v, v − u) for any u ∈ R
d .

• Bounded from above by the fractional Laplacian on average:
∫

Br (v)

K f (v, v′)|v − v′|2 dv′ � C

(∫

Rd
f (v∗)|v − v∗|γ+2s dv∗

)

r2−2s

� �(v) r2−2s . (2.9)

Here �(v) = C〈v〉γ+2s for some constant C > 0 depending on M0 and E0 in
(1.2).

• Cone of non-degeneracy: for fixed t and x , there exists a set �(v) ⊂ R
d for

every point v ∈ R
d so that

– �(v) is a symmetric cone, which means that λ�(v) = �(v) for all λ ∈ R,
λ �= 0.
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– Lower bound for K f in the directions of �(v):

K f (v, v′) � λ(v)|v − v′|−d−2s whenever v′ − v ∈ �(v). (2.10)

Here λ(v) = c〈v〉γ+2s+1 for some constant c > 0 depending on the param-
eters m0, M0, E0 and H0 in (1.2) and dimension d.

– The measure m
(
�(v) ∩ S

d−1
)

� c〈v〉−1, for some constant c depending
on m0, M0, E0 and H0 in (1.2) and dimension d. Moreover, �(v) ∩ S

d−1

is contained in a band of width � 〈v〉−1 around the equator perpendicular
to v.

• Cancellation lemma (2.7).

Remark 2.9. Note that the bounds (2.9) and (2.10) are weaker than the usual uni-
form ellipticity condition λ|v−v′|−d−2s � K (v, v′) � �|v−v′|−d−2s for integro-
differential equations. The lower bound holds only in the cone of nondegeneracy,
and the upper bounds holds only in average.

We also stress that the existence of the cone of non-degeneracy of K f relies
on the hydrodynamic bounds in (1.2), and this is the only place where the entropy
bound H0 is used.

2.5. Coercivity Estimate

When computing the propagation of L2 norms of various functions, one often
deals with the integral expressions from (2.8) of the form

∫

Rd
Q( f, g)(v)h(v) dv =

�
Rd×Rd

h(v)
(
g(v′) − g(v)

)
K f (v, v′) dv′dv

+ c
∫

Rd

(
f ∗v |v|γ )

g(v)h(v) dv. (2.11)

In particular, when h = g, we have
∫

Rd
Q( f, g)(v)g(v) dv = − 1

2

�
Rd×Rd

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′dv

+ c
∫

Rd

(
f ∗v |v|γ ) |g(v)|2 dv. (2.12)

This identity follows by a straightforward arithmetic manipulation and applying
Fubini’s theorem. The first term is negative. Coercivity estimates for the Boltzmann
collision operator amount to estimating how negative this first term needs to be.

The next inequality may be seen as a combination of a coercivity estimate
with the Sobolev embedding for weighted Sobolev norms, except that it is more
complicated to prove each one of these inequalities separately. Here we verify the
formula in one shot, using a computation similar to [7].

Lemma 2.10. (Coercivity estimate) Let p > 2 be the exponent satisfying 1
p =

1
2 − s

d , and let n = 1
2

(
γ + 2s − 2s

d

)
and k = 1

2 (−γ − d + 1). Then there exist
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constants c0 > 0 and C1 � 0 (depending only on the hydrodynamic bounds in
(1.2) and dimension d) such that for any g ∈ L p

n (Rd), it holds that�
Rd×Rd

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′dv

� c0 ‖g‖2−p
L p
n (Rd )

·
∫

{
v∈Rd :|g(v)|�C1‖g‖L pn 〈v〉k

}〈v〉np|g(v)|p dv. (2.13)

In particular, when n � 0, we have a stronger bound�
Rd×Rd

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′dv � c0 ‖g‖2

L p
n (Rd )

, (2.14)

which is equivalent to taking C1 = 0 in (2.14).

Proof. Let us denote

N := ‖g‖p
L p
n (Rd )

=
∫

Rd
〈v〉np|g(v)|p dv < ∞.

For any fixed v ∈ R
d (such that g(v) �= 0), we will exploit the cone of non-

degeneracy �(v) for K f where K f has a lower bound (see Section 2.4). Recall
that the intersection of the cone �(v) with a ball BR has volume ≈ Rd〈v〉−1. We
choose R = R(v) (depending on v) satisfying

Rd = CN 〈v〉−np+1|g(v)|−p (2.15)

for some large constant C > 0. Next we split
{
v ∈ R

d : g(v) �= 0
}
into two sets:

G :=
{
v ∈ R

d : 〈v〉 � R(v)
}

=
{
|g(v)|p � CN 〈v〉−d−np+1

}

=
{
|g(v)| � C

1
p ‖g‖L p

n
〈v〉k

}
,

B :=
{
v ∈ R

d : 〈v〉 < R(v)
}

=
{
|g(v)| < C

1
p ‖g‖L p

n
〈v〉k

}
.

For v ∈ G, we claim that |g(v′)| < 1
2 |g(v)| for points v′ in v + (

BR/2 ∩ �(v)
)

that amount to at least half of its measure, i.e.
∣
∣{v′ ∈ v + (

BR/2 ∩ �(v)
) : |g(v′)| < 1

2 |g(v)|}∣∣ � 1
2

∣
∣BR/2 ∩ �(v)

∣
∣ ≈ Rd〈v〉−1.

(2.16)

Indeed, since 〈v〉 � R and v′ ∈ v + BR/2, we have 1
2 〈v〉 �

〈
v′〉 � 3

2 〈v〉. Then the
converse statement that |g(v′)| � 1

2 |g(v)| for at least half of v′ ∈ v+(
BR/2 ∩ �(v)

)

implies

N =
∫

Rd
〈v′〉np|g(v′)|p dv′ � 〈v〉np|g(v)|p · Rd〈v〉−1 = CN ,

which cannot be true for sufficiently large C . For v ∈ B where 〈v〉 < R, we have
the similar argument only in the case of n � 0: for v′ ∈ v + (B3R\B2R) we have〈
v′〉 � 〈v〉, and thus (2.16) still holds with BR/2 replaced by B3R\B2R .
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For the analysis below, we first treat the case when v ∈ G. Considering
K f (v, v′) � 0 and that by (2.10)

K f (v, v′) � 〈v〉γ+2s+1|v − v′|−d−2s if v′ − v ∈ �(v),

we combine (2.16) to get

∫

Rd

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′ �

∫

v+(BR/2∩�(v))

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′

� 〈v〉γ+2s+1R−d−2s

∫

v+(BR/2∩�(v))

∣
∣g(v′) − g(v)

∣
∣2 dv′

� 〈v〉γ+2s R−2s |g(v)|2

= (CN )
2
p −1〈v〉np|g(v)|p. (2.17)

Here in the last equality we plug in our choice of R in (2.15) with values of p and
n. Finally, we integrate (2.17) over v ∈ G to obtain

∫

G

∫

Rd

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′dv � N

2
p −1

∫

G
〈v〉np|g(v)|p dv,

and so (2.14) follows.
In the case of n � 0, we can also get the same estimate (2.17) for v ∈ B, by

writing B3R\B2R instead of BR/2. For those v ∈ R
d such that g(v) = 0, (2.17)

automatically holds, and thus it holds for all v ∈ R
d . Therefore, we may integrate

(2.17) over v ∈ R
d to obtain

�
Rd×Rd

∣
∣g(v′) − g(v)

∣
∣2 K f (v, v′) dv′dv � N

2
p −1

∫

Rd
〈v〉np|g(v)|p dv = N

2
p

= ‖g‖2
L p
n (Rd )

.

This completes the proof of the lemma. ��

Remark 2.11. The value of p is the same exponent as in the usual Sobolev em-
bedding Hs(Rd) ↪→ L p(Rd). In fact, if we repeat the proof above for a kernel K
satisfying the stronger assumption K (v, v′) �

∣
∣v − v′∣∣−d−2s for all v, v′ ∈ R

d ,
we would derive the standard Sobolev inequality for fractional Sobolev spaces (but
with a nonstandard proof).

Remark 2.12. The case n = 1
2

(
γ + 2s − 2s

d

)
< 0 happens only for soft potentials,

and covers part of the moderately soft potential range. It is interesting to note that
this coercivity estimate also applies to the very soft potential case when γ +2s � 0
(so n < 0).
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3. Smooth Approximations and Trace

3.1. Some Properties of the Weighted Fractional Sobolev Spaces

We analyze the spaces Ns,γ , N−s,γ and Hs,γ
kin .

Lemma 3.1. Suppose that f ∈ Ns,γ and f (v) = 0 whenever |v| > R. Then, for
some constant C depending only on s, γ , the dimension d and R, we have

1

C
‖ f ‖Hs (Rd ) � ‖ f ‖Ns,γ � C‖ f ‖Hs (Rd ).

Here, Hs(Rd) denotes the standard fractional Sobolev space in Rd with the norm

‖ f ‖2Hs (Rd )
=

∫

Rd
| f (v)|2 dv +

� | f (v′) − f (v)|2
|v′ − v|d+2s dv′dv.

Lemma 3.1 is a consequence of the fact that d(v, v′) ≈ |v′ − v| if we know
that v′ and v stay in some bounded ball BR . The proof of Lemma 3.1 is a direct
computation following this fact and we skip it.

Lemma 3.2. Suppose that f ∈ N−s,γ and supp f ⊂ BR (in the sense of distribu-
tions). Then, for some constant C depending only on s, γ , the dimension d and R,
we have

1

C
‖ f ‖H−s (Rd ) � ‖ f ‖N−s,γ � C‖ f ‖H−s (Rd ).

Here, H−s(Rd) denotes the standard negative fractional Sobolev space which is
the dual of Hs(Rd).

Proof. By definition

‖ f ‖N−s,γ = sup {〈 f, g〉 : ‖g‖Ns,γ = 1} .

Here 〈·, ·〉 denotes the pairing between N−s,γ and Ns,γ .
Since supp f ⊂ BR , if we take a smooth bump function b : Rd → [0, 1] so

that b = 1 in BR and b = 0 outside B2R , we have 〈 f, bg〉 = 〈 f, g〉. We have
‖bg‖Ns,γ � ‖g‖Ns,γ (from Lemma 4.5). Thus, we may only lose a constant factor
by restricting the supremum above to those functions supported in B2R .

‖ f ‖N−s,γ ≈ sup {〈 f, g〉 : ‖g‖Ns,γ = 1 and supp g ⊂ B2R} .

From Lemma 3.1, we know that ‖g‖Ns,γ ≈ ‖g‖Hs , and the result follows. ��
Lemma 3.3. Let L be the operator from Lemma 2.1. For any smooth function
b : R

d → R with compact support and f ∈ Ns,γ , we have the commutator
estimate

(∫

Rd
〈v〉−(γ+2s) |L[b f ](v) − b(v)L f (v)|2 dv

)1/2

� Mb‖ f ‖Ns,γ ,
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where

Mb := 2 sup
v

∣
∣
∣
∣

∫

d(v,v′)<1
〈v〉 1

2 〈v′〉 1
2
b(v′) − b(v)

d(v, v′)d+2s dv′
∣
∣
∣
∣

+2 sup
v

(∫

d(v,v′)<1
〈v〉 1

2 〈v′〉 1
2
|b(v′) − b(v)|2
d(v, v′)d+2s dv′

)1/2

.

Consequently,

‖L[b f ](v) − b(v)L f (v)‖N−s,γ � Mb‖ f ‖Ns,γ .

Proof. ComputingL[b f ](v)−b(v)L f (v)directly using the formula ofLemma2.1,
many terms cancel out and we are left with

L[b f ](v) − b(v)L f (v) =
∫

d(v,v′)<1
〈v〉 γ+2s+1

2 〈v′〉 γ+2s+1
2

f (v′)
(
b(v) − b(v′)

)

d(v, v′)d+2s dv′

=
∫

d(v,v′)<1
〈v〉 γ+2s+1

2 〈v′〉 γ+2s+1
2

(
f (v′) − f (v)

) (
b(v) − b(v′)

)

d(v, v′)d+2s dv′

+ f (v)

∫

d(v,v′)<1
〈v〉 γ+2s+1

2 〈v′〉 γ+2s+1
2

b(v) − b(v′)
d(v, v′)d+2s dv′

We use the Cauchy–Schwarz inequality for the first term.

|L[b f ](v) − b(v)L f (v)|

� 〈v〉 γ+2s
2 Mb

(∫

d(v,v′)<1
〈v〉 γ+2s+1

2 〈v′〉 γ+2s+1
2

| f (v′) − f (v)|2
d(v, v′)d+2s dv′

)1/2

+ 〈v〉γ+2sMb f (v).

Taking squares and integrating in v, we conclude
∫

Rd
〈v〉−(γ+2s) |L[b f ](v) − b(v)L f (v)|2 dv

� M2
b

(�
d(v,v′)<1

〈v〉 γ+2s+1
2 〈v′〉 γ+2s+1

2
| f (v′) − f (v)|2
d(v, v′)d+2s dv′dv

)

+ M2
b

∫
〈v〉γ+2s f (v)2 dv

� M2
b‖ f ‖2Ns,γ .

The last inequality in Lemma 3.3 follows from the observation that since for any
function f ∈ Ns,γ ,

‖ f ‖L2(Rd ,〈v〉(γ+2s)) � ‖ f ‖Ns,γ ,

then, for any g ∈ L2(Rd , 〈v〉−(γ+2s)),

‖g‖N−s,γ � ‖g‖L2(Rd ,〈v〉−(γ+2s)).

��
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Lemma 3.4. Consider a smooth function b : Rd → [0, 1] so that b(v) = 1 for
v ∈ B1 and b(v) = 0 for v /∈ B2. Let bR(v) = b(v/R). Let D = (0, T ) × � ×R

d .
For any function f ∈ Hs,γ

kin (D), the product bR(v) f (t, x, v) converges to f in
Hs,γ
kin (D) as R → ∞.

Proof. By definition, the norm ‖ f ‖Hs,γ
kin (D) consists of three terms

‖ f ‖2
Hs,γ
kin (D)

=
�

(0,T )×�×Rd
〈v〉γ+2s | f (v)|2 dvdxdt

+
�

(0,T )×�

�
d(v,v′)<1

〈v〉 γ+2s+1
2 〈v′〉 γ+2s+1

2
| f (v′) − f (v)|2
d(v, v′)d+2s dv′dvdxdt

+
�

(0,T )×�
‖(∂t + v · ∇x ) f ‖2N−s,γ dxdt.

Applying the above formula to ‖ f − bR f ‖2
Hs,γ
kin

= ‖(1− bR) f ‖2
Hs,γ
kin

, it is relatively

easy to prove the convergence to zero of the first two terms using the dominated
convergence theorem.

For the last term, we observe that (∂t + v · ∇x ) (bR f ) = bR(v) (∂t + v · ∇x ) f .
Applying Lemma 2.1, we know that there exists a function F ∈ Hs,γ

kin such that
(∂t + v · ∇x ) f = LF . Therefore, (∂t + v · ∇x ) [(1 − bR) f ] = (1 − bR)LF . We
then use the commutator estimate of Lemma 3.3 and have

‖(1 − bR)LF − L [(1 − bR)F]‖N−s,γ � MbR‖F‖Ns,γ .

We observe that MbR → 0 as R → ∞. Indeed,
∣
∣
∣
∣

∫

d(v,v′)<1
〈v〉 1

2 〈v′〉 1
2
bR(v′) − bR(v)

d(v, v′)d+2s dv′
∣
∣
∣
∣ � R−2,

(∫

d(v,v′)<1
〈v〉 1

2 〈v′〉 1
2
|bR(v′) − bR(v)|2

d(v, v′)d+2s dv′
)1/2

� R−1.

In particular, (1 − bR)LF − L [(1 − bR)F] → 0 in N−s,γ . Finally, follow-
ing the same analysis as above, we deduce that (1 − bR)F → 0 in Ns,γ . Thus,
L [(1 − bR)F] → 0 in N−s,γ , which combined with the commutator estimate tells
us that that (1 − bR)LF → 0 in N−s,γ . ��

3.2. Galilean Group Operation and Convolution

The Galilean group is the natural algebraic structure that is compatible with
kinetic equations. Let ◦ denote the Galilean group operation

(t1, x1, v1) ◦ (t2, x2, v2) = (t1 + t2, x1 + x2 + t2v1, v1 + v2).

This operation defines a non-commutative Lie group structure in R1+2d . Note that
the differential operators (∂t + v · ∇x ),∇v and∇x are left-invariant by the action of
the group, and thus the Galilean translation is the correct group of transformations
associated with this type of kinetic equations.
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The convolution of functions is computed in terms of the Galilean group

f ∗ g(z) :=
∫

R1+2d
f (w)g(w−1 ◦ z) dw.

This convolution is associative, but it is not commutative. If we make the change
of variables w−1 ◦ z �→ w, we obtain the equivalent expression

f ∗ g(z) :=
∫

R1+2d
f (z ◦ w−1)g(w) dw.

Note that f ∗ g is C∞ provided that at least one of the two functions is C∞.
Using convolutions in terms of the Galilean group with an appropriately scaled

family of mollifiers provides a convenient way to approximate functions in Hs,γ
kin

with smooth ones. Let η : R1+2d → R be a non-negative compactly-supported
smooth function with integral one. We use kinetic scaling to produce a family of
mollifiers:

ηε(t, x, v) = ε−2s−(2+2s)dη
(
ε−2s t, ε−1−2s x, ε−1v

)
. (3.1)

Given f (t, x, v), we may consider the mollification

fε := ηε ∗ f.

This convolution commuteswith thedifferential operators∇x ,∇v , and (∂t + v · ∇x ),
as well as with any integro-differential operator in v, like (−
)

s/2
v or (−
)

−s/2
v .

To see this, observe that

∂xi f (t, x, v) = lim
h→0

f ((t, x, v) ◦ (0, hei , 0)) − f (t, x, v)

h
,

∂vi f (t, x, v) = lim
h→0

f ((t, x, v) ◦ (0, 0, hei )) − f (t, x, v)

h
,

(∂t + v · ∇x ) f (t, x, v) = lim
h→0

f ((t, x, v) ◦ (h, 0, 0)) − f (t, x, v)

h
,

(−
)s/2v f (t, x, v) = cs,d

∫

Rd
f ((t, x, v) ◦ (0, 0, w))|w|−d+sdw.

The point of these formulas is that they are all written in terms of translations of
f by the action of the Galilean group on the right, whereas the convolution η ∗ f
is a weighted average of translations of f by the action of the group on the left.
Therefore, they trivially commute.

Lemma 3.5. Let � be a bounded open set with a Lipschitz boundary and D =
(0, T ) × � ×R

d . For any δ > 0, any function f ∈ Hs,γ
kin (D) can be approximated

in Hs,γ
kin ([δ, T ] × � × R

d) by smooth functions with compact support.
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Proof. From Lemma 3.4, we see that functions with compact support are dense
in Hs,γ

kin (D). It remains to prove that if f ∈ Hs,γ
kin (D) has compact support, then it

can be approximated as the limit of a sequence of smooth functions with compact
support.

The domain� has a Lipchitz boundary. Using a partition of unity corresponding
to an appropriate covering of the boundary, we decompose the function f as a sum
of finitely many terms, each of them supported either away from ∂�, or in some
small ball where ∂� coincides with the graph of a Lipzhitz function.

The terms that are supported away from � are easily approximated by smooth
functions using a standard convolution with respect to the Galilean group. The
approximation of the terms whose support intersects ∂� requires some further
explanation. For the rest of the proof, let us say that the function f is one of these
terms. Without loss of generality, let us assume that f is supported in t ∈ (0, T ),
x ∈ �∩ B1 and v ∈ BR . Assume further that ∂�∩ B2 coincides the graph of some
Lipchitz function. Since f equals zero for x /∈ B1, it makes no difference at this
point to assume that � is the supergraph of some global Lipschitz function.

The value of the convolution [ηε ∗ f ](t, x, v) depends on the values of f
in certain neighborhood of (t, x, v). When x is very close to ∂�, the value of
[ηε ∗ f ](t, x, v) will not be well determined as soon as this neighborhood contains
points outside of �. A natural workaround would be to first construct an extension
operator from Hs,γ

kin ((0, T ) × � ×R
d) to Hs,γ

kin ((0, T ) ×R
d ×R

d). However, such
an extension is nontrivial. We follow a different idea by choosing special functions
ηε so that the value of [ηε ∗ f ] depends on the values of f in D only.

We approximate f by a convolution with a special function ηε so that the values
of [ηε ∗ f ](t, x, v), for t ∈ (δ, T ], x ∈ B1 ∩ �, and v ∈ R

d , depend only on the
values of f in (0, T ) × � × R

d . Recall that

[ηε ∗ f ](t, x, v) =
�

ηε(s, y, w) f (t − s, x − y − w(t − s), v − w) dwdyds.

We want that whenever x ∈ � ∩ B1 and t ∈ [δ, T ], the integrand is only nonzero
for values of s, y and w so that t − s ∈ (0, T ) and x − y − w(t − s) ∈ �.

We achieve our first goal by making ηε supported in s ∈ [0, δ]. For the second
goal, we use that ∂� ∩ B2 is the graph of a Lipschitz function. Because of the
Lipschitz regularity of ∂�, we know that x − y − w(t − s) ∈ � provided that
x ∈ � and y + w(t − s) belongs to certain cone of directions depending on ∂�.
Let C1 ⊂ R

d be this cone. We want ηε(s, y, w) to be supported in some subset of
[0, δ] × C1 × C1.

Let η1 be some smooth function, with unit integral, whose support is inside
[0, δ] × C1 × C1. We set ηε(s, y, w) in terms of η1 as in (3.1). For any ε < 1, the
support of ηε is also contained in [0, δ]×C1×C1. Therefore, the values of ηε ∗ f in
[δ, T ]× (�∩ B1)×R

d depend only on the values of f in (0, T )× (�∩ B2)×R
d .

At this point, we have a well defined one-parameter family of mollifications
fε := ηε ∗ f . We must show that it converges to f in Hs,γ

kin (D) as ε → 0. As
explained initially, we can and do assume that f is compactly supported.

Since f is compactly supported in |v| � R, we also have that fε is supported
in |v| � R + ε. Combining the compact support of f with Lemmas 3.1 and 3.2,
we observe that it is enough to prove that
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(a)

fε → f ∈ L2
t,x

(
[δ, T ] × (� ∩ B1), H

s
v (Rd)

)

(b)

(∂t + v · ∇x ) fε → (∂t + v · ∇x ) f ∈ L2
t,x

(
[δ, T ] × (� ∩ B1), H

−s
v (Rd)

)
.

The first step to prove (a) is to verify that fε converges to f in L2. This is a
standard consequence of the density of continuous functions in L2.

In order to prove the convergence of fε to f in L2
t,x H

s
v we use the well known

fact that for any function g : Rd → R,

‖g‖2Hs ≈ ‖g‖2L2 + ‖(−
)s/2g‖2L2 .

Moreover, (−
)
s/2
v [ηε ∗ f ] = ηε ∗

(
(−
)

s/2
v f

)
, which converges to (−
)

s/2
v f

in L2 as ε → 0.
To prove (b), we use the well known fact that for any function g : Rd → R,

‖g‖2H−s ≈ ‖(I − 
)−s/2g‖2L2 .

Moreover, (−
)
−s/2
v (∂t + v · ∇x ) [ηε ∗ f ] = ηε ∗

(
(−
)

−s/2
v (∂t + v · ∇x ) f

)
,

which converges to (−
)
−s/2
v (∂t + v · ∇x ) f in L2 as ε → 0. ��

Remark 3.6. It would be a bad idea to attempt a change variables to flatten the
boundary of � for the proof of Lemma 3.5. Such a change of variables (see for
example [22]) introduces an extra term to the transport operator, of the form b(x, v)·
∇v f . In the case of s = 1 (as in [22]), and forC1,1 boundaries, this term is absorbed
into the L2

t,x H
1
v norm (at least locally). In this paper we have s < 1 and there is no

apparent way to control this extra term.

Remark 3.7. Note thatwhileη∗[(−
)
s/2
v f ]=(−
)

s/2
v [η∗ f ] andη∗[(−
)

−s/2
v f ]

= (−
)
−s/2
v [η ∗ f ], it is not true that L[η ∗ f ] = η ∗ [L f ] for the operator L of

Lemma 2.1.

Lemma 3.8. (Smooth approximation) Assume f ∈ Hs,γ
kin (D) satisfies the Eq. (1.1)

in D in the sense of distributions. There exists a sequence of smooth approximations
fn so that fn ∈ C∞

c ([1/n, T ] × � × R
d) and

(i) fn converges to f in L2
t,x N

s,γ
v (D) as n → ∞.

(ii) (∂t + v · ∇x ) fn converges to (∂t + v · ∇x ) f in L2
t,x N

−s,γ
v (D).

(iii) The function fn satisfies (classically) an equation in D of the form

(∂t + v · ∇x ) fε − Qε = 0,

where Qε → Q( f, f ) in L2
t,x N

−s,γ
v (D) as n → ∞.
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Proof. We construct the sequence fn using
Lemma 3.5. The items (i) and (ii) are simply the convergence of fn to f in

Hs,γ
kin (D). For (iii), we set Qε := (∂t + v · ∇x ) fε and use that f satisfies the Eq.

(1.1) in the sense of distributions. ��
The following lemma provides a trace operator to a weighted L2 space on the

boundary �:

Proposition 3.9. The restriction operator f �→ f |� is well-defined from Hs,γ
kin (D)

to L2
loc(� ∩ D, ω) for the weight ω = min

{|v · n|, (v · n)2
}
. More precisely, for

any �̃ that is compactly contained in � ∩ D, there is a constant C so that for all
f ∈ Hs,γ

kin (D), we have
∫

�̃

f 2ω d� � C‖ f ‖2
Hs,γ
kin (D)

.

Moreover, if fε → f strongly in L2
t,x N

s,γ
v and (∂t + v · ∇x ) fε → (∂t + v · ∇x ) f

weakly in L2
t,x N

−s,γ
v , then fε → f strongly on L2

loc(� ∩ D, ω).

Proof. The result is similar to [22, Proposition 4.3]. Based onLemma3.8, it suffices
to consider the case of f smooth. Denote ϕ+ and ϕ− to be the Lipchitz functions
whose values on � are given by

ϕ+ := min (1, (v · n(x))+) , ϕ− := min (1, (v · n(x))−) .

We assume that ∂� is Lipschitz. Therefore, these functions are Lipschitz on �. We
extend them to the interior of � in any way that preserves their sign and Lipchitz
norm. Note that, ϕ+ − ϕ− � 0 and ≈ ω on �.

Let η be a smooth compactly supported function that equals one on �̃. Then we
have�

�
ϕ+η f 2(v · n) =

∫

D
(∂t + v · ∇x ) (ϕ+η f 2)

=
∫

D
(∂t + v · ∇x ) (ϕ+η) f 2 +

∫

D
2ϕ+η f (∂t + v · ∇x ) f

� ‖(∂t + v · ∇x ) (ϕ+η)‖L∞ ‖ f ‖2L2

+ ‖2ϕ+η f ‖L2
t,x N

s,γ
v

‖(∂t + v · ∇x ) f ‖L2
t,x N

−s,γ
v

� ‖ f ‖2
Hs,γ
kin (D)

.

Hence, the desired bound follows on �+ part. A similar argument justifies the �−
part when considering − (∂t + v · ∇x ) (ϕ−η f 2). ��
Remark 3.10. The proof of Proposition 3.9 is the only place in this paper where we
use the assumption that the boundary of � is C1,1. A Lipschitz boundary suffices
for the rest of the analysis.

In the next few lemmas, we show that the definitions given before for the
boundary condition in terms of test functions imply a more classical condition in
terms of the trace operator given in Proposition 3.9.
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Lemma 3.11. Let f be a weak solution to the Boltzmann Eq. (1.1) with in-flow
boundary condition g in the sense of Definition 2.4. Then g = f |�− , where f |�−
is the trace of f as in Proposition 3.9.

Proof. When f and ϕ are both smooth functions, and ϕ|�+ = 0, integration by
parts yields�

(0,T )×�×Rd
{(∂t + v · ∇x ) f ϕ + f (∂t + v · ∇x ) ϕ} dvdxdt

=
�

�−
f ϕ (v · n)dvdSxdt. (3.2)

According to Lemma 3.8, we can approximate any function f ∈ Hs,γ
kin with a

sequence of smooth functions fk → f in Hs,γ
kin , so that each fk satisfies the identity

above.
FromProposition3.9, the boundaryvalues ( fk)|�− converge to f |�− in L2

loc(�, ω).
Moreover, since ϕ = 0 on �, we must also have |ϕ| � ω on �. We can pass to the
limit every term of the identity to get�

(0,T )×�×Rd
{(∂t + v · ∇x ) f ϕ + f (∂t + v · ∇x ) ϕ} dvdxdt

=
�

�−
f |�−ϕ (v · n)dvdSxdt.

When the function f is a weak solution of the equation in the sense of Def-
inition 2.4, we know in addition that (∂t + v · ∇x ) f = Q( f, f ) in the sense of
distributions. Replacing in the indentity above,
�

(0,T )×�×Rd
{Q( f, f ) ϕ+ f (∂t + v · ∇x ) ϕ} dvdxdt=

�
�−

f |�−ϕ (v · n)dvdSxdt.

This is the same as the identity in Definition 2.4 but with f |�− instead of g. Both
identities hold for any test function ϕ, thus f |�− = g. ��

The next two lemmas are proved by density in the same way as Lemma 3.11.

Lemma 3.12. Let f be a weak solution to the Boltzmann Eq. (1.1) with specular-
reflection boundary condition in the sense of Definition 2.6. Then f |�(t, x, v) =
f |�(t, x,Rxv), where f |� is the trace of f as in Proposition 3.9.

Lemma 3.13. Let f be aweak solution to theBoltzmannEq. (1.1)with bounce-back
boundary condition in the senseofDefinition2.5. Then f |�(t, x, v) = f |�(t, x,−v),
where f |� is the trace of f as in Proposition 3.9.

4. Chain Rule for Weak Solutions

In order to establish inequalities for the truncated energy dissipation of the
function f , we want to compute the equation satisfied by composed functions of
the form ψ(t, f ) = ( f − a(t))2+. Starting from the definitions we have given for
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the equation in the sense of distributions, for each type of boundary condition, we
verify some form of the chain rule in this section.

In that follows, let ψ(t, y) be a generic function of t and y. In the case of
interest, it is Lipschitz with respect to t , differentiable with respect to y, and ∂yψ

is locally Lipschitz. We use ψy to denote the derivative of ψ with respect to y,
and ψt the derivative with respect to t . The objective of this section is to express
the equation satisfied by ψ(t, f ) in the sense of distributions. While ψy is locally
Lipschitz, it is possible that it becomes unbounded for large values of y. Aiming at
ψ(t, f ) = ( f − a(t))2+, with a(t) Lipschitz, we may assume that ψyy and ψt y are
globally bounded. For technical reasons, it is convenient to start our analysis with
functions ψ so that ψt , ψy , ψt y and ψyy are all globally bounded. We will later
approximate the case of interest by truncation.

Lemma 4.1. Let f ∈ Hs,γ
kin (D) be a weak solution of (1.1) in D. Let g ∈ L2(�, ω)

be the trace of f in the sense of Proposition 3.9. Assume that ψ and ψy are
Lipschitz with ψt , ψy , ψt y and ψyy globally bounded. Then, for any test function
ϕ ∈ C1

c

(
(0, T ) × � × R

d
)
, so that ϕ = 0 on �0, we have�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

=
�

�
ψ(t, g)ϕ (v · n) dvdSxdt. (4.1)

Proof. We apply Lemma 3.8. We have that the smooth approximate function fε
satisfies (classically)

(∂t + v · ∇x ) fε − Qε = 0 in D.

Multiplying the equation with ψy(t, fε), we get

(∂t + v · ∇x ) ψ(t, fε) − ψy(t, fε)Qε − ψt (t, fε) = 0 in D.

Multiplying the equation by ϕ and integrating the transport term by parts we
get �

D
ψ(t, fε) (∂t + v · ∇x ) ϕ + ψy(t, fε)Qεϕ + ψt (t, fε)ϕ dvdxdt

=
�

�
ψ(t, fε)(v · n)ϕ dvdSxdt. (4.2)

Let us assume initially that ψ(t, y) is globally Lipschitz with respect to y. We
will get rid of this assumption later on. Moreover, we recall that ψ ∈ C1,1. Its
second derivatives are bounded.

Sinceψ is globally Lipschitz, and fε → f in L2(D) (and in particular in L1
loc),

we see that the first term converges for any fixed test function ϕ.�
ψ(t, fε) (∂t + v · ∇x ) ϕ dvdxdt →

�
ψ(t, f ) (∂t + v · ∇x ) ϕ dvdxdt

as ε → 0.

Since ψ ∈ C1,1, we observe that ψy is globally Lipschitz. Since fε → f in
L2
t,x N

s,γ
v and ψy is Lipschitz in y, we see that ψ(t, fε) is bounded uniformly in
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L2
t,x N

s,γ
v . Since it clearly converges in L2

loc, then it must converge at least weakly
in L2

t,x N
s,γ
v .

Since Qε → Q( f, f ) in L2
x,vN

−s,γ
v , then we deduce the convergence of the

second term�
ψy(t, fε)Qεϕ dvdxdt →

�
ψy(t, f )Q( f, f )ϕ dvdxdt

For the next term, we use that ψt y is bounded, so that ψt (t, fε) → ψt (t, f ) in
L2
loc and �

ψt (t, fε)ϕ dvdxdt →
�

ψt (t, f )ϕ dvdxdt.

Since ϕ ∈ C1 and ϕ = 0 on �0, we have that |ϕ(t, x, v)| � d((x, v), �0). In
particular, |ϕ(t, x, v)(v ·n)| � ω on�. For the boundary term,we use that ( fε)|� →
g in L2(�, ω). Since ψ is globally Lipschitz, we deduce that ψ(t, fε) → ψ(t, g)
in L2(�, ω). Therefore�

�
ψ(t, fε)(v · n)ϕ dvdSxdt →

�
�

ψ(t, g)(v · n)ϕ dvdSxdt.

We pass to the limit every term in (4.2) and finish the proof. ��
Lemma 4.1 already suffices to establish an equality for weak solutions with

the inflow boundary conditions. In this case, we normally use test functions ϕ that
vanish on �+. In particular, they vanish on �0 as well.

Corollary 4.2. (Restricted chain rule for weak solutions with in-flow/diffusive-
reflection boundary) Let f be a weak solution of (1.1) in D satisfying the in-flow
boundary condition. Assume that ψ and ψy are Lipschitz with ψt , ψy , ψt y and ψyy

globally bounded. Then for any test function ϕ ∈ C1
c

(
(0, T ) × � × R

d
)
so that

ϕ|�+ = 0, we have�
(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

=
�

�−
ψ(t, f |�−)ϕ (v · n)dvdSxdt. (4.3)

Proof. The test function ϕ vanishes on�+ and is continuous. Therefore, it vanishes
on �0 and Lemma 4.1 applies directly. ��
Lemma 4.3. Let dist represent the Euclidean distance inR1+2d . Let χ : [0,∞) →
[0, 1] be a smooth function so that χ(w) = 1 if w ∈ [0, 1] and χ(w) = 0 if w � 2.
For any large radius R > 0 and ε ∈ (0, 1), denote

ηε(z) :=
(
1 − ε−1 dist(z, �0)

)

+ χ(R−1|v|). (4.4)

Then, we have

‖ηε(t, x, ·)‖Ns,γ �
{
0 if dist(x, ∂�) � ε,

C(R)ε1/2−s otherwise.

Here C(R) is a constant depending on d, γ , s and R.
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Proof. If dist(x, ∂�) � ε, then we will always have dist((t, x, v), �0) > ε for any
value of t and v. Therefore ηε(t, x, ·) ≡ 0 in that case.

If dist(x, ∂�) < ε, we analyze the formula for ‖ηε(t, x, ·)‖Ns,γ . Our estimate
is based on the following four simple facts about ηε.

(i) ηε(t, x, v) � 1 for every value of (t, x, v).
(ii) ηε(t, x, v) �= 0 only if dist((t, x, v), �0) � ε.
(iii) |∇vηε| � ε−1.
(iv) ηε(t, x, v) = 0 if |v| > R.

According to (2.1), for every fixed value of t and x (which we omit to avoid
clutter) we have

‖ηε‖2Ns,γ =
∫

Rd
〈v〉γ+2s |ηε(v)|2 dv

+
�

Rd×Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2

∣
∣ηε(v) − ηε(v

′)
∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv.

We estimate the first term using (i), (ii) and (iv):
∫

Rd
〈v〉γ+2s |ηε(v)|2 dv � Rd−1+γ+2sε.

In order to estimate the second term, we observe that the integrand is nonzero
only if dist((t, x, v), �0) < ε or dist((t, x, v′), �0) < ε. By symmetry, it suffices
to consider the set where dist((t, x, v), �0) < ε paired with any other value of v′:

�
Rd×Rd

〈v〉 γ+2s+1
2

〈
v′〉 γ+2s+1

2

∣
∣ηε(v) − ηε(v

′)
∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv

� 2Rγ+2s+1
∫

{v:dist((t,x,v),�0)<ε}∩BR

∫

{v′∈Rd :d(v,v′)<1}

∣
∣ηε(v) − ηε(v

′)
∣
∣2

d(v, v′)d+2s dv′dv

Observe that d(v, v′) is comparable to the usual Euclidean distance in any ball
BR+1, with factors depending on R:

� C(R)

∫

{v:dist((t,x,v),�0)<ε}∩BR

∫

{v′∈B1(v)}

∣
∣ηε(v) − ηε(v

′)
∣
∣2

|v − v′|d+2s dv′dv.

We split the domain of integration in the second integral between v′ ∈ Bc(R)ε(v)

and v′ /∈ Bc(R)ε(v). In the latter, we necessarily have ηε(v
′) = 0 (because of (ii)

above). Therefore, for any v such that dist((t, x, v), �0) < ε, we have (using (i)
above)

∫

{v′ /∈Bc(R)ε(v)}

∣
∣ηε(v) − ηε(v

′)
∣
∣2

|v − v′|d+2s dv′ � ε−2s .
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For the other term, we use (iii) above to get

∫

{v′∈Bc(R)ε(v)}

∣
∣ηε(v) − ηε(v

′)
∣
∣2

|v − v′|d+2s dv′ �
∫

{v′∈Bc(R)ε(v)}
ε−2|v − v′|2
|v − v′|d+2s dv′ � ε−2s .

Integrating over all v ∈ BR such that dist((t, x, v), �0) < ε, we get

�
Rd×Rd

〈v〉 γ+2s+1
2

〈
v′〉 γ+2s+1

2

∣
∣ηε(v) − ηε(v

′)
∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv � ε1−2s .

��
Lemma 4.4. Let f be a function in Ns,γ and � : R → R be Lipschitz so that
�(0) = 0. Then, the function composition � ◦ f ∈ Ns,γ and we have

‖� ◦ f ‖Ns,γ � ‖ f ‖Ns,γ ‖�‖Lip.
Proof. We have

‖� ◦ f ‖2Ns,γ :=
∫

Rd
〈v〉γ+2s |� ◦ f (v)|2 dv

+
�

Rd×Rd 〈v〉 γ+2s+1
2

〈
v′〉 γ+2s+1

2

∣
∣� ◦ f (v) − � ◦ f (v′)

∣
∣2

d(v, v′)d+2s
1d(v,v′)�1 dv

′dv

Notice that

|� ◦ f (v)|�‖�‖Lip | f (v)| , ∣
∣� ◦ f (v)−� ◦ f (v′)

∣
∣�‖�‖Lip

∣
∣ f (v) − f (v′)

∣
∣ .

Hence, our result naturally follows. ��
Lemma 4.5. Let f and g be bounded and in Ns,γ . Then, their product also belongs
to Ns,γ and we have

‖ f g‖Ns,γ � ‖ f ‖Ns,γ ‖g‖L∞ + ‖ f ‖L∞‖g‖Ns,γ .

Proof. We compute using the formula (2.1) for the norm in Ns,γ .

‖ f g‖2Ns,γ :=
∫

Rd
〈v〉γ+2s | f (v)g(v)|2 dv

+
�

Rd×Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2

∣
∣ f (v)g(v) − f (v′)g(v′)

∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv.

For the first term, we clearly have

∫

Rd
〈v〉γ+2s | f (v)g(v)|2 dv � ‖g‖2L∞

∫

Rd
〈v〉γ+2s | f (v)|2 dv � ‖g‖2L∞‖ f ‖2Ns,γ .

The functions f and g in the right hand side are exchangeable in this case.
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For the second term, we add and subtract a term in | f (v)g(v) − f (v′)g(v′)| =
| f (v)g(v) − f (v)g(v′) + f (v)g(v′) − f (v′)g(v′)| � | f (v)| · |g(v) − g(v′)| +
| f (v) − f (v′)| · |g(v′)|. Thus, we get
‖ f g‖2Ns,γ � ‖g‖2L∞‖ f ‖2Ns,γ

+ 2
�

Rd×Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2
| f (v)|2 ∣

∣g(v)−g(v′)
∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv

+ 2
�

Rd×Rd
〈v〉 γ+2s+1

2
〈
v′〉 γ+2s+1

2
|g(v′)|2 ∣

∣ f (v)− f (v′)
∣
∣2

d(v, v′)d+2s 1d(v,v′)�1 dv
′dv

� ‖g‖2L∞‖ f ‖2Ns,γ + ‖ f ‖2L∞‖g‖2Ns,γ

��
Lemma 4.6. (Unrestricted chain rule) Let f be a weak solution of (1.1) in D with
trace g ∈ L2(�, ω) (as in Proposition 3.9). Assume that ψ and ψy are Lipschitz
with ψt , ψy , ψt y and ψyy globally bounded. Assume further that ψy(t, 0) = 0
for all t ∈ (0, T ). Then, for any test function ϕ ∈ C1

c

(
(0, T ) × � × R

d
)
(not

necessarily vanishing on �+), we have�
(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

= lim
ε→0

�
�

ψ(t, g)ϕ (1 − ηε(t, x, v)) (v · n)dvdSxdt.
(4.5)

Here, ηε is defined in Lemma 4.3 with R sufficiently large so that ϕ(t, x, v) �= 0
only for |v| < R.

Note that the limit on the right hand side could be interpreted as a principal
value of the integral

lim
ε→0

�
�

ψ(t, g)ϕ (1 − ηε(t, x, v)) (v · n)dvdSxdt

=: PV
�

�
ψ(t, g)ϕ (v · n)dvdSxdt.

Proof. According to Lemma 4.1, the equality holds whenever ϕ vanishes on �0
and ψ has bounded first and second derivatives.

Let us start by considering the case that ϕ does not necessarily vanishes on any
part of�, butψ still has bounded first and second derivatives. We assumemoreover
that ψ(t, 0) = 0 and ψy(t, 0) = 0.

We follow the idea of [22, Lemma4.6]. Letϕε := (1−ηε)ϕ, and thusϕε|�0 = 0.
Then we may apply Lemma 4.1 to obtain�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕε+ψy(t, f )Q( f, f )ϕε+ψt (t, f )ϕε

}
dvdxdt

=
�

�−
ψ(t, g)ϕε (v · n)dvdSxdt. (4.6)

Taking ε → 0, we need to consider the limit of each term. We do not do anything
to the boundary term on �, since the equality in this Lemma involves the limit as
ε → 0 explicitly.
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Since 0 � ϕε � ϕ, due to dominated convergence theorem, we have

lim
ε→0

�
(0,T )×�×Rd

ψt (t, f )ϕε dvdxdt =
�

(0,T )×�×Rd
ψt (t, f )ϕ dvdxdt.

Since ψyy is bounded and ψy(t, 0) = 0, we apply Lemma 4.4 to deduce that∥
∥ψy(t, f )

∥
∥
L2
t,x ((0,t)×�,Ns,γ )

� ‖ f ‖L2
t,x ((0,t)×�,Ns,γ ) sup |ψyy |. Furthermore, since

we assume that ψy is bounded, we apply Lemma 4.5 to get
∥
∥ψy(t, f )ϕε

∥
∥
L2
t,x ((0,t)×�,Ns,γ )

� ‖ f ‖L2
t,x ((0,t)×�,Ns,γ ) ,

We claim that ψy(t, f )ϕε converges to ψy(t, f )ϕ in L2
t,x ((0, T ) × �, Ns,γ ).

Indeed, �
(0,T )×�

∥
∥ψy(t, f )ϕε − ψy(t, f )ϕ

∥
∥2
Ns,γ dxdt

=
�

(0,T )×�

∥
∥ψy(t, f )ηε(t, x, v)ϕ

∥
∥2
Ns,γ dxdt

Using Lemma 4.5

�
�

(0,T )×{x∈�:dist(x,∂�)<ε}
∥
∥ψy(t, f )ϕ

∥
∥2
Ns,γ + (sup |ψyϕ|)‖ηε‖2Ns,γ

Thefirst termon the right hand side converges to zero as ε → 0becauseψy(t, f )ϕ ∈
L2
t,x N

s,γ
v . The second term converges to zero due to Lemma 4.3.

Since Q( f, f ) ∈ L2
t,x N

−s,γ , we deduce that

lim
ε→0

�
(0,T )×�×Rd

ψy(t, f )Q( f, f )ϕε dvdxdt

=
�

(0,T )×�×Rd
ψy(t, f )Q( f, f )ϕ dvdxdt.

Finally, notice that

(∂t + v · ∇x ) ϕε = (1 − ηε) (∂t + v · ∇x ) ϕ − ϕ (∂t + v · ∇x ) ηε. (4.7)

For the first term in (4.7), using the dominated convergence theorem, we have

lim
ε→0

�
(0,T )×�×Rd

ψ(t, f )(1 − ηε) (∂t + v · ∇x ) ϕ dvdxdt

=
�

(0,T )×�×Rd
ψ(t, f ) (∂t + v · ∇x ) ϕ dvdxdt.

For the second term in (4.7), we observe that, by construction, ∂tηε = 0 everywhere,
and v · ∇xηε = 0 except in an ε-neighborhood of �0 where

|(∂t + v · ∇x ) ηε| � ε−1.

Hence, for ψ(t, f ) ∈ L2
loc, we have�

(0,T )×�×Rd
ψ(t, f ) (∂t + v · ∇x ) ηεϕ dvdxdt

=
�

dist(z,�0)<ε
ψ(t, f ) (v · ∇xηε) ϕ dvdxdt,
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and

∣
∣
∣
∣

�
dist(z,�0)<ε

ψ(t, f ) (v · ∇xηε) ϕ dvdxdt

∣
∣
∣
∣ � ε−1

�
dist(z,�0)<ε

|ψ(t, f )ϕ| dvdxdt

� ε−1
( �

dist(z,�0)<ε
|ψ(t, f )ϕ|2 dvdxdt

) 1
2 ·

∣
∣
∣
{
z ∈ R

1+2d : dist(z, �0) < ε
}∣
∣
∣
1
2

�
( �

dist(z,�0)<ε
|ψ(t, f )ϕ|2 dvdxdt

) 1
2 → 0 as ε → 0.

We have that ψ(t, f ) ∈ L2
loc because we are assuming that ψ is globally

Lipschitz. Then we may pass to limit and obtain

lim
ε→0

�
(0,T )×�×Rd

ψ(t, f ) (∂t + v · ∇x ) ηεϕ dvdxdt = 0.

Hence, we know that as ε → 0, (4.6) converges to (4.5).
This establishes (4.5) and finishes the proof of the lemma. ��

It is important to note that to make sense of the left hand side in (4.5) we
need ψyy and ψt y to be bounded, but we do not need any global bound for ψt and
ψy . Indeed, for a function of the form ψ(t, f ) = ( f − a(t))2+, with a Lipschitz,
every term on the left hand side of (4.5) makes sense. By truncation, we could
approximate any generic function so thatψyy andψt y are bounded, with a sequence
of functions ψR with bounded first derivatives and second derivatives that coincide
with ψ whenever | f | < R. However, it is not immediately clear what the limit of
the boundary integral of the right hand side would be in general. This difficulty is
resolved by simplifying the boundary integral in each case of our three possible
boundary conditions. We explore them one by one in the next three lemmas.

Lemma 4.7. (Unrestricted chain rule for weak solutions with in-flow boundary)
Let f be a weak solution of (1.1) in D satisfying the in-flow boundary condition.
Assumeψ andψy are locally Lipschitz, withψyy andψt y globally bounded. Assume
further that ψ(t, f ) � 0 and that the trace of f on �− is bounded. Then, for any
non-negative test function ϕ ∈ C1

c

(
(0, T ) × � × R

d
)
(not necessarily vanishing

on �+), we have
�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

�
�

�−
ψ(t, f |�−)ϕ (v · n)dvdSxdt. (4.8)

Proof. According to Lemma 4.6, if ψ and ψy are globally Lipschitz, we have

�
(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

= lim
ε→0

�
�

ψ(t, f |�)ϕ (1 − ηε(t, x, v)) (v · n)dvdSxdt.
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We split the boundary term between the integral on �+ and �−. Since ψ � 0,
the part of the integral on �+ is nonnegative. Therefore

�
(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

� lim
ε→0

�
�−

ψ(t, f |�−)ϕ (1 − ηε(t, x, v)) (v · n)dvdSxdt,

and since f |�− is bounded we use the dominated convergence theorem to obtain

=
�

�−
ψ(t, f |�−)ϕ (v · n)dvdSxdt.

If the derivatives ofψ are not globally bounded, we construct a functionψR that
coincideswithψ whenever | f | < R.We choose this functionψR with bounded first
and second derivatives, so that the inequality above applies. There is no difficulty
in passing to the limit as R → ∞ at this point. ��
Lemma 4.8. (Chain rule for weak solutions with bounce-back boundary) Assume
that f is a weak solution of (1.1) in D satisfying the bounce-back boundary con-
dition. Let ψ ∈ C1,1, with ψyy and ψt y bounded. Then for any test function
ϕ ∈ C1

c

(
(0, T ) × � × R

d
)
so that ϕ(t, x, v) = ϕ(t, x,−v) for all x ∈ ∂�, we

have
�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt = 0.

Proof. According to Lemma 4.6, if ψ and ψy are globally Lipschitz, we have

�
(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ + ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

= lim
ε→0

∫

�

ψ(t, f |�)ϕ (1 − ηε(t, x, v)) (v · n)dvdSxdt.

Since ϕ(t, x, v) = ϕ(t, x,−v), we observe that the boundary term vanishes for any
value of ε > 0. Thus

�
(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ+ψy(t, f )Q( f, f )ϕ+ψt (t, f )ϕ

}
dvdxdt = 0.

Since the boundary term disappeared, there is now no difficulty in truncating a
function ψ with unbounded first derivatives and passing to the limit. ��
Lemma 4.9. (Chain rule for weak solutions with specular-reflection boundary)
Assume that f is a weak solution of (1.1) in D satisfying the specular-reflection
boundary condition. Let ψ ∈ C1,1, with ψyy and ψt y bounded. Then for any
test function ϕ ∈ C1

c

(
(0, T ) × � × R

d
)
so that ϕ(t, x, v) = ϕ(t, x,Rxv) for all

x ∈ ∂�, we have
�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ+ψy(t, f )Q( f, f )ϕ+ψt (t, f )ϕ

}
dvdxdt=0.
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Proof. According to Lemma 4.6, if ψ has bounded first and second derivatives we
have�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x ) ϕ+ψy(t, f )Q( f, f )ϕ + ψt (t, f )ϕ

}
dvdxdt

= lim
ε→0

∫

�

ψ(t, f |�)ϕ (1 − ηε(t, x, v)) (v · n)dvdSxdt.

Since ϕ(t, x, v) = ϕ(t, x,Rxv), we observe that the boundary term vanishes for
any value of ε > 0. Thus�

(0,T )×�×Rd

{
ψ(t, f ) (∂t + v · ∇x )ϕ+ψy(t, f )Q( f, f )ϕ+ψt (t, f )ϕ

}
dvdxdt=0.

Since the boundary term disappeared, there is now no difficulty in truncating a
function ψ with unbounded first derivatives and passing to the limit. ��
Corollary 4.10. Let f (t, x, v) be a weak solution of (1.1) satisfying the bounce-
back, specular-reflection or in-flow boundary condition. Let a(t) be any nonnega-
tive Lipschitz function. In the case of the in-flow boundary, let us assume that the
boundary value of f on �− is smaller than a(t) everywhere. Then, for any ϕ ∈ C1

c
so that ϕ � 0, we have the inequality

�
(0,T )×�×Rd

{
1

2
( f − a(t))2+ (∂t + v · ∇x ) ϕ + ( f − a(t))+ Q( f, f )ϕ

−a′(t) ( f − a(t))+ ϕ
}
dvdxdt � 0.

Proof. Depending on the boundary condition, we apply Lemma 4.7, Lemma 4.8
or Lemma 4.9 with ψ(t, f ) = 1

2 ( f − a(t))2+. ��

4.1. On the Truncated Dissipation of Energy

Let f (t, x, v)be a functiondefinedonD that satisfies thebounce-back, specular-
reflection, or in-flow boundary condition.

Let a = a(t) � 0. We write f = fb + fr , where fr := ( f − a)+ and fb � a.
Clearly, if f > a, then fb = a and fr = f −a; if f � a, then fb = f and fr = 0.
Further, we define

m(t) :=
�

�×Rd
| fr (t, x, v)|2 dvdx . (4.9)

Since the function f belongs to L2((0, T ) × � × R
d), then m ∈ L1((0, T )).

Lemma 4.11. Let f (t, x, v) be a weak solution of (1.1) satisfying the bounce-back,
specular-reflection, or in-flow boundary condition. In the case of in-flow boundary,
we assume that the boundary value is smaller than a(t) everywhere. Then for almost
all t1, t2 ∈ (0, T ) with t1 < t2 we have

m(t2) − m(t1) � 2
�

(t1,t2)×�×Rd

{
fr Q( f, f ) − a′(t) fr

}
dvdxdt.

holds for almost all t ∈ (0, T ).
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Proof. Let t1 and t2 be two Lebesgue points of the L1 functionm(t). For any ε > 0,
we apply Corollary 4.10 for

ϕε(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
ε
(t2 − t) if t ∈ [t2 − ε, t2)

1
ε
(t − t1) if t ∈ (t1, t1 + ε]

1 if t ∈ (t1 + ε, t2 − ε)

0 elsewhere.

We obtain
�

(0,T )×�×Rd

1

2
f 2r

(
1

ε
1(t1,t1+ε)− 1

ε
1(t2−ε,t2)

)

+ fr Q( f, f )ϕε − a′(t) frϕε dvdxdt

� 0.

This is the same as

1

ε

∫ t1+ε

t1

m(t)

2
dt − 1

ε

∫ t2

t2−ε

m(t)

2
dt

+
�

(0,T )×�×Rd
fr Q( f, f )ϕε − a′(t) frϕε dvdxdt � 0.

We conclude the proof taking the limit as ε → 0. ��
Note that the right hand side of Lemma 4.11 converges to zero as t2 − t1 → 0.

Thus, the functionm(t)must be semicontinuous and its values are well determined
for all t ∈ (0, T ).

Corollary 4.12. The function m(t) is almost everywhere equal to a càdlàg function
with countably many jump discontinuities that are all negative.

Proof. Clearly, the right hand side in Lemma 4.11 converges to zero as t2 → t1 or
t1 → t2. ��

After Corollary 4.12, it makes sense to refer to the values of m(t) pointwise,
and they satisfy the inequality of Lemma 4.11 for all values of t1 and t2.

5. Proof of the Main Theorem

The purpose of this last section is to prove Theorem 1.1. The strategy is to use
Lemma 4.11 to prove that m(t) is nonincreasing as a function of t . Then we will
see that m(t) → 0 as t → 0, concluding that m ≡ 0 and therefore f � a(t). We
need to first analyze the integrand in Lemma 4.11 to prove that it is not positive.

The following is one of the key lemmas leading to the proof of Theorem 1.1:

Lemma 5.1. Let f : R
d → [0,∞) be a nonnegative function in L1

2(R
d) ∩

LlogL(Rd) satisfying the hydrodynamic bounds (1.2). For any a > 0 large enough,
we write fb(v) := min( f (v), a) and fr (v) := ( f (v) − a)+. Then for some con-
stants c > 0 and C large, depending on the hydrodynamic bounds, we have
∫

Rd
Q( f, f ) fr dv � −c ‖ fr‖2L p

n
− c a1+2s/d‖ fr‖L1

�
+ C

∫

Rd

(
f ∗ | · |γ )

f fr dv.

Here, p and n are the exponents from Lemma 2.10 and � = γ + 2s + 2s/d.
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As we mentioned above, our strategy to prove Theorem 1.1 is to show thatm(t)
is monotone decreasing by verifying that the integrand in 4.11 is non-positive.
To that end, we will show that the two negative terms on the right hand side
of Lemma 5.1 control the other terms. The most important negative term is the
second: −c a1+2s/d‖ fr‖L1

�
. If f was a smooth classical solution, we would have

f (t, x, v) < a(t) for t sufficiently small, and when it initially starts crossing this
upper bound, the second term (which is of first order) will be much more negative
than the first (which is quadratic). The first term is only necessary in the proof
because we work with weak solutions for which continuity arguments as this one
are not available. If we only wanted to write a proof as an a priori estimate for
smooth solutions, then the first term in Lemma 5.1 would not be necessary, and in
fact the coercivity estimate of Lemma 2.10 would never be used.

The first term on the right hand side of Lemma 5.1, which is −c ‖ fr‖2L p
n
, is

derived using the coercivity estimate of Lemma 2.10. The second term −c a1+2s/d

‖ fr‖L1
�
comes from a purely nonlocal effect, similar to the main idea that is used

for other nonlocal equations as in [4].

Proof of Lemma 5.1. We split the left hand side using Q( f, f ) = Q( f, fb) +
Q( f, fr ) and estimate a bound for each of the two terms.

Using (2.11), we write
∫

Rd
Q( f, fb)(v) fr (v) dv =

�
Rd×Rd

fr (v)
(
fb(v

′) − fb(v)
)
K f (v, v′) dv′dv

+ c
∫

Rd

(
f ∗v |v|γ )

fb(v) fr (v) dv. (5.1)

We estimate the first term in (5.1) using the properties of the non-degeneracy cone
�(v) for K f .

Recall that K f (v, v′) � 0 everywhere and that by (2.10)

K f (v, v′) � 〈v〉γ+2s+1|v − v′|−d−2s if v′ − v ∈ �(v).

Moreover, observe that in the support of fr (v), we have fb(v) = a. Also, fb(v′) � a
and fb � f everywhere, and thus ‖ fb‖L1

2(R
d ) � (M0 + E0). For any fixed v ∈ R

d

(similarly as in the derivation of (2.16)), by taking R = R(v) > 0 such that
Rd = Ca−1 〈v〉−1 (M0 + E0) for some sufficiently large constant C , we ensure
that fb(v′) � a

2 for at least half of the points v′ ∈ v+(BR ∩ �(v)) and the measure
|BR ∩ �(v)| ≈ Rd〈v〉−1.

We therefore obtain
∫

Rd

(
fb(v

′) − fb(v)
)
K f (v, v′) dv′ �

∫

v+(BR∩�(v))

(
fb(v

′) − fb(v)
)
K f (v, v′) dv′

� 〈v〉γ+2s+1R−d−2s

∫

v+(BR∩�(v))

(
fb(v

′) − fb(v)
)
dv′

� −a〈v〉γ+2s R−2s ≈ −a1+
2s
d 〈v〉γ+2s+ 2s

d

= −a1+
2s
d 〈v〉� .
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Thus,
∫

Rd
Q( f, fb)(v) fr (v) dv � −a1+

2s
d ‖ fr‖L1

�
+ c

∫

Rd

(
f ∗v |v|γ )

fb(v) fr (v) dv.

(5.2)

We then move on to estimate the term that involves Q( f, fr ). Following (2.12),
we write

∫

Rd
Q( f, fr )(v) fr (v) dv = − 1

2

�
Rd×Rd

∣
∣ fr (v

′) − fr (v)
∣
∣2 K f (v, v′) dv′dv

+ c
∫

Rd

(
f ∗v |v|γ ) | fr (v)|2 dv.

Applying Lemma 2.10 to g = fr , the first term above can be bounded as
�

Rd×Rd

∣
∣ fr (v

′) − fr (v)
∣
∣2 K f (v, v′) dv′dv

� ‖ fr‖2−p
L p
n

·
∫

{
| fr (v)|�C1‖ fr‖L pn 〈v〉k

}〈v〉np| fr (v)|p dv

= ‖ fr‖2L p
n

− ‖ fr‖2−p
L p
n

·
∫

{
| fr (v)|<C1‖ fr‖L pn 〈v〉k

}〈v〉np| fr (v)|p dv, (5.3)

with p and n as in Lemma 2.10 and k = 1
2 (−γ − d + 1). We also have

∫

{
| fr (v)|<C1‖ fr‖L pn 〈v〉k

}〈v〉np| fr (v)|p dv � ‖ fr‖p−1
L p
n

·
∫

Rd
〈v〉np+(p−1)k | fr (v)| dv

� ‖ fr‖p−1
L p
n

‖ fr‖L1
�/2

,

observing that the exponent np+ (p− 1)k = 1
2 (1+ γ − d) � �/2. Hence, we find

that
∫

Q( f, fr ) fr dv � − c ‖ fr‖2L p
n

+ C ‖ fr‖L p
n
‖ fr‖L1

�/2
+ C

∫

Rd

(
f ∗v |v|γ )

f 2r dv.

(5.4)

Combining (5.2) and (5.4), we have
∫

Q( f, f ) fr dv � −c ‖ fr‖2L p
n

− c a1+
2s
d ‖ fr‖L1

�
+ C ‖ fr‖L p

n
‖ fr‖L1

�/2

+ C
∫

Rd

(
f ∗v |v|γ )

f fr dv (5.5)

We observe that ‖ fr‖L p
n
‖ fr‖L1

�/2
� c ‖ fr‖2L p

n
+ c−1 ‖ fr‖2L1

�/2
. Moreover, from

the Cauchy-Schwarz inequality ‖ fr‖L1
�/2

� ‖ fr‖1/2L1 ‖ fr‖1/2L1
�

. Therefore ‖ fr‖L p
n
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‖ fr‖L1
�/2

� c ‖ fr‖2L p
n
+CM0 ‖ fr‖L1

�
. Thus, the third term in (5.5) can be absorbed

by the first two provided that a is large enough. We finally simplify our estimate to
∫

Q( f, f ) fr dv � −c ‖ fr‖2L p
n

− ca1+
2s
d ‖ fr‖L1

�
+ C

∫

Rd

(
f ∗v |v|γ )

f fr dv.

��
The right hand side in the inequality provided by Lemma 5.1 contains two

negative terms and a positive one. To prove our main theorem, we must estimate
the postive term in terms of the negative terms. The next few lemmas provide some
upper bounds that will be useful to that effect.

For the next lemmas, recall that f = fb + fr , where fb(v) = min( f (v), a)

and fr (v) = ( f (v) − a)+. Moreover,
∫

Rd
f (v) dv � M0,

∫

Rd
|v|2 f (v) dv � E0. (5.6)

The next two lemmas are relatively standard. They are already proved in [21].
We include them here for completeness.

Lemma 5.2. Let f : Rd → [0,∞) satisfy (5.6). Assume γ ∈ [0, 2]. Then, for any
v ∈ R

d we have
∫

Rd
f (v − w)|w|γ dw � E0 + 〈v〉γ M0.

Proof. The lemma follows by the following computation:
∫

Rd
f (w) |v − w|γ dw �

∫

Rd
f (w)

(|v|γ + |w|γ )
dw � M0 〈v〉γ + E0 � 〈v〉γ .

��
Lemma 5.3. Let f : Rd → [0,∞) satisfy (5.6). Assume γ ∈ (−d, 0]. Then, for
any v ∈ R

d we have
∫

Rd
fb(v − w)|w|γ dw � CM1+γ /d

0 a−γ /d .

Proof. For any R > 0, we split the integral between w ∈ BR and the rest:
∫

Rd
fb(v − w)|w|γ dw =

∫

BR

fb(v − w)|w|γ dw +
∫

Rd\BR

fb(v − w)|w|γ dw

� a
∫

BR

|w|γ dw + Rγ ‖ fb‖L1

� aRd+γ + Rγ M0

We finish the proof choosing R = (M0/a)1/d . ��
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Lemma 5.4. Let f : Rd → [0,∞) satisfy (5.6). Let γ < 0 and let p and n be the
exponents of Lemma 2.10. Then, for any v ∈ R

d , we have
∫

Rd
fr (v − w)|w|γ dw � C

(
‖ fr‖−2γ /(d+2s)

L p
n

‖ fr‖1+2γ /(d+2s)
L1 〈v〉m + ‖ fr‖L1

)
.

Here, C is a constant depending on the dimension d, s and γ only, and m =
2γ n/(d + 2s).

Note that m � 0 if n � 0. Moreover, we always have m � 2s�/(d +2s), where
� = γ + 2s + 2s/d is as in Lemma 5.1.

Proof. For any R ∈ (0, 1), we split the integral between w ∈ BR and the rest.
∫

Rd
fr (v − w)|w|γ dw =

∫

BR

fr (v − w)|w|γ dw +
∫

Rd\BR

fr (v − w)|w|γ dw

� ‖ fr‖L p(BR(v))‖|w|γ ‖L p′ (BR)
+ Rγ ‖ fr‖L1

� 〈v〉−n‖ fr‖L p
n
Rγ+d/2+s + Rγ ‖ fr‖L1

If ‖ fr‖L1 � 〈v〉−n‖ fr‖L p
n
, we take Rd/2+s = 〈v〉n‖ fr‖L1/‖ fr‖L p

n
. Otherwise,

we take R = 1.
In the first case, we get
∫

fr (v − w)|w|γ dw � ‖ fr‖−2γ /(d+2s)
L p
n

‖ fr‖1+2γ /(d+2s)
L1 〈v〉2γ n/(d+2s)

In the second case, we get
∫

fr (v − w)|w|γ dw � ‖ fr‖L1 .

In either case, we finish the proof. The inequalities indicated form are immediately
verified from its formula provided that γ +2s � 0, after noticing that−n < �/2. ��
Lemma 5.5. Let fr : R

d → [0,∞). Let � = γ + 2s + 2s/d and n, p be the
exponents of Lemma 2.10. Then, for any q ∈ R, we have

∫

Rd
〈v〉q f 2r dv � ‖ fr‖2d/(d+2s)

L p
n

‖ fr‖4s/(d+2s)
L1
m

,

where m = 1
2

( d
2s (q − γ ) − d + 1 + q

)
.

In particular, for q = �, we get m = (� + 2)/2, for q = 2s�/(d + 2s), we get

m � (� + 1)/2, and for q = 0, we get m = 1
2

(
− d(γ+2s)

2s + 1
)

� 1/2.

Proof. Applying Hölder’s inequality, we observe that

∫

Rd
〈v〉q f 2r dv �

(∫
〈v〉np f pr

)α1/p (∫
〈v〉m fr

)α2

,
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provided that α1 � 0 and α2 � 0 satisfy

α1

p
+ α2 = 1,

α1 + α2 = 2,

α1n + α2m = q.

Given the choices 1/p = 1/2− s/d and n = (γ + 2s − 2s/d)/2, there is only one
choice of α1, α2 and m that makes the three identities above hold. They are

α1 = 2d

d + 2s
,

α2 = 4s

d + 2s
,

m = 1

2

(

(q − γ − 2s)
d + 2s

2s
+ γ + 2s + 1

)

.

��
Lemma 5.6. Let fr : R

d → [0,∞). Let � = γ + 2s + 2s/d and n, p be the
exponents of Lemma 2.10. Then, for any any arbitrary small ε > 0, there is a
(presumably large) constant C(ε) so that

∫

Rd
〈v〉� f 2r dv � ε‖ fr‖2L p

n
+ C(ε)‖ fr‖L1

�
‖ fr‖L1

2
.

Proof. Following Lemma 5.5, we have
∫

Rd
〈v〉� f 2r dv � ‖ fr‖2d/(d+2s)

L p
n

‖ fr‖4s/(d+2s)
L1
m

,

where m = �/2 + 1.
Consequently, for any ε > 0, there exists a constant C so that

∫

Rd
〈v〉� f 2r dv � ε‖ fr‖2L p

n
+ Cε−d/(2s)‖ fr‖2L1

m
.

We use Cauchy-Schwarz inequality to estimate ‖ fr‖L1
m
using ‖ fr‖L1

�

‖ fr‖L1
m

=
∫

Rd
〈v〉m fr (v) dv

�
(∫

Rd
〈v〉� fr (v) dv

)1/2 (∫

Rd
〈v〉2m−� fr (v) dv

)1/2

.

Recalling the formula for m above, we observe that 2m − � = 2. Therefore, we
conclude

∫

Rd
〈v〉� f 2r dv � ε‖ fr‖2L p

n
+ Cε−d/(2s)‖ fr‖L1

�
‖ fr‖L1

2
.

��
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Lemma 5.7. Given any ε > 0, there exists a (presumably large) constant C(ε)

(depending also on M0 and E0) so that
∫

Rd

(
f ∗ | · |γ )

f fr dv � ε‖ fr‖2L p
n

+ C(ε)a1+γ−/d‖ fr‖L1
�
. (5.7)

Here, γ− = −γ when γ < 0 and γ− = 0 when γ � 0.

Proof. We divide the proof into two cases depending on whether γ � 0 or γ < 0.
If γ � 0, we apply Lemma 5.2 to get f ∗ | · |γ � 〈v〉γ . Thus,

∫

Rd

(
f ∗ | · |γ )

f fr dv �
∫

Rd
〈v〉γ (a + fr ) fr dv

� a‖ fr‖L1
γ

+
∫

Rd
〈v〉γ f 2r dv

We use that γ < � and Lemma 5.6, together with ‖ fr‖L1
2

� M0 + E0, to get that

� ε‖ f ‖2
L p
n

+ (a + C(ε)) ‖ fr‖L1
�
,

and we finish the proof in the case γ � 0.
When γ < 0, we write f ∗ | · |γ = fb ∗ | · |γ + fr ∗ | · |γ . We estimate the first

term using Lemma 5.3 and the second term using Lemma 5.4:
∫

Rd

(
f ∗ | · |γ )

f fr dv � a−γ /d
∫

Rd
(a + fr ) fr dv

+ ‖ fr‖−2γ /(d+2s)
L p
n

‖ fr‖1+2γ /(d+2s)
L1

(∫

Rd
〈v〉m (a + fr ) fr dv

)

+ ‖ fr‖L1
�

(∫

Rd
(a + fr ) fr dv

)

We use thatm � 2s�/(d +2s), and Lemma 5.5 with q = 2s�/(d +2s) and q = 0:

� a1−γ /d‖ fr‖L1 + a−γ /d‖ fr‖2d/(d+2s)
L p
n

‖ fr‖4s/(d+2s)
L1
1/2

+ a‖ fr‖−2γ /(d+2s)
L p
n

‖ fr‖1+2γ /(d+2s)
L1 ‖ fr‖L1

m

+ ‖ fr‖2(d−γ )/(d+2s)
L p
n

‖ fr‖1+2γ /(d+2s)
L1 ‖ fr‖4s/(d+2s)

L1
(�+1)/2

+ a‖ fr‖2L1 + ‖ fr‖L1‖ fr‖2d/(d+2s)
L p
n

‖ fr‖4s/(d+2s)
L1
1/2

=: (i) + (ii) + (iii) + (iv) + (v) + (vi).

We must analyze each one of the six terms. The first one is clearly bounded by
the second term in (5.7). For (ii), we observe that both exponents are positive and
add up to two, therefore

(ii) = a−γ /d‖ fr‖2d/(d+2s)
L p
n

‖ fr‖4s/(d+2s)
L1
1/2

� ε‖ fr‖2L p
n

+ C(ε)a
−γ (d+2s)

2sd ‖ fr‖2L1
1/2
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Observe that 1/2 < 1 + �/2, and −γ (d+2s)
2sd = −γ /(2s) − γ /d < 1 − γ /d using

that γ + 2s > 0.

� ε‖ fr‖2L p
n

+ C(ε)a1−γ /d‖ fr‖2L1
1+�/2

� ε‖ fr‖2L p
n

+ C(ε)a1−γ /d‖ fr‖L1
2
‖ fr‖L1

�
.

In the last inequality we used ‖ fr‖2L1
1+�/2

� ‖ fr‖L1
2
‖ fr‖L1

�
, which follows by

Cauchy-Schwarz.
The analysis of (iii) is very similar to (ii). We use that m < 1 + �/2 and that

the exponents are positive numbers that add up to two. Therefore,

(iii) � ε‖ fr‖2L p
n

+ C(ε)a
d+2s

d+γ+2s ‖ fr‖2L1
1+�/2

.

Observe that (d + 2s)/(d + 2s + γ ) = 1 − γ /(d + 2s + γ ) < 1 − γ /d because
γ + 2s > 0:

� ε‖ fr‖2L p
n

+ C(ε)a1−γ /d‖ fr‖L1
2
‖ fr‖L1

�
.

We used Cauchy-Schwarz for the last inequality just like in the analysis of (ii).
To analyze (iv), note that 0 < (1 + �)/2 � 2. Therefore

(iv) � ‖ fr‖2(d−γ )/(d+2s)
L p
n

‖ fr‖1+2(γ+2s)/(d+2s)
L1

(1+�)/2

� ‖ fr‖2(d−γ )/(d+2s)
L p
n

‖ fr‖2(γ+2s)/(d+2s)
L1

(1+�)/2
‖ fr‖L1

2
.

We use that ‖ fr‖L1
2

� M0 + E0, the remaining exponents add up to two, and
(1 + �)/2 < 1 + �/2 to get

(iv) � ε‖ fr‖2L p
n

+ C(ε)‖ fr‖2L1
1+�/2

� ε‖ fr‖2L p
n

+ C(ε)‖ fr‖L1
2
‖ fr‖L1

�
.

For (v), we observe that (v) � aM0‖ fr‖L1
�
. Finally, the analysis for (vi) is very

similar (but simpler) to that of (iv).
Recalling that ‖ f ‖L1

2
� M0 + E0, we conclude that every term is bounded by

the right hand side of (5.7) provided thatC(ε) and a are sufficiently large depending
on d, γ , s, M0 and E0 ��
Remark 5.8. Reading the proof of Lemma 5.7, there seems to be a lot of room for
the computation of the exponents of 〈v〉 in theweights of the inequalities. This is not
surprising given that our L∞ bound in Theorem 1.1 is notmeant to capture the sharp
asymptotics as |v| → ∞. Indeed, following [13], we expect f (t, x, v) � a(t)〈v〉−q

for some exponent q > 0.

Lemma 5.9. Let a(t) = C
(
1 + t− d

2s

)
as in Theorem 1.1, and m(t) be given by

the formula (4.9). Then m(t) is monotone decreasing with respect to t .
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Proof. We point out that m(t) is almost everywhere equal to a càdlàg function
according to Corollary 4.12. This is the representative that we seek to prove that it
is monotone decreasing.

From Lemma 4.11, we get that for almost every t1 < t2,

m(t2) − m(t1) � 2
�

(t1,t2)×�×Rd

{
fr Q( f, f ) − a′(t) fr

}
dvdxdt

Using Lemmas 5.1, 5.7, and the fact that −a′ � C−2s/da1+2s/d , then for C large
enough, we also have a(t) � C and

�
�

(t1,t2)×�

{
−c ‖ fr‖2L p

n
− c a1+2s/d‖ fr‖L1

�

}
dxdt � 0.

��
Proof of Theorem 1.1. We intend to provem(t) ≡ 0, which implies ‖ f (t)‖L∞

x,v
�

a(t) for all t > 0.
Note that f ∈ L2

t,x N
s,γ
v implies f (t) ∈ L2

x,v for a.e. t ∈ R+. Hence, for any
δ > 0, there exists t0 ∈ (0, δ) such that f (t0) ∈ L2

x,v . For any t1 ∈ (0, t0), denote
that

mt1(t) :=
�

�×Rd
( f (t, x, v) − a(t − t1))

2+ dvdx .

mt1(t) can be regarded as a shifted version of m(t) which starts from t1 instead of
0. Lemma 5.9 applies to mt1 just as well, so we deduce that mt1(t) is monotone
decreasing for t ∈ (t1,∞).

Since limt→0 a(t) = ∞, we have

lim
t1→t0

mt1(t0) = 0.

Hence, for any ε > 0, there exists t1 ∈ (0, t0) such that mt1(t0) < ε.
Note that we may choose 0 < t1 < t0 to be regular points of f in the sense of

Lebesgue differentiation as a function f : (0, T ) → L2(� ×R
d). In that way, the

corresponding value of m(t1) and m(t2) is given literally by (4.9) without the need
of a modification of either f or m in sets of measure zero.

Based on the monotonicity of a(t) and mt1(t), we have mt0(t) � mt1(t) �
mt1(t0) < ε for all t ∈ (t0,∞). Due to the arbitrariness of ε > 0, we have
mt0(t) = 0 for all t ∈ (t0,∞). Finally, due to the arbitrariness of δ > 0, we have
m(t) = 0 for all t ∈ (0,∞).

The fact that m(t) ≡ 0 implies f (t, x, v) � a(t) almost everywhere, which is
the result of Theorem 1.1. ��
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