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In this paper we prove the first quantitative convergence rates for the
graph infinity Laplace equation for length scales at the connectivity thresh-
old. In the graph-based semisupervised learning community this equation is
also known as Lipschitz learning. The graph infinity Laplace equation is char-
acterized by the metric on the underlying space, and convergence rates fol-
low from convergence rates for graph distances. At the connectivity thresh-
old, this problem is related to Euclidean first passage percolation, which is
concerned with the Euclidean distance function dj, (x, y) on a homogeneous
Poisson point process on R4, where admissible paths have step size at most
h > 0. Using a suitable regularization of the distance function and subadditiv-
ity we prove that dj, (0, se1)/s — o as s — 0o almost surely where o > 1 is
a dimensional constant and g 2 log(s)l/d. A convergence rate is not avail-

able due to a lack of approximate superadditivity when hy — oo. Instead, we

i dn(0.5e1) 1 .
prove convergence rates for the ratio 2,025¢) ~ 2 when £ is frozen and

does not depend on s. Combining this with the techniques that we developed
in (IMA J. Numer. Anal. 43 (2023) 2445-2495), we show that this notion
of ratio convergence is sufficient to establish uniform convergence rates for
solutions of the graph infinity Laplace equation at percolation length scales.

1. Introduction. In this paper we will use techniques from first-passage percolation to
prove new and strong results in the field of partial differential equations on graphs. In more
detail, we will exploit stochastic homogenization effects in Euclidean first-passage percola-
tion on Poisson point clouds to derive uniform convergence rates for the infinity Laplacian
equation on a random geometric graph with n vertices in R¢ whose connectivity length scale
&y, 1s proportional to the connectivity threshold, that is,

1
logn\ 4
En ™~ .
n

Our approach is based on the insight from our previous work [15] that convergence rates for
the graph distance function translate to convergence rates for solutions of the graph infinity
Laplace equation which can be regarded as a generalized finite difference method and which,
in the context of semisupervised learning, is also known as Lipschitz learning.

While the fields of percolation theory and partial differential equations (PDEs) on graphs
(including finite difference methods and semisupervised learning) are very well developed,
there are relatively few results that connect them, such as [13, 27] which deals with Gamma-
convergence of discrete Dirichlet energies on Poisson clouds or [41] on distance learning
from a Poisson cloud on an unknown manifold. In the following we give a brief overview of
first-passage percolation and graph PDE:s.
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First-passage percolation. First-passage percolation was introduced in [14, 43] as a
model for the propagation of fluid through a random medium. In mathematical terms, the
set-up is a graph G = (V, E) whose edges are equipped with passage times ¢ (e) € [0, 00]
and one would like to understand the graph distance function between vertices x, y € V:

m

(1.1) T(x,y):=inf Zt(ei) :meN,(er,...,e,) connects x and y}.
i=1

Typical questions address properties of geodesics, shape theorems, size of connected compo-

nents of the graph, and large scale asymptotics of the graph distance.

Stochasticity can enter the model in different ways. In the simplest set-up the graph con-
sists of the square lattice Z¢ and the passage times f(e) are i.i.d. random variables. This
setting is well-understood (see the incomplete list of results [1, 2, 30, 49, 50] and the sur-
veys [10, 48, 62]). Another way that randomness can enter the percolation model is through
the vertices of the graph instead of its edge weights. This setting is known as Euclidean
first-passage percolation and typically the vertices are assumed to constitute a Poisson point
process X in R?, which possesses convenient isotropy properties [51]. The connectivity of
the graph can be modelled in different ways but is typically assumed to follow deterministic
rules (once the vertices are given).

In the works [45, 46] a fully connected graph together with power weighted passage times
is considered, that is, #(e) = |[x — y|* where e = (x, y) represents an edge in the graph and
a > 1 is a parameter. For « = 1 long hops are possible and the corresponding graph distance
T (x,y) equal the Euclidean one |x — y|. To prevent this trivial behavior and enforce short
hops, in almost all results it is assumed that & > 1. More recent results and applications of
this power weighted Euclidean first-passage percolation model can be found, for instance, in
[47, 53]. It is also possible to replace the fully connected graph by a Delaunay triangulation
subordinate to the Poisson point process, see, for example, [44, 57, 59].

Most relevant for us will be the setting of a random geometric graph. Here, the connec-
tivity relies on some parameter # > 0 and admissible paths in the definition of the distance
T (x, y) cannot have hops of length larger than 4. Such models were previously considered
but much less is known, as compared to lattice percolation or Euclidean percolation with
power weights. High probability bounds between the graph and Euclidean distance were
proved in [35, 39] and large deviation results for the graph distance and a shape theorem
were established in [63]. The central difficulty of this model is that the distance function is
a random variable with infinite expectation with respect to the realizations of the Poisson
point process. This makes standard techniques from subadditive ergodic theory inapplicable.
Furthermore, establishing quantitative large deviation bounds for this graph distance is very
challenging due to the fact that feasible paths on different scales /4 cannot be straightfor-
wardly combined into a feasible path. In essence, this means that the stochastic processes,
while still subadditive, do not readily admit any type of approximate superadditivity across
length scales, which is needed to establish convergence rates.! This issue does not arise in
lattice percolation [50], power weighted percolation [46], or related problems like the longest
chain problem [12], since in these cases the connectivity structure does not involve a length
scale &, and so approximate superadditivity is readily available. For additional convergence
rate results in lattice percolation we also refer to [1, 2].

Let us mention that there is a history of ideas from percolation theory (e.g., subadditivity
and concentration inequalities) finding important applications in the theory of PDEs. Recent

TAs we show in this paper, approximate superadditivity does hold when the length scale 4 is fixed, which is
sufficient for the ratio convergence results in this paper, but not for establishing convergence rates for the scaling
limit.
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results on stochastic homogenization theory for PDEs make use of subadditive quantities [3,
5, 6, 8], including homogenization of elliptic PDEs on percolation clusters [4, 32]. Subad-
ditivity and concentration inequalities are also key tools in the convergence of data peeling
processes to solutions of continuum PDEs [26, 28].

Graph PDE:s, finite difference methods, and semisupervised learning. Recent years have
seen a surge of interest and results in the field of PDEs and variational problems on graphs.
This is based on the observations that, on one hand, PDEs on graphs generalize finite differ-
ence methods for the numerical solution of PDEs and, on the other hand, constitute efficient
and mathematically well-understood tools for solving problems in machine learning, includ-
ing data clustering, semisupervised learning, and regression problems, to name a few.

The first observation is easily understood, noting that any grid in R¢ with neighbor
relations—for instance, the rectangular regular grid ¢Z¢ where every point xq € ¢Z¢ is con-
nected to its 2d nearest neighbors xg & ge; fori =1, ..., d and their connection is weighted
by their Euclidean distance e—is a special case of a weighted graph. The Laplacian operator
of a smooth function, for instance, can be approximated as

1 d
(1.2) Au(xo) ~ — > (uxo + ee;) — 2u(xo) + ulxo — €e;)).
i=1
It is important to remark that graphs allow for richer models. For instance, if the points
{x1,...,x,} are i.i.d. samples from a probability density p, then the graph Laplacian offers
an approximation of a density weighted Laplacian with high probability (see e.g, [17] and the
references therein):

(1.3)

1
diV(p(xo)ZVu(xo)) R ) Z (u(x;) — u(xop)).
1<i<n
lxi —xo| <&

P (x0)

Furthermore, as opposed to standard finite difference methods, random graphs can possess an
increased approximation and convergence behavior due to stochastic homogenization effects.
In the context of the infinity Laplace operator, this is a key finding of the present paper.

The convergence analysis of finite difference methods for nonlinear PDEs like the p-
Laplace and the infinity Laplace equations was revolutionized by the seminal work of Barles
and Souganidis [11] on convergence of monotone schemes to viscosity solutions and sparked
results like [54-56]. Furthermore, the dynamic programming principles and mean value for-
mulas gave rise to new finite difference methods for p-Laplace equations [33, 34].

There are also close connections between graph PDEs and semisupervised learning (SSL).
In SSL one is typically confronted with a relatively large collection of n € N data points
Q,, only few of which carry a label. The points with labels constitute the small subset O, C
2, (which can but does not have to depend on n). A prototypical example for this is the
field of medical imaging where obtaining data is cheap but obtaining labels is expensive.
Based on pairwise similarity or proximity of the data points, the whole data set is then turned
into a weighted graph structure and one seeks to extend the label information by solving a
“boundary” value problem on this graph, where the boundary data is given by the labels on
the small labeled set. The abstract problem consists of finding a function u,, : 2, — R that
solves the graph PDE

Lou,(x) =0 forallx € X, \ Oy,
up(x)=gx) foralxeQ,,

where L, is a suitable differential operator on a graph, for example, a version of the graph
Laplacian [24, 25, 64], the graph p-Laplacian for p € (1, 00) [17, 40, 42, 60], the graph
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infinity Laplacian [15, 18, 58], a Poisson operator [20, 23], or an eikonal-type operator [21,
36, 38].

Both in the context of finite difference methods and in graph-based semisupervised learn-
ing two main questions arise:

1. Under which conditions on the graph and the discrete operators do solutions converge
to solutions of the respective continuum PDE?
2. What is the rate of convergence?

The answers to these questions, if they exist, typically involve two important parameters:
The graph resolution §,, which describes how well the graph approximates the continuum
domain in the Hausdorff distance, and the graph length scale ¢,, which encodes the maxi-
mum distance between neighbors in the graph. Note that for n i.i.d. samples from a positive
distribution &, ~ (logn/ n)é with high probability whereas for a regular grid §,, ~ (1/ n)é.
The finite difference approximation of the Laplacian on a regular grid (1.2) where &, ~ §,
is consistent with the Laplacian, where with consistency we mean that the application of the
discrete operator to a smooth function converges to the application of the limiting operator to
the same function. However, already for the graph Laplacian (1.3) on general point clouds or
for nonlinear differential operators like the game theoretic p-Laplacian or the infinity Lapla-
cian, one has to choose ¢, significantly larger than §, to ensure that the discrete operators

are consistent wzith the continuum one, for example, &, > 8772 for the Laplacian [17], The-

orem 5, &, > 8, for the p-Laplacian [33], Theorem 1.1, and [18], Lemma 15, Theorem 17,
for the infinity Laplacian.

Note that convergence rates can be proved for solutions of the graph Laplace equation by
combing consistency with maximum principles, see, for example, [25], and spectral conver-
gence rates for eigenfunctions are also available, see [22] and the references therein. Further-
more, iIll the consistent regime of the infinity Laplacian, rates of convergence were proved for

&n > 87 and a very restrictive §etting in [61] and, recently, for general unstructured grids but

very large length scales ¢, ~ 8,7 in [52]. In [15] we established convergence rates in a general
setting whenever &, > 4.

As our result in [15] shows, overcoming the lower bounds imposed by consistency of
the operator is clearly possible is some cases. For instance, when working with variational
methods like Gamma-convergence, convergence can typically be established in the regime
&n > 0, [40, 58, 60], however, proving convergence rates is difficult due to the asymptotic
nature of Gamma-convergence.

In our previous work [15] we proposed an entirely new approach based on ideas from
homogenization theory. We defined a new homogenized length scale 7, that is significantly
larger then the graph length scale ¢,, that is, one has §, < ¢, < 1,. We showed that solutions
of the graph infinity Laplace equation

max n(lxi — xjl/en) (u(x;) — u(x;))
<j<n
(1.4) .
+ min n(lxi —xj1/en) () = u(xi) =0,

where 7 : (0, 00) — (0, 00) is a decreasing function satisfying suppn C [0, 1] and some other
mild conditions, give rise to approximate sub- and super-solutions of a nonlocal homogenized
infinity Laplace equation for the operator

Tn . 1 .
(1.5) AZu(x) = —( sup (4() —u(@) +__jnt )(u(y)—u(x))).

Tn y€B<x;Tn) X5 Tn
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Loosely speaking the larger length scale 7, can then be used to ensure consistency with the
infinity Laplacian Aou := (Vu, V2Vu) while at the same time allowing &, to arbitrarily
close to 4, as long as &, > §, is satisfied. The rate is then given by the optimal choice of z,
in terms of &, and §,,. The convergence rates obtained in our previous work [15] depend on
quantities like the ratio ¢ S and are degenerate at the connectivity scaling &, ~ &,. Establish-
ing convergence rates at the length scale €, ~ &, is the main focus of this paper.

Structure of this paper. The rest of the paper is organized as follows: In Section 2 we
explain our precise setup and our main results for Euclidean first-passage percolation Theo-
rem 2.1 and the graph infinity Laplacian Theorem 2.3. We also discuss some open problems
and extensions. Sections 3 to 5 are devoted to proving the percolation results, by first estab-
lishing asymptotics for the expected value of a regularized graph distance (which has finite
expectation and coincides with the original distance with high probability), proving concen-
tration of measure for this distance, and establishing quantitative convergence rates for the
ratio of two distance functions. Finally, we apply our findings to get convergence rates for the
graph infinity Laplace equation in Section 6.

2. Setup and main results. In this section we introduce the different distance functions
on Poisson point processes that we shall use in the course of the paper.

In large parts of this paper we let X be a Poisson point process on R with unit intensity.
This means that X is a random at most countable collection of points such that the number
of points in X N A, for a Borel set A, is a Poisson random variable with mean |A|, which
denotes the Lebesgue measure of A. That is,

(2.1) P(#(AﬂX):k):ﬂexp(—MD

k!
The Poisson process has the important property that for any A C R?, the intersection X N A
is also a Poisson point process with intensity function 14, or rather, a unit intensity Poisson
point process on A [51]. This is not true for i.i.d. sequences, restrictions of which to subsets
are, in fact, Binomial point processes.

2.1. Paths and distances. Given a set of points P C RY, x, y€E R4, and a length scale
h > 0, we denote the set of paths in P, connecting x, y € R¢ with steps of size less than or
equal to &, by

[y p(x,y):={pe P" :meN, pi €mp(x), pm €p(y),
(2.2) |x = p1l <h/2,1y — pm| <h/2,and
|pi — pit1l <hVi=1,...,m},

where for x e R? the set mp(x) :={X € P : |x — X| = minycp |x — yl|} is the set of all closest
points in P. For any path p € I1; p(x, y) with m elements we let

m—1

(2.3) L(p):=)_ |pit+1 — pil

i=1
denote the length of the path. We now define

2.4) dp,p(x,y) ==inf{L(p): p €My p(x,y)}, x,y€P,

to be the length of the shortest path in I p(x, y) connecting x € R? and y € R?. Whenever
we are referring to the Poisson point process X, meaning P = X, we obfuscate the depen-
dency on X by using the abbreviations I (x, y) and dj (x, y).
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FIG. 1. The covering of the Poisson process X on the left yields empty boxes in red. We define the enriched
process X on the right by adding the points in blue.

2.2. Different distance-based random variables. Thanks to the spatial homogeneity of
the Poisson process it suffices to study the distance between the points x = 0 and y = se;
where e; = (1,0,...,0) € R? denotes the first unit vector. This leads to the quantity
dy(0, sey) for s > 0. If the length scale & > 0 is fixed, most distances will be infinite with
high probability when s is large. Therefore, we consider length scales & = h; which depend
on the distance.

Our main object of study is the random variable

(2.5) Ty :=dj, (0, se;) = inf{L(p) : p € 15, (0, se1)}, s=>0.

For properly chosen length scales &g, roughly satisfying log(s)é < hy < s, we show that
s — hy < Ty < Cgs with high probability. Here C; > 0 is a suitable dimensional constant,
to be specified later. However, with small but positive probability there are no feasible paths
and Ty is infinite which makes it meaningless to study its expectation [E[7] and fluctuations
around the expectation.

Therefore, we construct yet another distance function which always has feasible paths.
For this, let us fix s > 0 and cover R? with closed boxes {By}ren of side length &5/Cy.

Lo, . . . . .
Here 65 ~ log(s)« will be specified later and C,; > 0 is a dimensional constant, sufficiently
large such that the maximum distance of two points in two touching boxes is at most &;/2.
A possible choice is

(2.6) Cyq:=2+/d.

The probability that all boxes By contain at least one point in X is zero and therefore we
define an at most countable index set Z; such that B; N X = & for all i € Z;. For every i € Z;
we then add a point x; € B;, for instance the center of the box, to the Poisson process X, see
Figure 1, which leads to the enriched set of points

(2.7) Xy=XU [J i)
i€z

With the notation X; we emphasize that this enriched Poisson point process depends on s. We
can hence consider the following distance function on the enriched Poisson process which we
define for all scalings 4 > &5 (which can but do not have to depend on s)

2.:8) dyx,(x,y), x.yeR,
and we define 7} as

(2.9) T/ :=dp, x.(0, se).
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TABLE 1
Different random variables used in this work. X denotes a unit intensity Poisson process, Xy an enrichment with
additional points

Symbol Meaning Definition

T graph distance on Poisson process dp, x(0,sey)
T) graph distance on enriched Poisson process dy, x,(0,seq)
- graph distance on enriched Poisson process with fixed step size dp x,(x,y)

Later we shall express T; — E[7/] as a sum over a martingale difference sequence with
bounded increments. This will allow us to prove concentration of measure for 7).

Finally, we will synthesis these different results (see Table 1 for an overview of the dif-
ferent definitions) by utilizing that with high probability the random variables 7y and T,
coincide.

2.3. Constants and symbols. We will encounter many constants in the paper, most of
which are dimensional, that is, they depend on d € N. Out of all these constants, only Cy
(which was already introduced above), C c/l (which shall be introduced in Section 3.2), and

o (which will arise as 0 = limg_, o % € [1, C4]) will keep their meaning throughout the
whole paper. However, we do not claim that their values are optimal or analytically known.
In many estimates and probabilities other (mostly dimensional) constants will appear and
we number them as Cy, Cy, C3, etc. Note, however, that their values change between the
individual lemmas and theorems they appear in and also sometimes change in proofs, which
we mention in the latter case. Since these constants are of no importance to us, we refrain
from numbering them continuously, as its sometimes done. Finally, we sometimes write our
inequalities in a more compact form by absorbing all constants into the symbols <, 2>, or ~,
where, for instance, f(s) < g(s) means f(s) < Cg(s) and f(s) ~ g(s) means f(s) = Cg(s)
for a constant C > 0. Finally, we will use the symbol « to denote

Fo)<gls) e lim 1O
§—> 00 g(s)

=0.

2.4. Main results. In this section we state our most important results for Euclidean first-
passage percolation on a unit intensity Poisson process X C R¢ and the application to the
graph infinity Laplace equation.

Note that the first theorem is stated in a very compact form and some of the results will
be proved in a slightly more general setting. Also the assumptions will be spelled out in a
more quantitative form throughout the paper. The most important parts of this statement are
the concentration of measure and the convergence rates for ratio convergence. Even though
convergence rates for dj, (0, sey) are not available, the ratio convergence rates are sufficient
for our application to Lipschitz learning.

THEOREM 2.1 (Euclidean first-passage percolation). Let s > 1 and assume that s — h
is nondecreasing and satisfies

1
log(s)d < hy < 5.
There exist dimensional constants C1, Co» > 0, not depending on s, such that:

1. (Convergence) There exists a dimensional constant o € [1, C4] (depending on the
choice of s — hyg) such that
. Eldp,,x,(0, se)] dp, (0, sey)
m =0

li and lim ———— = =0 almost surely.
§— 00 Ky §—>00 S
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2. (Concentration) It holds for all t > h

log(s)

P(}dhs,;\{s 0, ter) — E[dhs,)(s (0, tel)]| > A l) <Ciexp(—CA) VA =>0.

N

3. (Ratio convergence) It holds for s > 1 sufficiently large

Eldp, x,(0,2se1)] 2

2
‘ Eldhg,x,(0, se)] 1‘ < C]ﬁ LG log(s)d log(s)'
s hy NG

PROOF. The theorem collects results from Theorems 4.1 and 4.4 and Proposition 5.4.
d

REMARK 2.2. Since dj x,(x,y) = dp(x,y) with high probability, the concentration of
measure statement in Item 2 of Theorem 2.1 implies concentration of the standard distance
function 7y around E[7]]. Furthermore, using concentration, Item 3 has a corresponding high
probability versions for both distances.

Our second main result concerns convergence rates for solutions to the graph infinity
Laplace equation. For this we let X,, C  be a Poisson point process with density n € N
in an open and bounded domain © C R¢. For a bandwidth parameter ¢ > 0 and a function
u : X, - R we define the graph infinity Laplacian of u as

Liu(x):=  sup u(y) —ux) + inf M x € X,.

yE€B(x,e)NX, ly — x| yEB(x,8)NX, ly — x|

The infinity Laplacian operator of a smooth function u : 2 — R is defined as

d
A=Y Biuajuafju = (Vu, VuVu).
i,j=1

The following theorem states quantitative high probability convergence rates of solutions
to the equation L u, = 0 to solutions of Axu = 0. Note that the theorem considers the
boundary value problem associated with the infinity Laplace operator whereas in our previous
work [15] we considered the setting where function values are prescribed in a very general
closed set O C Q. While this is much more realistic in the context of semisupervised learning,
the corresponding convergence proof requires precise control of graph distance functions
close to the boundary of the domain. Achieving this control in the percolation setting is
far beyond the scope of this paper since it would essentially require percolation results on
Poisson point processes on half spaces together with suitable flattening techniques. Therefore,
we focus on the setting of a boundary value problem, where boundary values for the discrete
equation are prescribed in a tube around the boundary. This is in line with previous work for
the linear Laplacian operator, for example, [13, 25].

THEOREM 2.3 (Convergence rates). Let €2 C R? be an open and bounded domain. Let
g : Q — R be a Lipschitz function and u : Q — R be the unique viscosity solution of
Accu=0 inQ,
u=g onadf.

Let X,, be a Poisson point process in R? with density n € N, let ¢ > 0 and t > 0 satisfy

1

1 d 1

K(Ogn>d§8§—r, O<t<l,
n K
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and let
Opi={x e X,NQ : dist(x, IQ) < ¢&}.
Let uy, : X,, - R be the unique solution of
Léiun=0 inQNX,\O,,
u,=g onQ,.

There exist dimensional constants C1, Ca, C3, Cq, Cs5 > 0 such that for n € N, for all A > 0,
and for K > 8 sufficiently large it holds

IP’( sup |u(x) —u,(X)| St +j (logn +)L)(lofn>gL + i)

xeX, e T2

>1-C exp(—Cde logn) — Czexp(—Cah + Cslogn).
An important special case of Theorem 2.3 is the choice of ¢, ~ (10%) dl.

COROLLARY 2.4. Under the conditions of Theorem 2.3 and for ¢ = ¢, = K(lo%)% with
K sufficiently large it holds for all A > 0 that

1
| €
P sup lux) =y (0] S ogn -+ 203 (2™
xeXy n
>1—-C; exp(—Cdelogn) — Czexp(—CqA + Cslogn).
PROOF. For this choice of ¢ = ¢, it holds that
1
<logn)d 1 N
n A/ f3g ~ T2

so we can ignore the second term under the root in Theorem 2.3. Optimizing the resulting

error term over 7 yields the optimal choice of 7, := (logn + A)%(k’%)%. For this choice
both terms scale in the same way. [J

1
REMARK 2.5. Corollary 2.4 shows that we get a convergence rate of (10%) 9 (up to the
1
log factor) at the connectivity scale &, ~ (l(’%)ﬂ. Interestingly, this rate coincides with the
best rate achievable using the techniques from our previous paper [15], though in that work

we had to choose a much larger length scale ¢, ~ (10%)% to obtain the rate. In any case,
judging from our numerical experiments and simple examples we do not expect these rates
to be optimal. In particular, it would be interesting to understand the degree of suboptimality
which our techniques introduce when passing from rates of distance functions (or their ratio)
to rates for the infinity Laplace equation.

We can obtain almost sure convergence rates by letting A depend on #n.

COROLLARY 2.6. Under the conditions of Corollary 2.4 and for K > 0 sufficiently large
it holds

. sup, e, |u(x) —un(x)|
lim sup

n=oe (logn)d (%88

< oo almost surely.
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PROOF. For A, = Clogn with a large constant C > 0 and for K > 0 sufficiently large
we can use the Borel-Cantelli lemma to conclude. [

While we have stated our results for Poisson point processes, it is straightforward to de-
Poissonize and obtain the same results for i.i.d. sequences.

COROLLARY 2.7. Assume the conditions of Theorem 2.3, except that X, is defined in-
stead as an 1.1.d. sample of size n uniformly distributed on 2. There exist dimensional con-
stants C1, Ca, C3, Cq, Cs > 0 such that for n € N and K > 0 sufficiently large it holds

]P( sup |u(x) —u,(x)| St +j (logn +A)(10§n)dL + i)

xeX, T38 '1,'2

1
>1-— e%CI exp(—Cdelogn + 3 10g(n)> — C3exp(—C4r + Cslogn).

PROOE. Let X, be a Poisson point process on R¢ with intensity ﬁ Conditioned on

#()N( » N ) =n, both X,, and X n N 2 have the same distribution. By conditioning on #()? nN
2) = n and using Theorem 2.3 the probability of the event

1

logn\a 1 e
sup |u(x) —up,(x)| 27+ 3(logn—k)»)( £ ) + =
xeX, n g T

is bounded by
P#(X, N Q) =n) " (Ci exp(—C2K? logn) + C3exp(—Cah + Cslogn)).
By Stirling’s formula we have

- leh
P#E, N =n) =22 <oty

nn

Upon adjusting the values of C3 and Cs, the proof is complete. [

2.5. Outlook. There are two central directions of future research that originate from this
paper, namely further strengthening and generalizing our percolation results, and applying
the techniques from this paper to prove convergence rates for other graph PDEs, like for
instance the p-Laplace equation. With respect to the first direction, the ultimate goal would
be to prove a strong approximate superadditivity result of the form (5.1) which in combination
with the concentration of measure from Theorem 4.1 immediately yields convergence rates
for the almost sure convergences 7, /s — o and Ty /s — o, as shown in [50]. Therefore, we
formulate the following open problem:

OPEN PROBLEM. Does there exist a function s > g(s), satisfying [; g(s)s2ds < oo,
such that
E[Ty,] = 2E[T/] — g(s), s>1?
This form of strong super-additivity is implied and roughly equivalent to establishing a

modulus of continuity of the distance function with respect to the length scale, that is, for the
function

h— E[dp, x, (0, ser)].
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This problem is related to continuity of the time constant in first passage percolation, which
was established for lattice percolation in [29, 31]. However, the notion of continuity in [29,
31] is nonquantitative, and taken with respect to the distribution of the i.i.d. edge weights,
whereas in our setting we seek a quantitative continuity statement with respect to the length
scale h that defines the connectivity structure. It seems that different techniques are required
here.

Having this continuity at hand, it would be straightforward to extend the arguments of
Section 6 to inhomogeneous Poisson point processes with intensity np where n € N and p is
a probability density with some regularity. Blowing up around a point shows that the graph
distance can be bounded from above and from below with distances d}lz,- (0, se1) on a unit
intensity process, albeit with two different but close length scales /1, 2 > 0.

It would be desirable to extend the percolation results to weighted distances of the form

(2.10) dp(x,y) ==inf] )" h

: I (x, .
Sip— pialyy P ETE y)}

1

For n(t) := % this reduces to the distance that we considered here but it allows to generate
a large class of commonly known graph distances where the weight of an edge (x, y) is
given by hn(x — v|/h). Most notably, if n(¢f) =1for0 <t <1 and n(t) =0 for ¢ > 1
one obtains the hop counting distance, scaled with /. The analysis of (2.10) is complicated
by the fact that they do not obey the triangle inequality and, furthermore, are inaccurate if
|x — y| < h. Still, we expect that our results can be generalized to these distances relatively
easily.

The question of whether and how percolation techniques can be applied to other graph
PDEs (e.g., the Laplace or p-Laplace equations) seems much harder. Recent results in two di-
mensions show that at least Dirichlet energies Gamma-converge for percolation length scales
[13, 27]. Combining quantitative versions of these arguments with the techniques from [19],
Section 5.5, can potentially produce convergence rates.

3. Convergence in expectation. In this section we prove that 7, satisfies

BIT,] =0 € (0, 00).

3.1 lim

§—>00 ¢

For this we use the subadditivity techniques from [16], Appendix A. It will turn out that
s + E[T]] is only nearly subadditive which, however, is enough to establish (3.1). Note that
we cannot hope for an analogous statement for 7 since E[7;] = oo for all s > 0.

3.1. Bounds. First we prove coarse lower and upper bounds for 7y and 7, which will be
used to prove that, if the limit in (3.1) exists, then 0 < o < oo has to hold.

We start with a trivial lower bound which is true for any distance function, independent of
the set of points which is used to construct it.

LEMMA 3.1 (Lower bound).  For any set of points P C R, x, y e R¢, and h > 0 it holds
dp,p(x,y) =[x — y| = dist(x, P) —dist(y, P) > |x — y| — h,
and, in particular, for all s > 0

T, > s — hg, T, >s — h;.
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PROOF. We can assume that dj_p(x, y) < oo since otherwise the inequality is trivially
true. Let therefore p € I1;, p(x, y) be a path with m € N elements in X, the length of which
realizes dj, p(x, y). Then it holds

m—1

dpp(x,y) = Y |pis1 — pil =

i=l

m—1
> (pis1— pi)

i=l

= |pm — p1l

> |y x4 pu—y—(p1 —x)|

> |x =yl —=1pm =yl —Ip1 — x|
= |x — y| —dist(x, P) — dist(y, P)
> |x —yl—h,

using that the existence of a feasible path implies dist(x, P), dist(y, P) < h/2. The statements
for T and 7, follow from their definition as distances on P := X and P := X, respectively.
O

Now we prove a high probability upper bound for the distance function on the Poisson
point process which we will apply to 7.

LEMMA 3.2 (Upper bound 1).  Forall x,y € R? and h > 0 it holds
P(dn(x, y) < Calx =yl + 1) = P(dn(x, y) < Calx — y| +dist(x, X) +dist(y, X))

h\¢ Calx —y|
>1— —\ = 1 — ),
- exP( (Cd> * Og( h >>
and, in particular, for all s > 0

hs \? C
P(T; <Cags 4+ hg) > 1— exp(—(c—s> + log( hds>) Vs > 0.
d K

Here the constant Cy is defined in (2.6).

REMARK 3.3. The probability for this upper bound deteriorates for large distances if
the step size & > 0O is fixed. Therefore, we have to use & = hy which shall be chosen as

hy ~ log(s)é later.

PrOOF OF LEMMA 3.2. Because of the spatial invariance of the Poisson process, it
suffices to proof the statement for dj, (0, se;). We cover the line segment connecting 0 and
se1 by M € N boxes B; := {%el} &[-rr? Y i=1,...,M, see Figure 2. The side
length r > 0 is given by

(3.2) F=—

P1e .

0l

L J
Pm—1

Dp2°® ®

FIG. 2. Boxes covering the line segment between 0 and seq.
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where C4 given by (2.6) assures that the maximal distance of two points in two adjacent
boxes B;, B;+1 is bounded by 4, and the maximal distance between 0 and the points in the
first box B and se; and the points in the last box Bj; is bounded by //2. Consequently, the
number of boxes is

C
(3.3) m=2==
r h

If each box contains a point from the Poisson cloud X, we can construct a valid path p €
15 (0, se;) which satisfies

h h
dn (0, seq) < dist(0, X) + 3 + M —-1)h+ ) + dist(seq, X)

= Cys + dist(0, X) + dist(sey, X).

Here, we used the triangle inequality to estimate | p; — p2| < |p1 —0|+|0— p2| < dist(0, X)+
h/2 and similarly for the last term. Furthermore, the probabilility of this event is

M
PBiNX#A@Viell,...,M})=1 —IP’(U{B,-HX:@}).
i=1
Using a union bound, and (2.1) with k = 0 we obtain

M M M
P(U{B,- nX= z}) <D PBiNX=0)=) exp(~u(B))

i=1 i=1 i=1
dy _ % d d s
= M exp(—r®) = —exp(—r?) = exp(—r + log<—>).
r r
Furthermore, the definition of r in (3.2) implies
M d
h Cys
P BNX=0})<expl—|— ) +1lo (—))
(9 : }) p(~() +1oe(~ .
LEMMA 3.4 (Upper bound 2). For the constant Cy, defined in (2.6), for any s > 1, and
for h = &g it holds almost surely
dpx,(x,y) <Calx —y|+h V¥x,yeR?,
and in particular for hg > 8
T)<Cgs+hy Vs>0.

PROOF. The proof is the same as the one of Lemma 3.2 with the only difference being

that the path which is constructed there uses the nonempty boxes from the definition of Aj.
O

REMARK 3.5 (Better upper bounds). It is important to remark that the upper bounds
dp(x,y),dpx,(x,y) < Cqlx — y| + h are quite coarse. Using the more careful strategy from
[15], Lemma 5.5, one can obtain the (high probability) bounds

b}
dy (e, v, dyx (6, ¥) < (1 + cf)u V4 h,

where C is a dimensional constant. Since in our regime /4 ~ & the constant in front of |x — y|
does not converge to 1 anyway, there is no need for us to use these improved bounds.
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3.2. The distances coincide with high probability. It turns out that the two distance func-
tions d, (-, -) and dj, x, (-, -) coincide with high probability. For this, we first show localization,
that is, that optimal paths for the former distance lie in a sufficiently large ball with high prob-
ability.

LEMMA 3.6. There exists a dimensional constant C; > 1 such that for 0 < h < |x —y|/2
with probability at least 1 — exp(—(cid)d + log(@)) any optimal path of dn,(x, y) lies in
B(x, Cylx —y)).

PROOF. Without loss of generality we assume x =0 and y = sej. By Lemma 3.2, with

probability at least 1 — exp(—(cid)d + log(%)) there exists an optimal path for dj (0, sep)

and it holds d (0, se1) < Cgs+h < (Cz+1/2)s. Let p be such an optimal path with m := | p|
elements. If p contained a point p; outside B(0, Cs) its length would satisfy

h
L(p) = |p1 — pil +|pi — pm| = 2| pil — Ip1l = |pm| = 2|pil — 5 — = — |seq]

>2C)s —h—s5s=(2C),—1)s — h.
h

z(zc;,_l)s(1——).
s

By the assumption & < s/2 we get that the brackets are larger or equal than % Hence, if we
choose C; > Cy4 + 3/2 we get that

dp(0,se1) = L(p) = (Cq + 1)s
which is a contradiction. [

An analogous statement is satisfied by dj_x, (-, -), using the upper bound established in
Lemma 3.4.

LEMMA 3.7. Assume that 8, < h < |x — y|/2. Then any optimal path of dy x,(x, y) lies
in B(x, Cjlx — y|).

PROOF. Using Lemma 3.4, the proof works exactly as the one of the previous lemma.
O

Thanks to these two lemmata for any x, y € R the distance dp, x,(x,y) in fact only de-
pends on points in a compact set. Using properties of the Poisson process we can argue that
the small boxes By from the definition of dj, x, (-, -) which fall into this compact set all con-
tain a Poisson point with high probability. This then implies that dj, (x, y) = dj x, (x, y) since
no point has to be added to X.

LEMMA 3.8. Letx,y € R and 8; < h < |x — y|/2. Then it holds that

h\¢4 2C,C|x —
P(dp(x,y) =dp,x,(x,y)) > 1— Zexp<—(c—) +dlog(y)).
d s

PROOF. Again it suffices to prove the statement for x = 0 and y = se;. Let E; be the
event any optimal path of d;, (0, sey) lies within B(0, C;ls). Then Lemma 3.6 shows

d
3.4) P(Ey)>1— exp(—(%) —Hog(%)).
d
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After possibly enlarging C); a little we can assume that the box of side length 2C/;s which
contains B(0, C és) coincides with the union of M € N boxes B which have a side length of

8s/C4. Here M = (%Scé’s)d . As in the proof of Lemma 3.2, using (2.1) and a union bound
shows that the probability that all of these boxes contain a point from X is at least

1= wen(—(g) ) =1 -en(-( ) e (572))

h\¢ 2C,Cl)s
=1—exp(—(—=—) +4dI d))
exn((g,) +oe( =5
We call this event Fg and obtain

(3.5) P(F,) > 1— exp<—(cﬁ)d n dlog(zczcéls)).

d s
Since according to Lemma 3.7 it holds dj, (0, se1) = dj, 1, (0, sey) if all boxes contain a point
from X, we obtain Es; N Fy C {dy(0, se;) =dp x,(0, ser)}. Hence, using (3.4) and (3.5) and
a union bound we get

]P’(dh((), seq) =dh,XS(0,se1)) >P(E,NF)=1— P(Esc U FSC) >1-— ]P’(Ef) —P(FSC)
=1-en(~(g ) +e( )
[— X —_— —_— —
= p C, g A
(&) +aee(*57))
—exp|l —{ — 0
Y C. g 3,
h\¢ 2C4Cs
>1 —Zexp<—(—) +dlog< ))
Cd 8s

Here we also used that d > 1 and 2C); /8, > 1/h. O

3.3. Approximate spatial invariance. A main benefit of using distance functions over
homogeneous Poisson point processes is their invariance with respect to isometric transfor-
mations like shifts, rotations, etc., which preserve the Lebesgue measure.

Using that the distance functions dj, x, (x, y) and dj,(x, y) coincide with high probability,
we can show that this invariance of dj(x, y) translates to dj, x, (x, y). In fact, we will need
the slightly more general statement of the following lemma.

LEMMA 3.9. Let M €N and x;, y; € R? be points satisfying |xi — yi| = A for all i =
1,...,Mand §; < h < A /2. Let furthermore ® : RY — R9 pe an isometry. Then it holds

‘E[lgisnM dp, 2, (P (x7), <I>(yi))] - E[I;rilisnM dn.x, (xi, yi)]‘

h d
< exp(—(c—) + (d + 1) log(max{2C4C};,4C4 + 2} A) + log M — dlog(ch)).
d

PROOF. Using that @ is an isometry and applying Lemma 3.8 and a union bound, yields
that the event

A= {dp,x, (P (x;), P (i) =dp(P(xi), P(yi)) and dj x, (xi, yi) = dp(xi, yi) Vi=1,...,n}

satisfies

2CdCL/1A)>

h d
P(A) > 1 - 2Mexp(—(c—) —|—dlog< :
S

d
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Hence, we can use the invariance of the distance function on the Poisson process X to get
E[ min dy(®(x), () | A] =E[ min dy(xi, y) | A]
1212 h( (xi) (yl)) { 1212 h(xi, yi) |
Therefore, we obtain

| min, i (0, @00)]
=E[| min_dy.x, (®Cx). () | A]P(A) + E[ min_dyx, (®0x), @(30)) | A°[B(4°)

=E| min dy(®(x), @) | AJP(A) +E[lgi<nMdh,Xv(q>(x,~), ®(y) | A°[P(A°)

[15i§M
_ E[lgiliﬁnMdh(xi, ) | AlPca) +E[1g;i§nMdh,Xs(q>(xi), () | ATP(A°)
= E[lginMdh,Xs (xi, 3i) | A]IP(A) +E[1g}i§nMdh,Xv(q’(xi), () | AC]IP’(AC)

) nMdh,Xs (x;, )’i)]

i
I<i<
1 . . cl _ : . . c c
+ <E[12§‘M di 2, (P (), D)) | A°] EL;‘?;“M di,x, (xi, yi) | A°])P(AC).
Reordering and trivially estimating dj, x, (-, -) using Lemma 3.4 we obtain

‘E[lgiSnM dp, 2, (P (x7), <I>(yi))] — E[lgiSnM dp.x, (xi, yl.)]‘

h\4 2C;ChHA
§4M(CdA+h)exp<—<C—) —i—dlog(%))
d s

h\¢ 2C4CHA
= exp(—(c—d> +dlog(87) +log(4M (CyA + h)))

N

h\4
< exp(—(c—> +d1og(2C4CHA) +1og((4Cq +2)A) +log M — dlog(&;))
d

h\4
< exp(—(c—> + (d + 1) log(max{2C4C);, 4C4 + 2} A) + log M — dlog(c?s)),
d
where we used the isometry of ® and that h < A/2. [

3.4. Near subadditivity. In this section we prove an approximate triangle inequality for
the distance dj (-, -) which will then allow us to prove an approximate subadditivity property
for E[7/]. Old results, which go back to Erdds and others, will then allow us to deduce (3.1).

First, we prove a general approximate triangle inequality for the distance function on an
arbitrary set of points and different values of the length scale .

LEMMA 3.10. Ler P C R? be a set of points. Let hy, hy > 0 and h3 > max(hy, hy). Then
it holds

(3.6) dny.p(x,y) <dp, p(x,2) +dn, p(z,¥) +h3 Vx,y,zeR%

PROOF. The statement follows from the simple observation that if p € Ty, p(x, z) and
g € Iy, p(z, y) are optimal paths which realize dj, p(x, z) and dj, p(z, y) thenr := (p, q)
isapathin Iy, p(x, y). To see this, note that the last point in p has a distance of at most 11/2
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to z and the first point in ¢ has a distance of at most /7 /2 to z. Using the triangle inequality
the distance between the those two points is at most 41/2 + hy/2 < h3 and consequently

dps,p(x,y) < L(r) < L(p) + L(q) + h3 = dp p(x,2) +dp,, p(2, y) + h3. O

A straightforward consequence of Lemma 3.10 would be that s — E[T] is near subaddi-
tive which by means of [16], Lemma A.2, implies that the limit lim;_, @ exists. How-
ever, since there is a small but nonzero probability that 75 = dj, (0, se;) = oo, the expected
value E[7] and this limit is infinite. Therefore, we investigate 7, defined in (2.9).

From Lemma 3.8 we know that 7, = 7, with high probability and, furthermore, 7, is
always finite and satisfies 7, < T;. We introduce the error term Ej := Ty — T, > 0. For es-
timating it we now specify the choice of §,, the width of the boxes in the definition of 7
in (2.9). We shall choose it in such a way that the error E; is zero with high probability as

§ — 00.
ASSUMPTION 1.  For a constant k > 0 and for Cj := max{2C;C/;, 4C4 + 2} we choose
8, = Ca(klog(Cjs)).
At this point we also fix the assumptions on the step size A:

ASSUMPTION 2. Let s — hg be nonincreasing and satisfy

Oy < h; <.

For these assumptions on &5 and %, (note that we are mainly interested in the case iy = )
one can simplify the following term, which appears in a lot of probabilities:

6 (~(Le) vanop(200Cim)) < L (L)
. €X —| = 0O, —\ ———
P\, s )) T s9\2c,Cls

and similarly for the error term in Lemma 3.9 with M =1 and s > A /2 we have

h\4 , ok 1 k—(d+1)
(3.8) exp(—(c—d) +d+1) log(Cd A) — dlog(85)> < g <CL/1—/A) ,

which is dominating (3.7). Using (3.7), the statement of Lemma 3.8 can be reformulated as
follows

2 1 k—d
3.9 P(E; > 0) < — .
(3:9) (Bs >0 =5 (2cdc;,s)

Utilizing that the error Ej is zero with high probability and that we have the approximate
triangle inequality from Lemma 3.10 we can show that E[7]] is nearly subadditive.
PROPOSITION 3.11. Under Assumptions 1 and 2 and for k > d + 1 there exists a con-
stant C = C(d) > 0 such that for all s > 0 sufficiently large and all s <t < 2s it holds
BT}, ] < E[T{]+E[T/]+ Chss.
PROOF. We define the translation ®; : RY — R?, x > x — se; and note that it is a
probability measure preserving transformation of R?. We define the event
(3.10) A=A{T] , =T} T, =T} N {T/ 0o &y =T, 0 Dy},
abbreviating 7; o @, :=dj, (se1, (s +1)ey) and analogously T, o &y :=dj, x,(ser, (s +1)er).
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Using the conditional expectation we obtain the following formula of total probability
@3.11) E[T/,,] =E[T/,, | AJP(A) + E[T/,, | A“|B(A°).

By definition of the 7’ random variable and the event A, and using the approximate triangle
inequality from Lemma 3.10, we have

E[T/,, | A] =E[Ts+; | Al =E[dp,,,(0, (s + t)e1) | A]
< E[dhs (0, ser) | A] + E[dht (sel, (s + t)el) | A] + hgiy
=E[T; | Al +E[T; o &5 | Al + hyys
=E[T/ | A] + E[T/ o &5 | A] + hsts.
Combining (3.11) and (3.12), estimating P(A) < 1, and using also Lemmas 3.1 and 3.4 and
the almost translation invariance of E[7]] from Lemma 3.9 in the case M = 1 together with
(3.8) we get
E[T/,,] < (E[T] | A] + E[T/ o @, | A] + hy+1)P(A) + E[T},, | A°]P(A°)
— E[7/] + E[T} 0 &,] + hys

T (B[T,, | A] ~E[T/ | A] — E[T] o @, | A°])B(A°)
< B[7] + E[T} 0 ®] + hy

(3.12)

(3.13) _
+(Cals +1) +hy — (s — hy) — (t — hy))P(A)
2k 1 \k—@+D
<E[T{]+E[T/] + hsr + — (T)
89\ C1

+[(Ca = D)(s + 1) + 2hs + 2k, ]P(A°).

Using Lemma 3.8, Eq. (3.9), and Assumption 1 and the fact that 0 < s <t < 2s we obtain
that

P(AC) <P(Egys > 0) + P(Es; > 0) + P(E; > 0)

_ C( (s +1)d—* N gd—k . pd—k )
- log(Cy(s +1)) log(Cgs) log(Cgyt)
(s + 1) *

log(Ca(s +1)/3)’
where the constant C is dimensional and changes its value. Plugging this estimate into (3.13)
and using Assumption 2, we obtain that

(S —|—t)d+1_k
log(Cy(s +1)/3)’

where C again changed its value. For £ > d 4 1 and using Assumption 1 we can absorb the
second error term into the first one. Changing C again concludes the proof. [J

E[T54 ] < B[]+ E[T/] + hows + C

3.5. Convergence. Utilizing the bounds and the near subadditivity we obtain the follow-
ing result:

PROPOSITION 3.12. Assume that 8 satisfies Assumption 1 with k > d + 1 and h sat-
isfies Assumption 2 with the additional requirement that for s sufficiently large it holds
hg < Cs® for some constant C > 0 and some a € (0, 1). Then the limit

E[T/
(3.14) o := lim 7]

§—>00 Ky

exists and satisfies o € [1, C4].
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PROOF. For « € (0, 1) the function g(z) := Cz* satisfies ZC:)O g(z)z_2 < oo for zg > 0.

Hence, Proposition 3.11 and [16], Lemma A.2, imply that o := lims_, E[STS/ !
Lemmas 3.1 and 3.4 the random variable 7 satisfies the deterministic bounds

exists. By

s—hy < Ts/des—i-hs.
Taking the expectation, dividing by s, using h; < s and Cz > 1 shows that o € [1, Cy]. [

REMARK 3.13 (The constant o). As already pointed out in Remark 3.5, the constant o
can be brought arbitrarily close to 1 by multiplying /&, with a large constant. Note that it is

not required to demand a quicker growth than Ay ~ log(s)é.

4. Concentration of measure and almost sure convergence. In this section we will
prove concentration of measure for 7} around its expectation. This will have two important
consequences: First, it will allow us to show that

o T,
lim % =¢ almost surely,
§—00 §

where o is the constant from (3.1) and Proposition 3.12. Second, we will use concentration
to prove an approximate superadditivity property which will be the key to convergence rates.

4.1. Concentration of measure. In this section we prove concentration of measure for
T;. In fact, we will prove a slightly more general statement, namely concentration of measure
for the distance function dp, x, (x, y). Since 7, = dj, x, (0, se;) concentration for 7, will be
a special case.

THEOREM 4.1 (Concentration of measure for dj x,(-,-)). There exist dimensional con-
stants C1, Cy > 0 such that for all s >0 and all x, y € RY with |x — y| = h =8 it holds

52
P<|dh’;\gs (x,y) — E[dp,x, (x, »)]| > 1y zslx — y|> < Ciexp(—CaA) VA >0.

REMARK 4.2. We will be mostly interested in the regime where h = hy = 65 =
Cy(k 10g(2CdCéls))$, in which case we get for |x — y| > hy:

P(|dn,, 2, (x, y) — E[dn, x,(x, ]| > Av/hs|x — y]) < Crexp(=C22) VA > 0.

This means that with high probability the fluctuations of dj_ x, (x, y) around its expectation
are of order /|x — y| modulo a log factor. However, the general result from Theorem 4.1 can
also be applied to larger length scales i3 > §; in which case the fluctuations are smaller.

PROOF. The proof relies on an application of the abstract martingale estimate from [16],
Lemma B.1. We follow the proofs of [50], Theorem 1, or [46], Theorem 2.1. For a more
compact notation we use the following abbreviation:

T :=dpx(x,y).

Step 1: We define a filtration I := {F}ren, of the probability space by setting Fq :=
(@, Q), Fi :=F(B1U---UBy) fork > 1. By F(A) we refer to the o -subfield of F := F(R%)
which is generated by events of the form {X N A # &} for Borel sets A C R?. We also define
the martingale My := E[T | F;] — E[T] with My = 0 and we define Ay := My — My_1 =
E[T | Fk]l — E[T | Fr-1].

Step 2: We want to compute a constant ¢ > 0 for which |Ag| <c.
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Let us define the random variable

T® :=dj x5, (x, )
as the graph distance on the enriched Poisson point process without the kth box. Using that
E[T® | Fi_11=E[T® | Fi] and trivially T < T® we have
Ak =E[T | F] —EIT | Fxm1] =E[T = T | ] +E[T® — T | Fiz1]
< E[T(k) —T| fk—l]
and analogously —A; < E[T® — T | F]. This implies
A <E[T® —T | F ] VE[T® — T | A].

For bounding 7® — T we argue as follows: By definition we know that there exist feasible
paths of finite length for 7 and hence also optimal paths. Let Fj be the event that the optimal
path p = (p1,..., pm) for T contains at least one point p; € By for i € {1,...,m}. On F{
it obviously holds T® = T'. On F; we can—using that all boxes contain a Poisson point—
construct an alternative path around the no-go box By which is at most C/}'5; longer than T
and is feasible for 7. Here C// is a suitable dimensional constant, depending on Cy. In
either case we have T® — T < C/'85 and therefore also

@.1) |Ax| < CY'8y =:c.

Step 3: In this step we want to find a sequence of positive F-measurable random variables
{Uk}ken such that E[A? | Fi—1] < E[Uk | Fi-1].

For any two random variables X, Y with ¥ measurable with respect to a o-field G the
projection identity (see, e.g., [37], Prop. 1.26)

E[(X —E[X |G))* | G] <E[(X — ¥)?|G]

holds. We shall use this with X :=E[T | F¢], Y :=E[T® | Fr_i1=E[T® | F¢], and G :=
Fr—1. Note that we have the tower property E[X | G] = E[E[T | ]| Fk—1]1 = E[T | Fr—1]-
Hence, we can compute

E[A% | Fk—l] =E

=E[(T — TW)*| Fi 1]
=E[Uk | Fr-1l.

using Jensen’s inequality and again the tower property for the last two steps and defining the
F-measurable random variable Uy := (T — T®)2,

Step 4: Here we want to find a constant Ay > i—i such that for all K € N

K
“4.2) Sk = Z Ur <)o almost surely.
k=1
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For this we first note that Uy equals zero whenever there exists an optimal path for 7" which
does not use a point in the box B;. We now fix an optimal path with the smallest number of
elements, denote it by p, and abbreviate its number of points by |p|. We define the index set
K:={kef{l,...,K}:3Jie{l,...,|pl}, pi € B} and get

Sk = (T® —T)%.

kel
Using that T® — T < C ’/8s and that the cardinality of /C is at most | p|, we obtain the bound
2
43) Sk = (C8) 11l

Our next goal is to upper-bound | p| by a constant times 7/ h for which we basically want to
argue that most of the hops in the path p have a length of order 4.

Let us abbreviate m := | p|. Our first claim is that for every y > 0 and j € {1,...,m — 2}
we have:
(4.4) lpj+1—pjl<y = Ipj+2—pj+1l>h—y.

If this were not the case, then it would hold

pjv2—pjl <I|pj+1 —pjl+Ipjs2—pjt1l <y +h—y =h.

Hence, the path g := (p1, ..., pj, pj+2, ..., pm) would be feasible for 7', and would satisfy
L(g) < L(p) aswell as |g| = |p| — 1. Since p is optimal and shortest, this is a contradiction.
With this at hand we define the index sets

1), ::{je{l ceom =2} |pjr1—pil <v},
={j+1:jel,},
I;’::{l,...,m—1}\(1yUI)//)'

Note that for 0 < y < h/2, the implication (4.4) shows that 7, and I{/ are disjoint and their
cardinalities coincide. We abbreviate the latter by k € {0, ..., m — 2} and note that the cardi-
nality of I]//’ equals m — 1 — 2k. Using this we can estimate 7 from below as follows:

m—1
T=2) Ipj+i—
j=1
=> IPJ+1 P/|+ Yo Apj+1—pil+ D Ipj+1 — pjl
]e[y ZO JEL, >h—y JELy >y

>k(h—y)+m—1-=2k)y
=k(h—=3y)+(m—1)y.

Choosing y = h/6 the first term is nonnegative and we obtain the estimate

<6T+1
m — .
~h

Plugging this into our previous bound (4.3) for S, we obtain

T T
(4.5) Sk <(Cy S)2<6Z + 1) =6(CYy S)ZE +(Cy'8,)*.
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Utilizing that §; < h < |x — y| and, according to Lemma 3.4, also T < Cy4|x — y| + h, we get
for a suitable constant C;” > 0 that

82
(4.6) Sk < Cﬁ{”ﬁlx -yl

Using that & < |x — y| we can possibly enlarge C/;” a little such that

82
4.7) Ao = Cg”ibc—yl

satisfies Lo > Z—Z where ¢ = Cg’és was defined in (4.1). Hence, we have established the almost

sure bound (4.2).
Step 5: We have checked all assumptions for [16], Lemma B.1, which lets us conclude

1
P(T — E[T g)<Ce — e Ve > 0.

(T -ElT]>¢) < Xp(zm) =

2
Plugging in A = C}j" % |x — y| yields

1
P(T —E[T]>¢) < Cexp(— : €>
2,/eCl" % |x — y)
Vh

:Cexp( 8) Ve > 0.

2
For the choice ¢ = A4/ %Slx — y| we get

32
IP’(T —E[T] > 1y ;S\/ lx — yl) < Cexp(—CaA) VA>0.

2,/eCl"|x — yl|8s

Repeating the proof verbatim for E[T'] — T we finally obtain
§2
IP’({T —E[T]| > A fﬂx — y|> < Crexp(—=CoA) VA =>0,
where C; :=2C. O

The fact that with high probability 7y and T} coincide allows us to deduce concentration of
T, around E[T]] (remember that the expectation of T is infinite which is why concentration
around it is irrelevant).

COROLLARY 4.3 (Concentration of measure for 7). Under the assumptions of Theo-
rem 4.1 and Lemma 3.8 it holds for s > O sufficiently large

|82 hs \? 2C,C!
IP’(]TS —E[T/]] > 2 —3s> < Zexp<—(—s) +d10g<d7‘is>)
hs Ca' 8S

+ Crexp(—CoA) VA >0.
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PROOF. Utilizing that 7, = dj, x, (0, se;) and using Theorem 4.1 and Lemma 3.8, for all

A >0 it holds
52
IP’(]TS _E[T)]| > A h—sﬁ)
S

< B(|T = 1} = 1) + P |1 < B[1}]] > =5

<P(|Ty - T]| > 0) +]P>(]T; —E[T]]| > Aj%ﬁ)

hs \¢ 2C4Cls
<2exp|—| =) +dlog + Crexp(—CaA).
Ca 8 0

N

4.2. Almost sure convergence. Combining concentration of measure with the conver-
gence in expectation from Proposition 3.12, we can now prove almost sure convergence of
T//s and even of T/s. Note that Kingman’s subadditive ergodic theorem is not applicable in
this case since the random variables T, have infinite expectations, hence, are not in L'. An
additional difficulty arises from 7 and 7, being stochastic processes with a continuous vari-
able s € (0, 0o). We prove all statements for a subsequence of integers and to use Lipschitz
regularity to extend to the real line.

THEOREM 4.4. Assume that 85 satisfies Assumption 1 with k > d + 1 and h; satisfies
Assumption 2 with the additional requirement that for s sufficiently large it holds hy < Cs®
for some constant C > 0 and some o € (0, 1). Then it holds

. T
lim = =0 almost surely,
§—>00 ¢

where o denotes the constant from Proposition 3.12.

REMARK 4.5. As outlined in Remark 3.5 one can make sure that o is arbitrarily close
(but not equal) to 1 by multiplying /; with a large constant.

PROOF. Let ¢ > 0 be arbitrary and choose A = £./s g'—g Then Theorem 4.1 implies

, h
P(|T) — E[T/]| > se) < Ci exp(—Czeﬁ 8—;)
N

Let now s :=n where n € N is a natural number. By assumption we have §, < h, < Cn®
which implies that

h —a
exp(—Czeﬁ /8—;’> < exp(—Cps%) = exp(—Czsan).
n n

Now we use that for all m € N and x > O it holds
!

m!
exp(—x) =

exp(—Cy:ﬁ\/@) < Ll_a
5/ " (Cag(n) T ym

to obtain that
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If we choose m > ﬁ we obtain

o
Zexp( CZSI ) (C 8)m m(l —a) Z m(l—a) < Q.
n=1

n=1n_ 2

Hence, the Borel-Cantelli lemma allows us to conclude that

P(ligsolipHTé —E[T,]| > ne}) =0.

Since ¢ > 0 was arbitrary, we obtain that | E[T ] | — 0 almost surely as n — oo. Together
with Proposition 3.12 this implies
/
(4.8) lim % =0 almost surely.
n—-oo n
We claim that we also have
. Ty
4.9) lim — =0 almost surely.
n—-o0 n

To see this, let & > 0 be arbitrary and choose 1 = &4/s —5 Then Corollary 4.3, Assump-
tions 1 and 2, and Eq. (3.7) imply

2 1 k—d h
P(|Ty — E[T,]| > s¢) < @<2CdCés> + Cy exp(—Czsﬁ ¥>

Let again s := n where n € N is a natural number. Using that §, > 1 for n sufficiently large
and that kK > d 4 1 we get that

o0 1 k—d
3 _( ) <.

Furthermore, by assumption we have §, < h,, < Cn® which implies that

exp(—Czs\/ﬁ\/g) < exp(— \/\/g) = exp(—Czsnl_Ta).

Now we use that for all m € N and x > 0 it holds

|

m!
exp(—x) = 2,

to obtain that

exp(—Czs\/ﬁ 8_; S —=
n (Cae(n) 2 )™

If we choose m > ﬁ we obtain

o
ZGXP( C28\/7 ) (ng)m m(l —a) Z m(l—a) < Q.
n=1

n=1n 2z

Hence, the Borel-Cantelli lemma allows us to conclude that

P(“,fiso‘ip“T” —E[T,]| > ne}) =0.
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Since ¢ > 0 was arbitrary, we obtain that |% — E[T ] | — 0 almost surely as n — oo. Together

with Proposition 3.12 this establishes the claim, provmg (4.9).
We now extend the limits to hold for real-valued s — oco. We first show that

T,
(4.10) lim —= =0 almost surely.
§—00 §

To see this, we let B(x, 1) :={y € R? : |x — y| <t} denote the closed ball around x € R?
with radius 7 > 0 and let A,, denote the event that

XﬂB((n—I—l)el, );é@

By the law of the Poisson point process and the choice of scaling of %, we have

[ee) 00 hd
(4.11) > P(AG) = Zexp(—wdﬁ) < o0,
n=1 n=1

where wy is the volume of the d-dimensional unit ball. When A,, occurs, let us denote by x;,
any point in the intersection of X with B((n + 1)ey, %). We also assume 7 is large enough

so that %" > 1.
We now claim that whenever A,, occurs and T, is finite, we have

(4.12) Tpir —hy <Ty <Ty+h, foralln<s<n+1.

To see this, note that any optimal path for 7,, must terminate at a point x within distance %"

of ne;. Since A, occurs we can add the point x, to this path to obtain a feasible path for 7.
Indeed, we simply note that &, < hy; and compute

hy,
|x —xn| < |x —nei| + [ney — (n + Dey| + |x, — (n+1)e1|<—+1+z<h < hy,

and
hn
2

N|>

h
|xn — se1| < |xn — (n + Der| + |(n + Dey —sel\ferlf

Note that we used that T" > 1 in both inequalities. It follows that T is finite and
T, <T, +h,.

To prove the other inequality, we follow a similar argument, taking a path that is optimal for
T, which must terminate at a point y that is within distance %” of seq, and concatenating the
point x, to obtain a feasible path for 7}, . This yields the inequality

Thi1 =Ts + hn,
which establishes the claim. The proof of (4.10) is completed by dividing by s in (4.12),
recalling (4.11) and applying Borel-Cantelli. [J

5. Near superadditivity and ratio convergence. In this section we prove a type of ap-
proximate superadditivity of the distance function with the aim of proving convergence rates.
Ideally, we would like to show that for a slowly increasing function s — g(s)

(5.1) E[T3,] = 2E[T/] — g(s)

holds true. Together with the near subadditivity from Proposition 3.11, the convergence from
Proposition 3.12, and [16], Lemma A.2, this would directly imply quantitative convergence
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U
rates for % to the constant o. The concentration statement from Theorem 4.1 would then

yield almost sure rates for % too.

Although we think that (5.1) might be true, a proof of this is very difficult since the distance
functions in the definition of 7, and 7 utilize the different length scales A2, and h,. Conse-
quently, a path which realizes T, is typically not feasible for the distance in 7, which makes
a construction of a suboptimal path for this distance such that (5.1) is satisfied hard. This is a
specific problem of our sparse graph setting and can be avoided using a fully connected graph
as, for example, in [46].

Therefore, we shall not work with the random variables 7} or T in the following but rather
work with a fixed length scale / and the distance function dj, x; (-, -) defined in (2.8). That is,
we aim to prove near superadditivity of the form

(5.2) E[dp, x,(0,2se1)] > 2E[d, x, (0, se1)] — g(s),

where we emphasize that both distance functions on the left and on the right have the same
length scale 4.

5.1. Near superadditivity. We start by proving the following proposition which asserts
near superadditivity of the form (5.2). The argument closely follows the proof given in [46],
Lemma 4.1.

PROPOSITION 5.1 (Near superadditivity). Let 8, satisfy assumption Assumption 1 with
k > d + 1. There exist dimensional constants C1, Co» > 0 such that for all s > 1 sufficiently
large with 8y < h < s we have that

52
E[dh,Xs (0, 2se1)] > 2[E[dh,xs (0, sel)] —C1h — Cz,/ Fss log(s).

REMARK 5.2. In the case that 4 = hy = §; we can subsume the error terms into one and
for some dimensional constant C > 0 we have

E[dp, x, (0, 2se1)] > 2E[dy, .x, (0, se1)] — Clog(s) 3" /5.

PROOF. Let pi,..., pm be a path realizing the length dj_x, (0, 2se;). We now consider
the balls B(0, s), B(2sey, s) and denote by i, i>s the indices such that

pl e B(09 S) Vl S iS7 plq-‘rl ¢ B(07 s)y
pi € B(2e1,s) Vi=>ioy, Pir,—1 & B(2sey, s),

that is, the smallest index i after which the path leaves B(0, s) and the largest index iy
before which the path enters B(2sej, s). We note that by definition these indices exist and
that i < iy holds. The construction is illustrated in Figure 3. We now take the points where
the path intersects the respective spheres,

X5 := Pi, Pis;+1 N IB(0, 5),
X25 = Piy,—1Piy, N 0B(2seq,s),

for which we have
m—1

dp,x,(0,2se1) = Y |piy1 — pil

i=1

(5‘3) is—1 m—1
> Y pit1 — pil + i, — X+ |x25 — piny | + Y |piv1 — pil
i=1

i=ipg

> dp, x, (0, pi,) + dn, x,(piy, > 25€1).
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FI1G. 3.  Construction in the proof of Proposition 5.1. The blue points on the spheres constitute the deterministic
coverings x; and xl{.

We choose a family of ng points {x; : 1 <i <ngz} C dB(0,s) on the sphere dB(0, s) such
that x; = se; and the other points are distributed in such a way that for all x € B(0, s) there
exists a point x; with |x — x;| < h. The construction of these points is straightforward: Given
{x1, ..., xx} one chooses

k

Xi+1 €9B(0,5) \ | B(xi, h/2).
i=1

Obviously, this process terminates after order (s//)?~! iterations which means that
N
(5.4) ng <C (Z) .

Analogously one defines a covering of d B(2sey, s) into points {x/ : 1 <i < n} by reflecting
the points x; at the point se;. Note that the value of ng will turn out to be irrelevant, with the
only important thing being that it is at most polynomially large in s.

Fori* € {1,..., ns} chosen such that |x; — x;+| < & it holds that

|piy — xix| < |piy — Xs| + |xs — xix| < 2h.
It also holds that
dn, x,(piy, xix) < Calpi; — xi*
which implies that
dp,x,(0, xi+) < dp, x,(0, pi;) + dp,x, (piy, Xix) < dp,x, (0, pi;) +2Cgh.
Analogously, for a suitable i, € {1, ..., ns} one gets
dp x, (xi/*, 2se1) < dpn, x,(Piy,, 25€1) +2C4h.
Using these two inequalities together with (5.3) we obtain

dpx,(0,25€1) = dp x,(0, pi,) + dp x,(Pis, 25€1) = dp 2, (0, Xi+) + dp x, (x]_, 25€1) — 4Cgh

> min dj x,(0,x;) + min dj x,(x], 2s€1) —4Cqh.
k 1<i<ng '

T 1<i<ng
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Taking expectations and using Lemma 3.9 with M = n; as well as (5.4) we get

E[ds,x, 0. 2se1)] = 2E| min dj,x, (0, x)) | = 4Cah

<i=<ng

h\¢ Ky
‘Clexp<‘<c—d> +C21°g<a—>)
S

> 2E[ min dj, 0, x)] - C1h,
1<i<ng

where we used the assumption §g < h < s and s > 1 sufficiently large to simplify and ab-

sorb the rightmost term into the error term of order 4. The constant C; changed its value

several times. By adding two zeros and using that because of Lemma 3.9 with M =1 it

holds |E[dp, x, (0, x;)] — E[dp, x,(0, se1)]| < C1h for all i, we can reorder this inequality in

the following way:

E[d}th (0, 2S€1)] > ZE[dh,Xs (0, sel)]
- 2E[lmax (E[dn,, 0, x)] = di, 2,0, x)) | = Cih,

<i<ng

where the constant C| again changed its value. We shall apply [16], Lemma B.2, to the
random variables

1 ,
V= —mdh 2, 0.x). 1<i <,
Vs
which satisfy
Cas
E[r®] < :2 < Cu,| 5/5<Cs
9 s
h

for s > 1 with s > h and some constant C > 0. Using also (5.4) and the concentration of
measure from Theorem 4.1 we can apply [16], Lemma B.2, to get that

E[ max (E[y"] - Yl.(”)] < Clog(s)

1<i<ng
which translates to
52
E[lrsr}gs (E[dp. x, (0, xi)] — di.x, (O, xi))] < cz/; log(s).

Hence, we obtain the desired inequality

52
E[dp,x,(0,2se1)] = 2E[dp, x,(0, se1)] — C1h — Ca,/ s log(s). 0

Similarly, one can prove near monotonicity of the function s — E[d}, x, (0, se1)]. While
we believe that this function should in fact be nondecreasing in s, the proof is not obvious.
However, for our purposes the following approximate monotonicity statement is sufficient.

PROPOSITION 5.3 (Near monotonicity). There exist dimensional constants C1, Co > 0

such that for all s > 1 with §g <h < ﬁ, and 0 < s’ <s it holds

52
E[dh, x,(0,5'e1)] <E[dn x,(0,se1)] + C1h + Ca zss log(s).
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PROOF. We distinguish two cases, based on whether s’ is smaller or larger than 4.
Case 1, s’ < h: In this case we can perform trivial estimates:

E[dn, x,(0,s'e1)] <Cah+h <s—h+ (Cqa+2)h —s <s —h <E[dy, x,(0,ser)].
Case 2, s' > h: Using similar notation as in the proof of Proposition 5.1, we obtain
dn,x,(0,s€1) = dp, x, (0, pi,) = dp,x, (0, xjx) —2Cqh > 1mirl dn,x,(0, x;) —2Cgh.
<i1=ng

With the same arguments as in this previous proof and using that |x;| = s’ > h we then obtain

52
E[dh,Xs (0, sel)] > E[dh,é’(s (0, S/el)] —C1h— Cz‘/ ESSIOg(S)’

where C; originates from an application of [16], Lemma B.2. Combining both cases com-
pletes the proof. [J

5.2. Ratio convergence rates. We can use the previous superadditivity results to prove a
convergence rate of the ratios of two distance functions:
E[dp, x, (0, se1)] 1
— =, §— 00.
Eldp, x,(0,2se1)] 2
Note that, in contrast to Proposition 3.12, the limiting constant o does not appear in this ratio
convergence.

PROPOSITION 5.4.  Under the conditions of Theorem 4.1 and Proposition 5.1 there exist
dimensional constants C1, Co > 0 such that it holds for all s > 1 sufficiently large with §; <

h <s that
E[d 0, 1 h 521
‘ [dn,x, (0, s€1)] _‘ <ot )% ogs)
Eldp, x,(0,2se1)] 2 s h /s
REMARK 5.5. In the case that h = §; we can again subsume the convergence rate into

one term and for some dimensional constant C; > 0 we have for s, t > 1 with s > h suffi-
ciently large:

‘ ]E[dh,)(s 0, sep)] 1 | -C log(s)%
Eldy,x,(0,2se1)] 2]~ S5

PROOF. The approximate triangle inequality from Lemma 3.10 implies that
dp.x,(0,25e1) <dj x,(0, ser) +dy_x, (sey, 2se1) + h,

where we remark that all three distance functions are defined on the same set of points Xj.
Taking expectations and using the approximate translation invariance from Lemma 3.9 with
M =1 yields

E[dp, x, (0, 2se1)] < 2E[d, x, (0, se1)] + Cih,
where we used the scaling assumption and (3.8) to estimate the error term by Cj k. Using also

Proposition 5.1 we get
1 Cih - Eldp, x,(0, sep)] - Eldp, x,(0, sep)]

2 B E[dh,/"(s 0, 2se1)] — E[dh,é‘(s 0, 2se1)] — 2E[d), . (0, se))] — C1h — Ca /(Shislog(s)

2 i
2(2—C h c \/Flog(s) ])

"Eldp.x, (0, sen)]  Eldp.x (0, ser)
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2
h c \/ (Shislog(s)>—1
— L2

<(2-C
_( I

5(2—C1 h \/>log(s) )

s(L—h/s)  “Js(1—h/s)

For s > 1 sufficiently large we can assume that the two negative terms are smaller than % and

: s 1 1 3 :
we can use the elementary inequality 5— < 5 + x for 0 <x < 5 to obtain

2
‘E[dh,xs((),wl)] —1‘5C1ﬁ+c 55 log(s)
Eldp, x,(0,2se1)] 2 s f

where we used that 2s — h < E[dj x, (0, 2se1)] <2Cy4s + h and increased the constants Cy,
Cp alittle. [

6. Application to Lipschitz learning. In this section we discuss an application of our re-
sults to the graph infinity Laplace equation which arises in the context of graph-based semisu-
pervised learning. In particular, we will extend our previous results from [15] by proving
uniform convergence rates for Lipschitz learning on graphs with bandwidths on the connec-
tivity threshold. An alternative viewpoint of our results is that we prove that finite difference
discretizations of the infinity Laplace equation on Poisson clouds converge at the percolation
length scale. In particular, choosing large stencils—which is required for structured grids, see
[54] but also our results in [15]—is not necessary for Poisson clouds.

For the readers’ convenience we first translate the results of the present paper to Pois-
son processes with intensity n >> 1 which is the natural setting when working on graphs in
bounded domains.

6.1. Rescaling to processes with higher intensity. Let X, be a Poisson point process with
intensity n in R?. This means that

(n|A|)ke_n|A|
k!

In expectation, the number of Poisson points in a set A equals E[#(A N X,,)] = n|A|. Given
x0, X1 € R4, we define the affine map

PH#ANX,) =k) = VA CRY.

d(x) = n%R(x —X9), XE€E }Rd,

where R € R?*4 ig a suitable orthogonal matrix such that ®(x;) = ndl |x1 — xole1. Using the
mapping theorem for Poisson point processes [51] we can connect the graph distance with
step size € > 0 on X,, with the graph distance on a unit intensity process, as studied in the
previous sections. Defining the unit intensity Poisson point process X := ®(X,,), the length
and step size

(6.1 s:=n%|x—x0|,
6.2) h=nie,
we have

de.x, (x0, x) =n~4dy x (0, ser).

We also have a regularized version of the distance on X, by defining

dg(xo, Xx) = niédh,xs 0, sey),
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where we suppress the dependency of the enriched Poisson process for a more compact no-

. . . 1
tation. Note that for distances |x — x¢| of order one the choice of 7 = h; ~ log(s)< translates
to

log(n? |x — xol)d (4 1og(n) +log|x — xol)4 (log(n))é
£ = = ~ s
n% n% n

which is precisely the connectivity threshold for the graph X,.

REMARK 6.1 (Change of notation). In what follows we will let ¢ denote the length scales
used for the distance function on X,,. Furthermore, we will also suppress the dependency of
the distance function on X, and will simply write d.(xg, x).

Let us rephrase our previous results which are needed for the application to the graph
infinity Laplacian in terms of the rescaled distance function. These are the localization results
Lemmas 3.6 and 3.8, the concentration statement Theorem 4.1, the near monotonicity from
Proposition 5.3, and the ratio convergence statement from Proposition 5.4.

THEOREM 6.2 (Properties of the distance function on X,,). Let xg, x € R? and assume
1
logn\d
K <& =|x—xol
n

Then there exist dimensional constants C1, Ca > 0 which are independent of xo and x such
that for K > 0 sufficiently large:

1. (Concentration) For all ). > 0 it holds

|x — xol

]P><|d;(x0, %) — E[d.(x0, 0)]| > u((lofn)d ) < Crexp(—Cah).

&

2. (Near monotonicity) For n sufficiently large, xo =0, and x € R? such that (Cq +2)e <
|x| <1 it holds for all x' € R? with |x'| < |x|:

1
1 a
E[d;(0,x')] < E[d/(0,0)] + Cie + @K(ﬂ) (logn +log|x]),/ %
n

3. (Ratio convergence in expectation) For n sufficiently large, xo = 0, and x € R? such
that ¢ < |x| it holds that

E[d}0.x)] 1 Scli+C2K(logn)%logn+log|x|'
E[d/(0,2x)] 2 x| Jelx|

4. (Localization) For |x — xo| = 2¢ it holds
IP(any optimal path of d. (x, x) lies in B(xo, Cjjlxo — x|))
> 1 —exp(—Cine? + Calog(n|xo — x1)),
P(d; (x0, x) = d.(x0, x)) > 1 — 2exp(—C1ne? + Calog(n|xo — x|)).

PROOF. One simply uses (6.1) and (6.2) and observes that §; = Cy(k log(Cgs)ﬁ =
K (log nﬁ for a suitable constant K = K (d). U
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6.2. Convergence rates. We still let X,, be a Poisson point process with intensity n € R
on R? and let @  R¢ be an open and bounded domain. Remember that for a bandwidth
parameter ¢ > 0 and a function u, : X, — R we defined the graph infinity Laplacian of u,, as

LEun(x) = sup M + inf M xeX,.

yeB(x,e)NX, ly — x| yEB(x.£)NX, ly — x|
Solutions of the graph infinity Laplacian equation L u, = 0 satisfy a special comparison
principle with the graph distance function, called comparison with cones. To explain this, we
introduce some terminology. For a subset A C X, we define its graph boundary and closure
as

bde(A) :={xeX,\A:Ty €A, |x—y|<e},

cle(A) ;= AUbd;(A).
Furthermore, we refer to a subset A C X,, as e-connected if for all points x,y € A there
exists a path in A which connects x and y and has hops of maximal size &, in other words if
de(x, y)[A] < oo0.

We say that u, satisfies comparison with cones on a subset X, C X,, if for every subset
X, C X, foralla >0, and for all z € X}, \ X, it holds

(6.3a) max (u, —ade(-,z)) = max (u, —ade(-,2)),
cle (X)) bd, (X))
(6.3b) c&%(n;{)(un —ade(-,2)) = b(gl(ixrb(un —adg (-, z)).

We have the following result:

THEOREM 6.3 ([15], Theorem 3.2). Let X|, C X, be an e-connected subset of X,, and let
uy : X, — R satisfy L5 u,(x) =0 for all x € X),. Then uy, satisfies comparison with cones
on X,.

The goal of this section is to establish rates of convergence for solutions of £ u, =0 to
solutions of the infinity Laplacian equation Axu = 0, where Aqou 1= ZZ j=10jud ,-ual?ju for
smooth functions u. Note that solutions to the infinity Laplacian equation are not C? in gen-
eral which is why one typically uses the theory of viscosity solutions. However, solutions can
be characterized through a comparison with cones property, as well. We refer to the seminal
monograph [9] for this and other important properties of the infinity Laplacian equation.

For proving the rates we shall utilize the framework which we developed in [15] and which
only relies on the comparison with cones property of the respective solutions. The novel idea
there was the introduction of a homogenized length scale T > &, a corresponding extensions
u;, of a graph solution u,, and a homogenized infinity Laplacian operator A’ . The general
recipe for getting rates as in [15] is the following:

1. Let £ u, =0and Asou =0.
2. Use convergence of the distance function to prove that
—ALul Serror(n,e,t) and suplu, —ul| St

3. Perturb the continuum solution u to a function u# which satisfies

—AL i > error(n,e,t) and suplu —il| <t + Verror(n, &, T).

4. Use a comparison principle for A’ and repeat the argument for —u,, and —u to get

sup [u, —u| < 1+ Verror(n, €, 7).
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5. Optimize over n, €, T to get explicit rates.

Note that in [15] a careful analysis of boundary conditions and regularity is performed in
order to be able to perform the arguments above all the way up to the boundary. Furthermore,
the introduction of the homogenized operator allowed us to obtain convergence rates for
arbitrary small graph bandwidths satisfying

lonﬁ
8>>< g )
n

The purpose of this section is to show how our results on Euclidean first-passage percolation
allows to improve the error term error(n, &, T) in order to allow for length scales of the form

1
(log n) a
g~ .
n
Let us now introduce the homogenized quantities. For 7 > 0 we define extensions of the
discrete function u, : X,, — R to functions u;, (u,)< : R? — R as follows:

(6.4a) up(x):= sup up, x e R,
B(x,1)NX,

(6.4b) (un)e(x):= inf u,, xeRZ
B(x,t)NX,

Note that both extrema are attained if B(x, ) N X,, # & since this set is of finite cardinality.
We also define the nonlocal infinity Laplacian with respect to T > 0 of a function u : R — R
as

1
6.5 Al = -2 inf u), xeR
(6.5) ol (X) = (Bs(ng) u—2u(x)+ Bg{lﬁr) u) X
Last, for a positive number r > 0 we define inner parallel sets of €2 as
(6.6) Q"= {x € Q:dist(x, Q) > r}.

THEOREM 6.4. Let Q@ C R? be an open and bounded domain and X, be a Poisson point
process on RY with density n € N. Assume that ¢ > 0 and t > 0 satisfy

logn a 1
6.7) K §8§Et, 0<t<l,

n
and define

Op:i={x e X, NQ : dist(x, IQ) < ¢}.
Let g : Q — R be a Lipschitz function and u,, : X, — R solve
{ﬁijun =0 onX,\O,,
uy,=g onQOy.

Then there exist dimensional constants C1, Co, C3,Cyq, Cs > 0 and C¢ > 1 such that for all
A >0 and for K > 8 sufficiently large with probability at least

1 — Cexp(—C2K?logn) — C3exp(—Cyh + Cslogn)

it holds for all xo € Q*67 that

1 71
(6.82) — ALy (x0) S Lip(g)<(logn + k)( Ogn>d + %)
n 3¢ T
1 71
685 —ALG):(x0) 2 - Lip(e)(Gogn + (2" ) e+ ).
n 3¢ T
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logn

1
=—)d our result translates to

REMARK 6.5. Abbreviating §,, :=

— A% o) S Lip(e) (ogn + )2+ 5 ).
T

Ve

In particular, we can choose ¢ = §,, and the error term reduces to \/g which goes to zero if t
is sufficiently large compared to §,. In our previous work [15], Theorem 5.13, we proved an
analogous result for arbitrary weighted graphs (whose vertices could also be deterministic)
with connectivity radius §,, graph bandwidth ¢, and a free parameter t. There we proved that

. 1) e
_ AL (x0) < Llp(g)(é + ;)

and one observes that choosing ¢ = §, is not possible since then the right hand side would
diverge as T — 0.

PROOF. The proof follows very closely our earlier result [15], Theorem 5.13, but in-
volves nontrivial adaptations.

It suffices to prove the first statement since the second one follows by changing the signs
of u,. Furthermore, it suffices to prove the statement for graph vertices xo € X, and then use
[15], Lemma 5.8, to extend it to continuum points, which does only incur error terms that are
already present and increases the constant Ce.

Let us fix xg € 22667 where for now we assume that Cg > 1. Utilizing that

sup u, = sup sup  up, = sup up= u,%f (x0),
B(xg,7) x€B(xg,7) B(x,T1)NX, B(x0,27)
inf u; = inf sup  uy > uy(xp),
B(xp,7) x€B(xg,T) B(x,71)NX,
we obtain
(6.9) —T* AL uf (x0) < 2u(x0) — up" (x0) — Un (x0).

To estimate this term, we turn our attention to the function u, and the fact that it satisfies
comparison with cones. For this we define the set B, (x¢, 2t) C X, as

(6.10)  By(x0,27) := {x € X, \ {x0} : de(x0,x) < __inf  de(x0,y) —e}.
yeB(x0,2T—¢)¢
We start by recording a couple of properties of the set B, (xo, 27):
First, we observe that

6.11) B, (x0, 27) C B(x0, 27 — €)

since otherwise there would be a point x € B, (xp, 27) such that d¢(xg, x) < ds(x0,x) — ¢
which is a contradiction.

Second, we claim that
6.12 inf de(x0,y) = inf dg(x0,
( ) yeB(xlo,Zr—s)C S(XO y) yeB(xo,Ztl)\B(xo,Zt—s) 8(xo y)
which is going to be relevant a little later. To see this, note that the left hand side is always
smaller or equal than the right hand side. Furthermore, any feasible path from a point y €
B(xp, 2t — £)¢ to x¢ has to contain a point in B(xp, 27) and can hence be truncated to obtain
a feasible path for the right side.
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Third, we claim that the (graph) boundary of By, (xg, 27) satisfies

b (B, (x0, 27)) C {x € X, N B(xo, 27) :

(6.13)

de (x0, inf dg(x0,y) — et U =:B
e, x) >  inf . deGo, ) 8} {xo}

and in particular B’ C Q. By definition, for z € bd, (B, (xo, 27)) there exists x € B, (xq, 27)
with |x — z| < ¢ and hence, using also (6.11), we get
|z —xol <lz— x|+ |xo —x| <e+2t —¢ =121,

which proves (6.13). In particular, we see by (6.7) and (6.13) that for C¢ > 1 sufficiently large
it holds B' N O,, = @. We have the following trivial inequality:
d&‘ (x0$ x)

U (x) <t (x0) + (427 (x0) — n (x0))- Vx eB.
" " ( 8 " )lnfyeB(xo,Zr—s)C dg¢(x0,y) — €

Indeed, if x = x¢ the inequality is in fact an equality, and for all x € B(xo, 27) it is also true
since u,%’ (x0) > u,(x). Consequently, since bd, (B, (xg,27)) CB C (X, N Q) \ O, and u,
satisfies comparison with cones on this set, we infer that for all x € cl; (B, (xg, 27)) it holds

d{:‘(xo’x)
(6.14) 1y (X) < 1ty (x0) + (27 (x0) — up (x0))- .
" " (4 " )lnfyeB(xo,Zr—s)C de(x0,y) — €

Without loss of generality we can assume that Cy < 3/2 (otherwise, one can increase K in
the definition of ¢, see Remark 3.5). Using Lemma 3.2 this ensures that for all x € B(xg, 7)
we have with probability at least 1 — Cyexp(—C2K d logn) for some constants Cy, Co> > 0
that

3 1
(6.15) dg(X(),x)deT+8§§f+€=2f—38+48—51'.

On the other hand, using Lemma 3.1 we also have

inf d ,y)—&> inf — y| — dist(y, X;) —
y€B(x0,2T—€)¢ e(x0,y) == yeB(xlor’lzr_g)f lxo — ¥l ist(y, Xs) — ¢
(6.16)

> 21 — 3s.

Since T > K& > 8¢ we infer from (6.15) and (6.16) that

dg(x0, x) < inf de(x0,y) — ¢
yeB(xp,21—¢)¢

and this implies B(xg, T) C B, (xg, 27). Consequently, we can maximize both sides in (6.14)
over x € B(xg, 7) N X, to get

SUP. € B(xg, 1)NX,, De (X0, X)
5 (x0) < 1t (x0) + (2" (x0) = 1t (x0)) 20D
infye p(xg.20—e)e de (X0, ¥) — &

SUP e B(xp,T)NX, de(x0, x)
< (x0) + (27 (x0) — up (x0)) —2 =200
lnfyeB(xo,Zt—e)C de(x9,y)

E—
X - .
mfyeB(xo,Zr—e)C dg(x0,y)

In the last step we used the elementary inequality ﬁ <142t for0<t<1/2. Now we
argue that we can replace d; by d. in this expression with high probability: First, we finally
use property (6.12) from above which tells us that the infimum infyc g(xy,2¢ —¢)c de (X0, y) can

be restricted to the annulus B(xg, 27) \ B(xg,2t — ¢). Hence Item 4 in Theorem 6.2 implies



RATIO CONVERGENCE RATES FOR FIRST-PASSAGE PERCOLATION 3905

that d, (xo, y) = d}(xo, y) for all y € B(xo, 27) \ B(xo, 2t — &) with probability at least 1 —
C1exp(—C2 K4 logn) where we possibly increase Cy and C,.

Second, we argue for the supremum. Possibly increasing C and C, with probability at
least 1 — Ciexp(—C2K d logn) it is finite and let us assume it is attained at a point X €
B(xg,2¢) N X,. Then using Lemma 3.2 with the same probability we have

2C4e > dn(xg, X) = sup  dg(x0,x) >ds(x0, %) > (K —1)e
x€B(xg,T)NX,

for every point x € (B(xg, K&) N X,;) \ B(xg, (K — 1)¢). Note that if K is sufficiently large
then such a point exists with the same probability.

This is a contradiction if K > 2C; + 1 and so Item 4 in Theorem 6.2 again lets us replace
de (x0, x) by d(xo, x) for all x € B(xo, t) N X,,. Hence, we obtain

/
SupxeB(xo,t)ﬂX,, ds ()C(), x)

il'lfyeB(xo,Zr—e)C dé (x0,¥)

Ul (x0) <y (x0) + (27 (x0) — un (x0))

(1+ )
X .
infyeB(xy,2t—e)c d (X0, y)

with probability at least 1 — Cj exp(—C2 K% logn). Introducing the shortcut notation

(6.17a) d:(x0):= sup  dl(xo,%),
x€B(xg,T)NX,

(6.17b) dy, (x0) == inf d;(xo,),
yeB(xp,2T1—¢)¢
d 1

(6.17¢) re(ig) = 200 1
dzf(xo) 2

we can rewrite and continue the previous estimate as follows:

1
Ul (x0) < tn (x0) + (427 (x0) — Mn(XO))<rT (x0) + 5) (1 + ‘ )

infyeB(xo,Zt—s)c dé (x0, ¥)

1
< (U2 (x0) — un (x0))re (x0) + 5 (1 (x0) + 2" (x0))

I
infyeB(xo,Zr—s)C dé (x0,¥) '

1
+ (" (x0) — 1n (x0)) (rr (x0) + 5)
Returning to (6.9) we obtain

— 72 AT ul (x0) < 2(u27 (x0) — 1t (x0))re (x0)

1
+2(u2" (x0) — 1t (x0)) (rr (o) + _) .

2) infyep(xy,20—e)c di(x0, y)

< 2Lip,, (un)de (x0, X§) 77 (x0)

1 €
+2Lip, (un)de(x0, X (l” (x0)+—>, ’
nUn 8( O) T 2 lnfyeB(XO,ZT_S)C dé(X(),y)

where we let x; € B(xo,27) N X, be a point which realizes u%f (x0) and define the graph
Lipschitz constant

o ()= max () TG
(6.18) Lip, (un) = max =277
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Since u, solves the graph infinity Laplace equation it holds Lip,(u,) = Lip,(g) by [15],
Proposition 3.8, and using Lemma 3.1 we get

Lip,(g) = max M < max M

<Li .
xyeXy de(x,y) T xyeXa |x—y| T p(g)

We have the estimates d; (xo, x;) < 2Cyt with high probability and infyep(x,, 27 —¢)c d;. (X0,
y) > 2t — 2¢ which imply

—7? AL uf (x0) < 2Cq Lip(g)T rr(xo)

+4C2 Lip(g)t- (
d infy e g(xg, 20 —e)c dj (X0, y)

e (xo) + %)
< Lip() (7 72 0) + )

S Lip(g) (7 rr(x0) +¢).

In the second inequality we used trivial estimates on 7, &, and r;(xg) to absorb the second
term into the first one, and we absorbed dimensional constants into the < symbol. In the third

inequality we used that T > 8¢ to simplify _*% = 81_% < %8 < ¢. Dividing by 72 we obtain
. re(xo) | €
- AL (o0) £ Lino) (T2 4+ 5 ).

By [16], Lemma C.3, and a union bound there exist constants C3, C4, C5 > 0 such that for all
A > 0 with probability at least 1 — C3 exp(—C4A + log(t/¢) + Cslogn) it holds

logn)%logn

re(xo) < (logn + x)( N

Plugging this in we obtain

1
. logn\a 1 P
_A;ou;oco)ngp(g)((lognﬂ)( : ) _3+?>,
T &

We conclude the proof, noting that the last probability can be simplified using (6.7):
log(t/e) + Cslogn <logt —loge 4+ Cs5logn
< —logK — (1/d)loglogn + (1/d)logn + Cslogn < Cslogn

by changing the value of C5 > 0 and choosing K > 1 and n > 3. Hence the last probability
can be simplified to 1 — C3 exp(—C4X 4 Cslogn) and the final result is establish with another
union bound. [

The proof of Theorem 2.3 is now identical to the one presented in our previous paper with
the essential ingredient being Theorem 6.4.

PROOF SKETCH OF THEOREM 2.3. The proof works as in [15], Section 5.3.3, replacing
¢ there with Cet. For completeness we sketch the proof below.
From Theorem 6.4 we obtain

1
logn\# 1
_ALuT < CLip(o)( (logn + ) 222)° +5)=c,, inQe,
oo¥n n 36 72 ,
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for some constant C > 0. The proof strategy is to perturb u to a strict supersolution associated
to the operator —AZ . For this we use [15], Lemma 4.8, Lemma 4.9, as in the proof of [15],
Proposition 5.16, which allows us to choose w : 22¢67 — R such that

—ALw>Cpy in Q26T Jw = @) ]| oo (26 Sy Crur-

Since we now have —Al u} < C, < —Al w we can invoke the comparison principle for
the operator —AZ, see [7], Corollary 3.3, to obtain that

sup (uy, — w)) S sup (u;, —w)+JChr = sup (uy, —w)+ JCn.z

Q(2C6—1)r Q(ZC(,—I)T Q(ZCé—l)I\QZCf,r

AN

sup (ufz - (”)r) +2 Cn,r,

Q(2C6—1)t\QZC6T

where we also used the triangle inequality twice. Analogously, we obtain

sup (ur - (un)r) 5 sup (Mr - (un)r) +2) Cur.
Q(ZCé*l)‘r Q(2C671)‘E\QZC6T
The next steps consists in getting rid of the extension operators at the scale of t, for which we
employ (approximate) Lipschitzness of u (and u,). Utilizing [15], Lemma 5.9, Lemma 5.10,
Lemma 5.11, this can be done at the cost of an additive error of order 7, for which we obtain

sup lu—up| St+JChir.
Xan(2C6—l)'[

Finally, we extend this result to X, N Q using again Lipschitzness of u and the data g. Namely
takex e X, NQand x € X,, N (2 Q@C—Dty guch that |x — ¥| < t which yields

u(x) = up ()| < |ux) —u@)| + &) — wn (X)| + [1n (F) — up(x)|
SLip(e)t+ 1+ JChrrs

where we used that u, satisfies an approximate Lipschitz estimate of the form

|n (x) — un(y)| < Lip, (un)de (x, y) S Lip,(g)(Ix — y| + &) SLip(g)t.

Hence, we have showed

sup |u — uy| 5 Lip(g)t + \3/ Cn,t

XN

which concludes the proof sketch. [
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SUPPLEMENTARY MATERIAL

Appendix (DOIL: 10.1214/24-AAP2052SUPPA; .pdf). The appendix collects important
statements regarding (approximately) sub- and superadditive functions, an abstract concentra-
tion inequality for martingale difference sequences, some auxiliary estimates, and numerical
illustrations.

Code for numerical examples (DOI: 10.1214/24-AAP2052SUPPB; .zip). The code for
the numerical examples is provided in the supplementary material in the file
PercolationConvergenceRates.zip. It can also be found at https://github.com/
TimRoith/PercolationConvergenceRates.
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