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Measurement of the free neutron lifetime in a magneto-gravitational trap with in situ detection
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Here we publish three years of data from the UCNt experiment performed at the Los Alamos Ultracold Neu-
tron Facility at the Los Alamos Neutron Science Center. These data are in addition to our previously published
data. Our goals in this paper are to better understand and quantify systematic uncertainties and to improve
the lifetime statistical precision. We previously reported a value from our 2017-2018 data for the neutron
lifetime of 877.75 £ 0.28 (statistical) +0.22—0.16 (systematic) s. We have collected an additional three years
of data reported here for the first time. When all the data from UCNt are averaged for 2017, 2018, 2020, 2021,
and 2022, we report an updated value for the lifetime of 877.83 4 0.22 (statistical)+0.20-0.17 (systematic) s.
We utilized improved monitor detectors, reduced our correction due to UCN upscattering on residual gas, and
employed four different UCN detector geometries both to reduce the correction required for rate dependence and
to explore potential contributions due to phase space evolution.
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I. INTRODUCTION

The decay of the free neutron n — p 4+ e~ + ¥, is one of
the simplest examples of nuclear 8-decay, and measurements
of decay observables have implications for the standard
model of particle physics and cosmology. The mean neutron
lifetime, t,, is needed as an input to predict primordial light
element abundances [1]. The combination of the lifetime and
neutron decay correlation parameters tests the V-A structure
of the weak interaction without complications from nuclear
structure corrections [2]. Recent and forthcoming neutron
B-decay experiments can be used to extract the magnitude
of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element
Vug with a precision approaching that from studies of
super-allowed 0" — 0" nuclear B-decays. Further, these
tests can probe for the existence of beyond-standard-model
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interactions that could evade detection in high-energy collider
experiments [3,4].

The history of 7, measurements, as well as the evaluations
by the Particle Data Group (PDG) [5], are plotted in Fig. 1.
The present work reports additional results of an experiment
[6] to measure 7, with smaller systematic corrections than
previous efforts and using a blinded analysis to avoid con-
firmation bias. The new data reported here were acquired in
2020, 2021, and 2022 at the Los Alamos Ultracold Neutron
Facility [7,8] at the Los Alamos Neutron Science Center

(LANSCE).
In the standard model, the following relationship
holds [13]:
L_m 2 2
! = 2—;3GF|Vud| (1+3g3)(1 +RO)f, (D

where G is the Fermi coupling constant, g4 is the neutron
weak axial-current coupling, f is a decay phase-space fac-
tor, and RC represents the electroweak radiative corrections.
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FIG. 1. The history of neutron lifetime measurements and the
evaluated neutron lifetime [5,9-12]. The open points have been
withdrawn or superseded. The x symbol is from a space-based
measurement [12]. The inset shows the most recent results on an
expanded scale. Recent measurements using new techniques have
large uncertainties and are not included in the inset.

The “inner” radiative correction contains model-dependent
hadronic structure and short-distance QCD physics and is the
dominant source of theoretical uncertainty in Eq. (1) [13,14].
Steady refinement of the theoretical analysis of the stan-
dard model expectations [14—20] for charged current decays
of kaons, neutrons, and nuclei has produced strong evidence
for discrepancies between the decay observables and standard
model expectations collectively referred to as the Cabibbo
angle anomaly (CAA) [21,22]. Violation of the expected uni-
tarity of the top row of the CKM matrix appear at roughly
the 30 level or more in these data. Analysis of the CAA
in a model-independent framework using effective field the-
ory [23] now incorporates low energy observables such as
the neutron lifetime, electroweak precision observables from
the Large Electron-Positron collider (LEP), and the recent
measurement of the W mass [24], in addition to constraints
from the Large Hadron Collider. With this approach, Ref. [23]
identifies potential new physics originating from right-handed
currents [23] or vector-like quarks [25]. Several other sce-
narios have been studied. Ref. [26], for example, presents
analysis of the CAA incorporating data from the decay of
bottom-quarks and the muon anomalous magnetic moment
that points to new physics from leptoquarks [27].
Discriminating between these model scenarios requires
significant improvement in the current experimental observ-
ables. Neutron S-decay data can play a crucial role in these
analyses by reducing uncertainties in the input value for the
Vg parameter due to nuclear structure uncertainties associated
with superallowed nuclear beta decays [18,20,28,29]. This
theoretical work increases the motivation for improving the
accuracy in both neutron lifetime and beta decay correlations.
Measurements of 7, are generally performed using either
the so-called “beam” or “bottle” technique. The beam tech-
nique consists of passing a slow neutron beam through a
decay volume of known length and cross-sectional area, and
counting neutron decay products (e, p, or both) within that
volume. With an absolute measurement of the neutron flux
and absolute determination of the detector efficiencies, the
partial neutron decay rate for neutrons that produce the de-
tected decay product in the final state can be determined. By

far the most precise of these beam experiments uses a quasi-
Penning trap and silicon surface-barrier detector to count
protons from a cold neutron beam at the National Institute
of Standards and Technology, NIST [30]. The most recent
evaluation gives 7, = 887.7 & 1.2[stat] &= 1.9[syst] s [10].

The “bottle” technique consists of introducing ultracold
neutrons (UCN) with kinetic energy £ < 100 neV into a ma-
terial or magnetic bottle, storing the UCN for varying times,
and counting the surviving neutrons to determine the stor-
age lifetime. The most precise measurements using material
bottles differ from the NIST experiment by as much as 4.40
[31-35]. A measurement using a cylindrical magnetic bottle
at the Institut Laue-Langevin (ILL) [36] and measurements
with the UCNt apparatus, an asymmetric bowl-shaped mag-
netic trap at Los Alamos National Laboratory (LANL), give
consistent results that also disagree with the NIST experiment
by more than 4o

This “neutron lifetime puzzle” [37] indicates either the
existence of new physics leading to a decay channel without
protons in the final state, or the presence of inadequately
assessed or unidentified systematic effects in at least one of
the experimental techniques. The former could be induced by
the decay of neutrons to dark-matter particles [38], but such
decay channels are constrained by the properties of neutron
stars [39—41] and by direct searches looking for specific de-
cay signatures [42—44]. The latter indicates a need for new
or improved experimental techniques to complement existing
approaches and mitigate potential systematic effects.

In the present work, we provide new data of the mea-
surements of 7, first reported in Ref. [45] using the UCNt
apparatus. The apparatus eliminates losses associated with
material UCN bottles and utilizes novel detector technology
to develop data-driven assessments of potential systematic
effects [46,47]. The analysis reported here is aimed at de-
veloping new methods to characterize and reduce systematic
effects well below 0.2 s, needed for the upcoming experiment,
UCNT<t+, that will use a new elevator loading technique to
increase the number of loaded UCN by a factor of 5-10.

II. EXPERIMENTAL CONFIGURATIONS

The configuration used for this experiment, shown in
Fig. 2, was similar to that in Ref. [6]. We used several
monitors to measure and study the UCN fluence; all of the
monitor detectors were '°B-coated ZnS:Ag UCN detectors
[48]. As in previous years, a UCN conditioning volume
(round house or RH) was used to minimize the impact of fast
variations in UCN production on UCN loading, especially
near the end of the loading period. A significant improvement
in normalization was achieved by emptying and counting the
UCN remaining in that volume at the end of the fill using
the RH dump detector. Our previous work used a detector
mounted on a vertical standpipe off a 90° “tee” in the horizon-
tal UCN guide that allowed the detector to be mounted above
the top of the trap, thereby sampling the relatively abundant
UCN above the 45 neV trap depth but requiring a correction
for fill-to-fill variations in the UCN energy spectrum based on
other detectors at different elevations. The RH dump detector
counts the spectrum in a less biased way: a horizontal absorber
(“active cleaner”) in the RH above the height of the top of
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FIG. 2. Experimental layout showing the location of the major
components of this experiment. The UCN source is off the picture to
the left. The RH dump detector is the primary normalization counter
for these results. The dam was used for selected runs and testing.

the trap removes most of the untrappable part of the UCN
spectrum, leaving a more relevant range of energies to be
counted by the dump detector. Other monitors included one
upstream of the RH (gate valve monitor) and one mounted
above the trappable UCN height in the RH (active cleaner).
We also developed and used several versions of the primary
UCN detector (UCN dagger detector) that were lowered into
the active volume of the trap to measure surviving neutrons
[47].

In the experiment, each run is characterized by a storage
time Tyore. Neutrons are produced by 800 MeV protons de-
livered to a tungsten spallation target in ~ 0.5 s pulse strings
every 5 s during the loading time of 300 s. During this time,
a trap door at the bottom of the trap is lowered, and UCN
are loaded into the trap. A cleaner to absorb high energy
UCN is lowered into the top of the trap to a height of 38 cm
from the bottom during the loading time and remains in the
trap for an additional cleaning time (typically 50 s) after the
trap door is closed. The dagger detector is partially lowered
into the top of the trap to help with cleaning; the bottom
edge is positioned at the same height as the cleaner at the
start of filling and raised above the trap during the storage
time, which begins when the cleaner and dagger are raised
out of the trap. After the storage time, the dagger detector
is typically first lowered to the cleaning position (to search
for uncleaned or heated neutrons) and finally lowered to 1cm
from the bottom of the trap where it counts stored neutrons
for 300 s. These parameters are variable and were changed to
perform systematic studies.

We made changes to the dagger throughout the experimen-
tal campaigns. These changes were aimed at both increasing
the efficiency of the detector and reducing peak count rates.
The dagger consists of '°B-coated-ZnS scintillator laminated
to an acrylic plate. Wavelength shifting fibers conduct the
scintillation light induced by charged particles from the reac-
tion '°B(n, ) "Li into pairs of photomultiplier tubes (PMTs).
Photographs of the daggers used are shown in Figs. 3 and 4.

The small negative Fermi potential of '°B, combined with
its high neutron absorption cross section ensures high ef-
ficiency for UCN counting. Different thicknesses of '°B,

FIG. 3. The photograph on the left shows the dagger called
slow and fast (for the slow dagger one side was covered with an
aluminum sheet) with wavelength-shifting fibers alternately routed
to two PMTs. The dagger on the right is the eight-PMT segmented
version.

varying from 2 to 120 nm, have been tested and found to
give statistically consistent lifetimes but very different count-
ing times. Improved coating techniques produced transparent
120 nm '°B coatings used in the 2020-2022 daggers shown.
In 2020 two detectors were used. The first suffered from a
1.0 Hz background (due to «’s from surface contamination
of 2’ Am) that was reduced to 0.2 Hz with new '°B /ZnS
sheets on a new dagger. All of the 2020 data and the initial
2021 data were taken with the dagger referred to as Fast,

Phototube
housing

“Wave length
g shifting fibers

Aluminum

-

FIG. 4. Photograph of the segmented (high counting rate) dagger
described in the text. An aluminum plate that covered the exposed
wavelength shifting fibers during data acquisition has been removed
for clarity. The eight PMTs are labeled by the top row of black
numbers. The strips are labeled by the bottom row of black numbers,
each of which corresponds to the PMT pair used for coincidence
readout of that strip.
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FIG. 5. Unloading curve for each of the daggers described in the
text. The data are an average of all the 20 s holding time counting
curves for each dagger. The solid curves are single exponential plus
constant background fits to the data. A single exponential was used
to characterize the main decay component. The unloading times and
uncertainties are given in the legend.

denoting the relatively short characteristic time to empty the
trap compared to the other daggers. A low-rate (“Slow”)
version of the new dagger was tested in 2021 by covering
half (one complete side) of the detector with UCN-reflective
aluminum. In 2020 and 2021 the light was distributed to two
PMTs each covering the full dagger. In 2022 the dagger was
divided into four vertical sections and utilized eight PMTs,
with a pair of PMTs collecting light from each vertical section.
This change reduced the maximum count rate in any section
of this “Segmented” dagger by about a factor of 4 compared
to the Fast dagger. The counting rate was further reduced by
replacing part of the active area with aluminum strips (Fig. 4).

Unloading time distributions characterize the detected
UCN as a function of time. Histograms depicting the counted
UCN as a function of time after dagger motion started for
each of these daggers are shown in Fig. 5. For comparison, we
include the lifetimes for the daggers used in 2021 and 2022.
The resulting lifetimes for fast (2021), segmented (2022), and
slow (2021) daggers are, respectively, 879.81 (1.18) s, 876.93
(0.56) s, and 877.94 (0.69) s, where quoted uncertainties are
statistical only.

We studied potential systematic effects such as back-
ground, UCN loading, uncleaned neutrons, and UCN heating.
Monte Carlo-generated pseudo data were used to test different
coincidence algorithms and rate-dependent corrections to the
UCN counts measured (see analysis section). We also tested
inserting variable height barriers (dams) into the Roundhouse
(see Fig. 2) for the purpose of increasing the fidelity of the
Roundhouse in representing the UCN spectrum ultimately
stored in the UCN trap.

III. ANALYSIS

The approach to analyzing these data sets is similar to our
previous analysis [6]. Our data are blinded with a blinding
factor in the range of 0.99986-1.00171 that hides the actual
holding time from analyzers, as described in Ref. [6]. The
range of +1.5 s was chosen to be several times the uncertainty
of our previous measurement. We unblinded our data after
achieving agreement between at least three analyzers for each
of the three data sets.

Data were taken in octets of runs in a sequence of different
holding times chosen to minimize impacts of drifts in normal-
ization (20,1550,1550,50,100,1550,1550,200 s). The number
of short and long (1550 s) holding runs was chosen to optimize
precision in determining the lifetime. In practice, the number
of runs with 1550 s holding time was roughly equal to the total
number of the shorter holding time runs.

The elements of the analysis are run selection, event defini-
tion, correction for rate dependent effects, calculating a yield
normalized to the number of trappable neutrons loaded into
the trap, determining a lifetime from the long- and short-
hold yields, and finally applying systematic corrections to the
lifetime.

IV. EVENT DEFINITION

The data stream consists of ordered lists of time stamps
and channel numbers for the monitors and dagger photomulti-
plier tubes. The monitor detector signals were integrated with
timing-filter amplifiers and discriminated, such that a detector
hit can be interpreted as a single UCN-absorption event. In the
case of the dagger detector, the times of single photoelectrons
from each PMT are recorded. The data stream also includes
a map of the state of a set of tag bits that mark the state of
experimental controls with each time stamp. A UCN event
in the dagger detector is defined by time-clustered photon
coincidences between pairs of dagger PMTs. We have used
different approaches to event definition and tested the impact
by analysis of pseudo data to inform our choice.

The search for an event starts with observation of two
photons (from different PMTs of a pair) within 100 ns. The
photon number is incremented with each additional photon
from either PMT of the pair until the time between subsequent
photons is greater than 1000 ns. A 20 ns fixed deadtime is built
into the event detection to avoid retriggering. The standard
for determining a UCN event requires a minimum number
of photons during the clustering period. The features above
(number of photons, coincidence windows, fixed deadtime)
can be varied. The live time during the complete measurement
cycle (fill, clean, and unload) is tracked in a time-binned
histogram by accumulating the dead time from each UCN
event clustering period. We tested various UCN event thresh-
old photon numbers and converged on using ten photons, as
it improved signal-to-noise for long holding times with only
slight degradation in statistical uncertainty.

Corrections to the UCN histograms are made for the rate-
dependent effects of deadtime and photon pileup. At the finish
of analyzing a run, the number of coincidence events in each
time bin is divided by the livetime for that bin, and the result-
ing histogram is output as our “unloads” versus time. The data
are also corrected for extra photons that are the result of previ-
ous events that depend on the UCN rate, the pileup correction.
The pileup correction is performed using two methods. The
first tracks the instantaneous photon rate, excluding photons
within UCN events, and adjusts the photon threshold used to
define UCN events to account for the estimated probability
of accidental photons within an event. The second uses a
model of the photon tail to statistically correct for pileup
photons.
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FIG. 6. Example of 20 s holding time deadtime and pileup cor-
rection for the average short holding runs as shown in Fig. 5.

A comparison of dead time and pile up corrections for the
UCN counting portion of an average of 20 s holding time
runs for the different dagger configurations is shown in Fig. 6.
These corrections scale with counting rate.

V. RUN SELECTION

“Good” runs were chosen from a large set of production
runs. The proton beam used to generate the UCN was occa-
sionally interrupted during trap filling. Runs are eliminated
when this led to significant changes in monitor counter ratios
or a very small number of loaded UCN. Off-normal conditions
in the experiment noted in the logbook also resulted in elim-
ination of runs. Runs that exhibit yields far from others with
the same storage time are examined for potential problems and
eliminated if warranted. Each analyzer developed and shared
their selection criteria. In the end about 90% of the production
runs pass the run selection criteria. This number varies for the
different analyzers because of different selection criteria. The
lifetimes extracted by the different analyzers agreed to within
the uncorrelated errors between their data sets.

Runs were divided into major groups for separate lifetime
analysis for reasons such as a major change in experimental
configuration or a change in blinding factors. Within each of
these global lifetime fits the data were divided into smaller
groups referred to as epochs. The epochs were used in averag-
ing described later.

VI. CALCULATION OF YIELDS AND LIFETIME FITTING

The analysis uses a histogram of UCN detected (as defined
in the Event Definition section) in the dagger detector as a
function of time. The sequence of dagger movement before
reaching the counting position has been described above in
the section on experimental configuration. The histogram has
a well-defined peak at the time the dagger is lowered to empty
the trap. UCN are integrated over the peak region (usually
60 s) and a background region of the same length starting 50
s after the end of the peak region. For a ten-photon coinci-
dence event, the integrated peak/background ratio is typically
greater than 150 for a 1550 s holding time run. Unloading time
distributions for different holding times are shown in Fig. 7.

Background is subtracted from the peak, and yields are cal-
culated relative to a monitor (the RH dump detector described
earlier) that measures a quantity proportional to the number
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FIG. 7. Average holding time distributions from the 2022 run-
ning period. During about half of the long holding time runs, the
proton beam was turned on to supply UCN to other experiments. This
is reflected in the larger backgrounds labeled in the figure as “Beam
on.” The counting times (Pk1, Pk2, Back[ground]) are illustrated for
the 1550 s sum. In all cases, the holding time starts after cleaning and
extends to the beginning of peak 1 (Pkl) counting with the dagger
lowered to the cleaning position. The counting times are the same
for all holding times.

of UCN loaded into the trap. Yields, Yy ;, and uncertainties,
AY, ;, for a given run, i, are calculated as follows:

Cpea.k,i - Cback,i

Yo = ,
51 Mi
AY(),[ _ L Cpeak,i _2Cback,i (Cpeak,i - Cb;ck,i)2 ’ (2)
M; DQEpeak M; x DQENorm

where Cpeqx i 18 the sum of UCN counts in a counting gate
beginning at the time the dagger is lowered into its count-
ing position (Pk2), Cpack.; is the background obtained in the
background gate, and M; is the integrated number of counts
measured in the RH Dump Detector at the end of the filling
period. The factors DQE, and DQE,, are adjusted in the
final lifetime fit to give a reduced 2 of unity in the lifetime fit
(discussed more below). In this work, we have assumed that
fluctuations in the loading result in yield fluctuations that are
not reflected in the counting uncertainty of M;, which is small.
(For a single run M; is several times 10°.) DQE,,, has been
used to account for uncertainty of the initially loaded UCN
and has been adjusted using the short holding time runs. The
factor DQE,.; is adjusted in the final lifetime fits to achieve
reduced x? of unity. In our previous work, only DQE,,,
was used to scale the yield uncertainty. The differences in
the lifetime results with the additional parameter DQE, are
small.

The normalization is based on a different UCN velocity
spectrum than is stored in the trap after cleaning. We apply a
single correction for this effect over sets of runs (epochs) for
which the spectrum is nearly constant using a ratio (Rpyon,;)
of the RH Dump monitor to a second monitor sensitive to a
different UCN energy range than the narrow range stored in
the trap. The second monitor used for this correction was the
dagger detector during filling (when it was positioned above
the trap at the cleaning height). Data with the roundhouse
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cleaner removed and with a dam in roundhouse to cut off the
low energy part of the spectrum have been used to provide a
check of this correction, which has the form:

Ysc,i = YO,i(l + SE(Rmon,i - (Rmon,i>))
AYsc,i = AYOl(1 + SE(Rmon,i - <Rm0n,i>))’ (3)

where Yy ; is corrected by a small number (Sg) in general
different for each epoch E, for each run relative to the average
of Rmon,; Over an epoch. The Sg corrections are chosen to
minimize the x? [see Eq. (7)] between yco; [Eq. (6)] and
the calculated yield yc,; [Eq. (4)] for the short (< 1550 s)
holding time runs in an epoch. The addition of the round
house dump detector used to normalize the current data has
significantly reduced the sensitivity of the normalization to
spectral changes from our previous work. In the 2022 data
this correction leads to a reduction in the x? of 158 for 758
short holding time runs and a shift in the lifetime of —31 ms.
Although it does not result in a significant lifetime shift it does
improve the fit. The yield predicted for a given run, i, for a
given storage time, Toq,;, and lifetime, 7y ; 1S yeal,;:

Thold,i +ATps,i

)

Veali = € T Ao~ 87
:

“

We apply correction factors to the lifetime to account for
phase space evolution, AT ;, of the UCN population in the
trap, the residual gas pressure in the trap, ATpregsure,i (Which
can cause UCN upscattering), and the statistical bias, Aty ;,
that arises from combining many measurements that follow
Poisson statistics. These factors are discussed in the next
section.

Degradation of the surface of the solid deuterium (SD,) of
the UCN source results in both reduced output and hardening
of the UCN spectrum [49]. We carried out warming and re-
freezing cycles of the SD, multiple times during each running
period to keep the source production as high as possible.
These time-dependent normalization changes were accounted
for with a second averaging using y.a1 ; to smooth out interme-
diate, smooth variations (as opposed to step changes) in the
monitors. We first select a continuous block (within an epoch)
of n runs around run i. Then we take an average of the ratio
(¥sci /yea.:) for the subset of short holding time (< 1550 s) runs
within that block of n runs. Typically, n is 15, and half the runs
in that block of 15 will be short holding time runs. This leads
to a correction factor, CF;,

Y.
CF; = < S”> : (5)
Yeal,k [

where k labels the run within the subset, and corrected yields,

Yeor,i»

o Ysc,i
Yeor,i _CF,'
N
Aycor,i = CI;C l . (6)
i

This procedure removes any remaining long-term drifts
without the need for complete octets. Excluding the long
holding time runs from the calculation of CF reduces any
possible correlation between the correction factor and the

1.2
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—Running Average Correction

Corrected Yield/Calcuated Yield
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FIG. 8. Normalized and corrected yields from the 2022 data.
(Bottom) Blue points: Ysc ;/ycali»> referred to left axis; Black line: cor-
rection factor [Eq. (5)]. (Upper) Red points corrected yields [Eq. (6)],
referred to right axis. There were six epochs in total; only epochs 3,
4, and 6 are labeled for simplicity.

fitted lifetime. This procedure leads to a larger useful data set
because accelerator failures in the early filling stage, leading
to excluded bad runs, were nonnegligible. The uncertainty,
Aycor.i» has been propagated from the result of Eq. (2).

This procedure is illustrated in Fig. 8 using the data from
2022. The discontinuities between different epochs are visible
in the lower plot by vertical changes in the running average. In
this plot, based on the work of one analyzer, the large change
in epoch 4 is due to removal of the cleaner in the Round-
house. The other changes between epochs are associated with
changes in experimental configuration or electronics. Slow
drifts can also be observed. The resulting corrected yields
divided by the calculated yields can be seen to be flat across
the year’s running.

We have characterized the variation within each epoch
by calculating the variation in the individual run correction
factors. This is shown in Table I for the 2022 dataset, which
exhibits variation within an epoch of up to 3%. The standard
deviation is larger in Epoch 3 because of the discrete change
at the end of the epoch that was due to an adjustment to

TABLE I. The variation in individual correction factors across
the various epochs used in data averaging shown in Fig. 8. The
statistics shown are the average value over the epoch, the ratio of
standard deviation to the average, and the ratio of the difference
between the maximum and minimum correction to the average.

Epoch Average StDev/Average (MAX-MIN)/Average
1 0.029 0.000 0.000
2 0.025 0.009 0.040
3 0.029 0.029 0.106
4 0.014 0.018 0.066
5 0.015 0.022 0.075
6 0.027 0.007 0.040
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the electronics of the RH dump detector as well as larger
run-to-run variations in that region.

The lifetime is fitted to the ensemble y., ; in the data set.
The y.or,; are assumed to be normally distributed, and the value
of the lifetime is calculated by minimizing X2 [Eq. (7)] of the
set. The factor, DQE,c.k [see Eq. (2)], is applied to account for
unknown efficiency effects and quality of the fit. The goal is
to achieve a reduced 2 of 1 and then calculate the statistical
uncertainty in 74 by changing T to increase the overall x?
by 1.

2
2 Yeorr,i — Yeal,i
X Zi ( AYcorr,i ) ) @
After unblinding, we discovered an issue that arose from
an early fit to a number (about 1%) of runs in the 2020 data
set that resulted in a bias that caused the analyzers to exclude
runs as statistical outliers because of their large contribution
to the x? of the global fit. After unblinding, these runs were
found to have a x2 contribution below our cutoff threshold of
10. Since there was no reason to exclude these runs, they were
added back into the unblinded data set resulting in a 1.0 s shift
to the fitted lifetime for a portion the 2020 data set (659 runs),
which compares to the 1.0 s statistical uncertainty associated
with this subset of data. One analyzer added runs back based
on an error in early prescreening based on monitor ratios. The
effect on all analyzer’s final lifetime for years 2020-2022 was
a reduction of approximately 0.14 s.

VII. MEASURED SYSTEMATIC CORRECTIONS
TO THE LIFETIME

Systematic corrections are determined from the data for
phase space evolution, residual pressure in the trap, and sta-
tistical bias introduced when combining runs with different
statistical accuracies. These corrections modify the lifetime
calculation. The lifetime is fitted with each correction on and
off to determine the size of each of these corrections.

The phase space evolution, AT, is a correction to the stor-
age time of the long holding time runs due to the evolution of
the UCN phase space distribution in the trap, which changes
the average time it takes a UCN to encounter the lowered
dagger. This is determined by calculating the average (X7)
of the detection times of the unload counts relative to the time
the dagger is lowered over all runs of a given storage time, and
correcting the storage time used in the calculation of yield for
the long holding time based on the average difference between
expected peak position of 1550 s and 20 s runs:

(X1550) — (X20),
ATps,i = .
0, otherwise.

i € Long Holds,

This shift is applied to each of the 1550 s holding time runs
as shown in Eq. (4) and is less than 0.01 s with a negligible
uncertainty.

The pressure correction, ATpressure,i 1S based on published
cross section measurements [50,51]. The correction uses the
measured pressure (P) in the trap for each run:

ATpressure = 3.38 x 105 ——P(torr). )
torr

A residual gas analyzer (RGA) was used to monitor the
residual gas makeup periodically through the run. The RGA
was not run continuously because of the possibility that light
from the RGA could be detected in the dagger. After the
initial pump down, the residual gas makeup was dominated
by water. As the pressure dropped, this gradually shifted to air
being the major contaminant. The correction was applied to
each run based on the trap pressure for that run and assuming
it to be water. An uncertainty of 50% was applied for this
correction to cover uncertainties in the contaminant species
and the pressure measurement.

The final correction is based on the well-known effect in
averages resulting from many data sets that are Poisson dis-
tributed. Smaller numbers have smaller absolute errors and are
weighted more heavily in a weighted average. This lowers the
long holding time yield relative to the short holding time yield
which results in a systematically shorter extracted lifetime.
This is the statistical bias correction, Atsg. The correction is
applied in the calculated lifetime as shown in Eq. (4) above.
The value of Atgp is determined by a model data set consist-
ing of 1536 runs comprising 192 octets (described above). For
each octet, a Poisson-distributed random number of counts
was chosen from a distribution with mean given by

N = Nye e (10)

The octets were analyzed using the same procedure as with
the production runs to obtain a fitted lifetime. This includes
renormalizing each octet using ratios to the predicted lifetime.
The entire simulated data set is then fitted to obtain a bi-
ased lifetime, Tyjyseq- This procedure is repeated 10000 times
and the fitted average lifetime is subtracted from the lifetime
assumed in the Monte Carlo, 7,0 = 877.75 s, to obtain the
statistical bias. The uncertainty in 75 was calculated using the
standard deviation of the result over the 10000 trials.

This procedure is repeated to generate results for a range
of Ny. The difference between the Monte Carlo lifetime and
the fitted biased lifetime is fitted as a function of Nj using a
power law:

(b+52)
Atg, = aN, o (1)

The parameters used for a, b, and ¢ are (2985.3 s,
—1.00102, and 0.855). When the performance of the UCN
source improved, N, increased, decreasing the correction. In
practice, different functional fits to the statistical bias Monte
Carlo result in equivalent statistical bias corrections. The
c term in the power law is needed to produce good agreement
for the smallest values of Ny (< 1000), which are only seen
when vertical sections in the 2022 dagger are analyzed sepa-
rately. For the data presented in this paper, the statistical bias
correction was between 0.4 and 0.5 s.

VIII. UCN HEATING AND COOLING

The depth of the trap is 45 cm, and UCN are cleaned to the
height of 38 cm. Neutrons with energies above 45 neV, which
corresponds to neutrons that can reach a vertical height of
45 cm, can eventually escape the trap if the cleaning is
insufficient. If these neutrons escape the trap during the
long holding period, then the lifetime of neutrons in the
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FIG. 9. Average counting time distribution for 2022 short hold-
ing time runs with no cleaning with a 40 s long Pkl counting
time (red solid line) and with 200 s long Pkl counting time (blue
dashed line). The arrows show the Pk1 integration gates used for this
analysis.

trap will be shorter than the neutron lifetime. UCN that are
vibrationally heated can also escape the trap at later times.
Both of these processes, which are estimated to be small in
Ref. [52], can lead to trap lifetimes that differ from the free
neutron lifetime. Our analysis assumes that the population of
quasibound neutrons that leave the trap scales linearly with
the Pkl signal. Under normal loading and cleaning conditions,
neutrons that are in the Pk1 region are still trapped, and losses
from these neutrons are negligible [52]. We therefore take
our linear scaling as an upper limit for potential losses tied to
detected neutrons in the Pk1 region. These effects can both be
experimentally limited using the first counting period (Pk1)
when the dagger is moved to the cleaning position before
being lowered to the bottom of the trap.

We have taken data without lowering the cleaner
(“uncleaned”) to determine the losses experienced when UCN
are not properly cleaned, as in Ref. [6]. The measured lifetime
for uncleaned runs is significantly shorter due to UCN above
the cleaning height. The observed losses are scaled for the
relative magnitude of the Pkl signal to account for the sig-
nificant difference in populations above the cleaning height
determining the systematic uncertainty for uncleaned UCN.

Unloading time distributions for 20 s holding time runs
without cleaning (i.e., in which the cleaner was never lowered

into the trap prior to the holding period) are shown in Fig. 9.
The peak of high energy UCN remaining in the uncleaned dis-
tributions (Pk1, dagger lowered to the cleaning position) show
a tail that extends under the normal second counting period
(Pk2 with the dagger 1 cm above the bottom of the trap). The
fraction of counted neutrons has been estimated by taking data
with a longer Pkl counting time of 200 s. The ratio of back-
ground subtracted counts in first 200 s of Pkl to those in the
first 40 s (the duration the dagger is held in this position in pro-
duction runs) is 1.76(0.15) and has been used to correct the net
counts in Pk1 in the production data to arrive at the uncertain-
ties for inefficient cleaning and heating given in Table II. The
gap between the cleaning height and the full trap height leads
to a short counting time for unbound UCN in this region.

IX. IMPACTS OF PHASE SPACE EVOLUTION
AND DAGGER NONUNIFORMITY

The UCNr< trap is designed with a built-in asymmetry
to mix the neutron orbits to rapidly populate all the avail-
able phase space in the trap [53]. However, detailed Monte
Carlo studies [52] have shown that the process of filling the
phase space is somewhat slower than originally expected. For
example, neutrons loaded into the trap must have vertical
momentum to move into the trap, clearly leaving some parts of
phase space initially unoccupied. Over time, neutrons evolve
into the unoccupied phase space.

In our previous work, we accounted for phase space evolu-
tion by using the measured mean UCN unload time for long
holding time runs [see Eq. (8)] rather than the programmed
unload time in the lifetime fitting. Although this requires a
small correction to the lifetime, it introduces a negligible
systematic uncertainty. In the 2022 data from this work, the
segmented dagger (Fig. 4) provided additional information
about phase space evolution. We measured independent life-
times for each of the dagger segments and found that the
fitted lifetime across the dagger segments varies by about
10 s (Fig. 10). The lifetime found from the shortest strip (78),
which does not reach as far into the trap as the longer strips,
is the shortest. We interpret this as due to phase space mixing,
which causes the distribution of the neutrons in the trap to
move over time. This phase space evolution, coupled with

TABLE II. Systematics corrections and uncertainties calculated for each year’s data set. Numbers shown are an averages of the different
analyzers’ individual corrections and uncertainties. The “heating” and “uncleaned” corrections are a weighted average of those in this work

and Ref. [6]. All numbers are given in seconds.

2020 2021 Fast 2021 Slow 2022 Average

Effect Corr. Unc. Corr. Unc. Corr. Unc. Corr. Unc. Corr. Unc.
Event definition 0.00 0.20 0.00 0.16 0.00 0.17 0.00 0.14 0.00 +0.16
Dagger uniformity 0.00 0.02 0.00 0.02 0.00 0.02 —0.22 0.02 0.06 +0.02
Residual gas 0.06 0.03 0.07 0.04 0.04 0.02 0.05 0.03 0.05 +0.03
Statistical bias 0.51 0.01 0.50 0.01 0.55 0.01 0.31 0.01 0.47 +0.01
Depolarization 0.00 0.07 0.00 0.07 0.00 0.07 0.00 0.07 0.00 +0.07
Uncleaned 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 +0.01
Heating 0.00 0.07 0.00 0.07 0.00 0.07 0.00 0.07 0.00 +0.07
Aty —0.02 0.02 —0.01 0.01 —0.02 0.01 —0.04 0.01 —0.02 +0.01
Uncorrelated sum 0.58 +0.20—-0.17
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FIG. 10. 2022 lifetime fits comparing the results from the four
different strips with the analysis of the scaled sum and weighted
average. The four strips (12, 34, 56, 78) are shown from left to right
in Fig. 3.

variation in the efficiency of the dagger sections, could cause
a systematic error in the lifetime determined by summing over
the entire dagger. The gains of the sections of the segmented
dagger, when measured using the distribution of the number of
photoelectrons from each section, varied by 20%. Effectively
balancing the gains by scaling the photon thresholds for each
segment reduced the fitted lifetime by 0.22 s (Scaled sum in
Fig. 10). The lifetime reported here uses balanced gains for
the 2022 data set. This interpretation is supported by ongoing
Monte Carlo modelling [52].

There is only a small shift in the ratio of the long to short
holding time unloaded counts as a function of time as the
dagger is moved into the trap, Fig. 11. Similar plots for the
individual dagger strips show similar ratios vs. time. This
indicates that there is very little vertical phase space evolution.
A change in the vertical distribution between long and short
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FIG. 11. Normalized short (red open) and long (blue closed)
unloading curves plotted on the left axis and the ratio, plotted on
the right axis. The elapsed time of the long-hold points have been
shifted by the difference in long and short holding times (1550-20 s)
to overlap with the short-hold points.
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FIG. 12. A plot of the lifetime as a function of changes in the
weighting of the effective gains of the two outer segments. The lines
show the slopes of the two curves used to estimate the horizontal
phase space evolution uncertainty.

holding time would be reflected in a shift in the centroid
of the time distributions, which is measured to be less than
0.04 s. These shifts have been included in the lifetime fits as a
shift in the holding time.

If all the neutrons are counted, then phase space evolution
would not affect the measured lifetime. However, if different
parts of the dagger have different efficiencies that bias the
counting as a function of position, then they will bias the
lifetime determination. To estimate the size of this systematic
uncertainty, the light output from the daggers was mapped
using a laser to excite the wavelength shifting fibers. The maps
show that the relative dagger efficiency has top to bottom
efficiency changes of less than 3%. We changed the weighting
of the different dagger segments (Fig. 12) and refitted the
lifetime to estimate the uncertainty introduced by nonunifor-
mities in the horizontal dagger efficiency.

We find that these gain variations introduce a systematic
uncertainty of 0.02 s (listed in Table II).

X. RESULTS AND CONCLUSION

Four different analysis teams prepared results for this pub-
lication. Each team worked on data from various years, and we
ensured there would be at least three independent analyses that
agree within the uncorrelated error for each year. The lifetime
results for each year are the average of all the independent
results (ta, T, Tc, and tp) for that year, with a statistical
uncertainty chosen as the average of the uncertainties esti-
mated by individual analyzers (dts, dtg, dtc, and dtp). The
combined lifetime in Table III is the error-weighted average
of each year’s results with uncertainty given by weighted
standard mean.

Each team studied various systematic corrections men-
tioned in the Analysis section earlier, and the size of each
correction is reported in Table II along with the average of
the systematic uncertainties estimated by each team for each
year. The statistical-bias correction (~ 0.5s) is the largest
systematic correction. Table II also reports the average of
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TABLE III. Unblinded neutron lifetime results by different analysis teams (A, B, C, and D) for each year and the combined result. The

previous published results from Ref. [6] are included in the global average.

Analysis A B C D Average

2017 Ref. [6] 877.68 £ 0.30 877.78 £ 0.34 877.74 £0.33 877.73 £0.32
2018 Ref. [6] 878.06 + 0.49 877.80 £ 0.46 877.55+0.55 877.80 £ 0.50
2020 879.47 £ 0.86 879.38 £0.92 879.32 £ 0.90 879.39 £0.89
2021 878.41 £ 0.60 878.40 £ 0.59 878.41 £ 0.55 878.41 £ 0.58
2022 876.81 £0.56 876.78 £0.58 877.06 + 0.53 877.08 £ 0.63 876.93 £0.57
Current 877.96 +0.37
Global 877.83 £0.22

systematic uncertainties stemming from each team’s event
definition parameters, and it is the largest contributor to the
systemic uncertainty in the reported lifetime, followed by the
systematic uncertainty from the residual uncleaned or heated
UCNSs in the trap. Varying the event definition parameters
(event length, counting length, and threshold) yields a dis-
tribution of lifetimes; the uncertainty reported is 1o of that
distribution.

XI. DISCUSSION

The results of this analysis have been included in a global
analysis that includes data from the previous two UCNT mea-
surements [6]. The result, plotted in Fig. 13, shows good
agreement with each year’s analysis. The p value compar-
ing the combined result with the individual year results
is 14%. Our combined result for the free neutron lifetime
measured with UCNt trapdoor loading is 877.83 £ 0.22
(statistical)4-0.20-0.17 (systematic) s. The systematic uncer-
tainty is taken from the quadratic sum of the average values
reported in Table II. We have taken the systematic uncertain-
ties from the current analysis to apply to the previous data.

881

L (bars show statistical uncertainties only)
880
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FIG. 13. The global analysis (horizontal lines) compared to the
individual year’s results for all the included data. The point labeled
“Current” is the weighted average of the 2020-2022 datasets dis-
cussed in the present paper. The “Global” result additionally includes
the previously published [6] 2017-2018 datasets. The open symbols
for the 2016 and 2019 datasets are from Refs. [45,54], respectively,
and are not included in the global result.

The plot in Fig. 13 includes a result from a measurement
in which the neutrons were counted by emptying them by
opening the trap door and counting them in a detector under
the trap, the so called fill and dump method [54]. The two
methods of counting the neutrons give consistent results. The
earlier result in Ref. [45] is also plotted though not included
in the global analysis, as the identified leading systematic
uncertainties are different between that and the present result.

XII. PLANNED UPGRADES TO THE UCNt
APPARATUS: UCNt+

This paper presents the final neutron lifetime from the Los
Alamos UCN facility magneto-gravitational trap using load-
ing through the trap door, UCNz. With the current counting
techniques and given the number of UCN loaded into the
experiment through the trap door, it is difficult to obtain better
statistical or lower systematic uncertainties. Work is underway
to replace the trapdoor-based loading with an elevator loading
method that is expected to improve the loaded number of
UCN by a factor of 5-10. The largest systematic uncertainty in
present measurements arises from the event definition. We are
currently developing a new screen scintillator based on cerium
doped yttrium aluminum perovskite (YAP:Ce) that, with a
suitable wavelength shifter, provides similar light output to
ZnS:Ag but without the long fluorescence tail. Events will
be defined from coincidence of light produced within the
40 ns decay time of the YAP:Ce. This compares to the av-
erage event width of about 4 us with the ZnS:Ag detector and
should provide at least a factor of 10 reduction in the driving
systematic uncertainty in this work. With these improvements
it should be possible to approach a total uncertainty of 0.10 s.
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