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Science and technology journalists today face challenges in finding newsworthy leads due to increased
workloads, reduced resources, and expanding scientific publishing ecosystems. Given this context, we explore
computational methods to aid these journalists’ news discovery in terms of their agency and time-efficiency.
We prototyped three computational information subsidies into an interactive tool that we used as a probe
to better understand how such a tool may offer utility or more broadly shape the practices of professional
science journalists. Our findings highlight central considerations around science journalists’ user agency,
contexts of use, and professional responsibility that such tools can influence and could account for in design.
Based on this, we suggest design opportunities for enhancing and extending user agency over the longer-term;
incorporating contextual, personal and collaborative notions of newsworthiness; and leveraging flexible
interfaces and generative models. Overall, our findings contribute a richer view of the sociotechnical system
around computational news discovery tools, and suggest ways to improve such tools to better support the
practices of science journalists.
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1 INTRODUCTION
Science journalism is a complex endeavor with wide-ranging objectives like chronicling new
breakthroughs, explaining the scientific process, and contextualizing broader problems [6], with
potential impacts on people’s personal decision-making processes as well as on scientific policy
and legislation [87, 117]. The science journalist’s first step in this crucial work is the task of news
discovery, when they first encounter a potentially newsworthy event or issue (i.e. a lead) [80]. Over
the past few decades, the intensity of this task has been amplified by a host of institutional and social
changes. These shifts have compelled journalists to cover multi-faceted topics of greater societal
import by adopting different roles and formats [11, 34], while simultaneously monitoring the
skyrocketing volume of articles from scientific journals, preprint servers, conference proceedings,
corporate blogs, and so on [13]. This creates the risk of lower quality in their reporting, and even
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professional burnout [5, 100]. Science journalists thus actively seek to increase their efficiency in
uncovering, understanding, and critiquing scientific information [5].

One efficiency mechanism that science journalists leverage is using information subsidies, which
are easily digestible documents that simplify newsworthy information and technical jargon from
scientific articles [39]. For instance, press releases are a familiar type of information subsidy that
supports the science communication process when available [73], though they are not without
their own issues in how they may bias or shape coverage [119, 127]. In this work, we adopt a
computational approach to create more widely accessible information subsidies, with the long-term
goal of reducing the effort and increasing the stock of public-interest science journalism [49]. Such
a computational news discovery (CND) approach has been defined as "the use of algorithms to orient
editorial attention to potentially newsworthy events or information prior to publication." [27]. The
objective of CND is to reduce the time cost of identifying newsworthy leads and alerting journalists
to their existence. Extant CND tools monitor various information sources to suggest leads, provide
context, and sometimes even rank them by "newsworthiness" [30, 70, 74, 98]. These systems offer
a valuable starting point so that journalists can then exercise their expertise and creativity for
selecting what becomes news.

In order to design CND tools that align with journalists’ practices, it is important to understand
journalists’ perspectives and workflows - particularly in specific domains like science journalism.
Thus, in this study, we prototyped computational information subsidies and displayed them in an
interactive tool, that we then used as a stimulus in semi-structured interviews with professional
science journalists, to understand user-centered perspectives and practices around CND. We were
broadly motivated by questions such as: How do journalists engage with and question different
computational subsidies for evaluating "newsworthiness"? How do they envision the affordances
of these subsidies in their workflows? How do these subsidies interact with broader constraints
and tensions within science journalism? To explore these questions we prototyped three subsidies
for scientific articles: (1) a newsworthiness score based on an article abstract, (2) an outlet relevance
score to measure the suitability of the article for different news outlets, and (3) a set of news angles
that suggest different approaches to write a story about the article. We displayed these subsidies
and article metadata in the tool’s interactive user interface that journalists browsed during their
interviews.

Through an inductive thematic analysis of these interviews, we uncover several benefits, expecta-
tions, and concerns for CND tools in the science journalism domain. At the level of individual users,
we identify common dimensions of journalists’ agency that CND could support, such as by helping
strategize lead exploration, increasing source diversity, and enabling scientific understanding. This
can counterbalance the complexity of the technical information landscape science journalists work
in. At the level of different contexts of use, we also find tangible aspects of journalistic practice that
these subsidies can accommodate for added flexibility, such as audience focus, labor status, writing
format, and experience level. Finally, at a macroscopic level, we identify overarching tensions in
news production that can be influenced by these subsidies, such as competition across news outlets,
balance of editorial and personal interest in newsrooms, and societal patterns in concentration of
attention.
In discussing these findings, we further elaborate how they build on prior understandings of

science journalism practices and complexities of newsworthiness evaluation.We also suggest several
design possibilities to support journalists’ agency, incorporate personal and contextual needs, and
develop new features for newsworthiness evaluation. Overall, our work not only highlights the
benefits and impacts of CND for science journalists, but it does so by deepening the understanding
of domain-specific workflows, interpersonal dynamics, and professional responsibilities that CND
tools would be enmeshed within if deployed. This work therefore contributes to a richer view of
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the sociotechnical system that emerges around computational news discovery tools, and paves the
way for improved tools that are sensitive to the needs and practices of science journalists.

2 RELATEDWORK
In this section, we highlight current challenges to news discovery faced by science journalists. This
puts forth a set of informational and interactional needs for our users, which motivate our compu-
tational approach and evaluation study. Following this, we highlight the specific computational
subsidies we designed to address these needs, the prior work they build on, and what we hope
to learn from their use in our interview study about the practices, concerns and expectations of
science journalists with regards to CND.

2.1 Science Journalists’ Challenges for News Discovery
Science journalists discover the latest scientific breakthroughs through various channels: they
refer to press releases and e-mail alerts from universities, recent issues of major journals, preprint
servers for different disciplines, government websites, scientists’ and corporate blogs, tips from
existing sources, and even listservs and social media [12, 32, 35, 77, 93]. Keeping up with the latest
research provides them with exciting story ideas, and also develops their news judgment [12]. This
process of monitoring information for potentially newsworthy leads is referred to as news discovery
[80, 105]. It can result in different types of stories, such as a study story about a particular research
article, or a feature story about a broader trend.
In recent years, news discovery has become more challenging for science journalists due to

various factors:

• Pluralizing Responsibilities: Science journalists today not only report on scientific ad-
vancements but also serve as watchdogs, curators, explainers, and public intellectuals [11, 34].
Their work influences policy-making, science education, and agenda-setting. To fulfill these
roles and enable multiple perspectives in their work, they need to monitor publications, re-
tractions, discourse, and practices in science [93, 107], all the while sifting through a fire-hose
of information, misinformation, and commentary [111].

• Shrinking Resources: Due to reduction in science news desks, reporting budgets, and
freelance clients, science journalists are facing increased workloads [8, 32, 86, 99, 114, 125].
They rely more on information subsidies [39] from science institutions (e.g. press releases
or PRs) for efficiently sourcing jargon-free leads [17, 34]. Empirical studies show that press
releases significantly influence news coverage [23, 72, 73]. However, PRs are only available
for select high-prestige institutions and journals; can create an information overload [118],
and relying too heavily on them can perpetuate a mode of "passive newsmaking" [20] and
undermine journalistic principles like accuracy and independence [17, 119, 127].

• Expanding Scientific Ecosystem: The volume of journalists’ scientific sources has grown
exponentially since the 1950s [13, 36], increasing time pressures for news discovery. One such
source is preprints, which are preliminary versions of papers available freely before formal
publication. Preprint sharing is especially common in computer science and its various sub-
domains like ML, HCI, and so on. They provide journalists timely and accessible findings for
public dissemination across various fields [35, 37, 45, 58, 77, 101]. However, journalists need to
approach preprints with higher skepticism than other, peer-reviewed work [35, 77, 101], while
at the same time they are not typically accompanied by PRs to enable their sense-making.

In light of these shifts toward intensified work and strained attention, we explore how CND
tools could help science journalists discover newsworthy leads in a way that is efficient and reliable.
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These shifts also highlight that CND tools for science journalism must support discovery and sense-
making of highly technical work, to enable deliberation from different perspectives and angles, and
even in the absence of press releases. They must also emphasize editorial and journalistic values.

Newsrooms increasingly utilize AI/ML-based tools to support journalistic needs, including and
beyond CND [9, 28, 62, 70, 109]. Recent advancements in AI have elicited deeper reflection and
transparency from editors around the role such tools can and should play in newsrooms, and how
they may impact or incorporate editorial values [90, 126]. In anticipation of and in response to such
deployments, there has also been deeper work in the HCI community about the utility, efficiency
and perception of these tools for a wide variety of tasks, such as news discovery [30], information
verification [121], story framing [98], and article generation [91].

However, studies find that the actual adoption of computational tools by journalists varies
significantly due to lower levels of trust, uncertainty about AI/ML capabilities, and the logistical
difficulty of integrating them into actual journalistic workflows [9, 22, 46, 82, 110]. Further, these
studies show that journalists constantly grapple with how automated tools impact their identities,
daily tasks, and the democratic role of journalism [82]. This too can be difficult when journalists
are unsure of the nature of these systems or about how to best integrate them into their practices.

One way to support this kind of trust, adaptation, and deliberation is via the means of AI literacy
programs to educate journalists about the mechanisms and caveats of the tools they use [18, 26].
However, it is also important to support these activities while users are engaging with said tools.
Recent work has demonstrated that this requires intelligible, contextually-specific interfaces that
visibly align with editorial and ethical requirements, and which are consistently under users’ control
[1, 62]. However, there is a relative paucity of work for building and studying such interfaces in
the context of science journalism, as compared to other domains [76].

In this work, we specifically set out to probe the possibilities and impacts of intelligible, contextual,
and editorially-aligned interfaces in the context of CND for science journalism. To this end, we
prototype different computational subsidies based on the journalistic needs articulated above, and
use them as a way to elicit science journalists’ perspectives on how CND tools can integrate with
and shape their practices, values and industry, which can help develop effective tools in the future.
We focus our evaluation on discovering news from pre-prints, specifically the arXiv Computer
Science (CS) pre-print server1, since pre-prints typically pose heightened challenges to robust
journalistic decision-making, often lack traditional information subsidies, and also offer readily
available basic metadata for the subsidies.

2.2 Motivating Subsidies for Science News Discovery
We leverage prior research to design three computational subsidies, namely newsworthiness scores,
outlet relevance scores, and news angles, aiming to explore the potential benefits and impacts of
CND for science journalists’ practices. These subsidies rely on statistical approaches to textual
similarity measurement, feature-based prediction, and text generation models. Our contribution
lies in applying these established techniques to create composite application-level functionality
and explore its implications for science journalists, who have unique skills, needs, and constraints.
The following section provides an overview of the relevant research that informs this design and
evaluation.
CND entails the development of automated tools that direct journalists towards newsworthy

information at the initial stage of news discovery [27]. To vet a lead for newsworthiness, journalists
traditionally rely on several contextual, social and institutional factors. These factors are known
as news values [7, 51], and include qualities of the lead such as its novelty, controversy, impact,

1https://arxiv.org
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and so on. Logistical and commercial factors such as the potential audience interest in a story, the
reporting budget, and the diversity of the weekly newspaper spread can also influence whether
a story makes it into the press [2]. CND seeks to leverage computing to evaluate potential news
leads according to these factors.

Extant systems for CND largely monitor social media feeds and structured documents as they aim
to surface recent or even real-time events for further journalistic scrutiny [27, 28, 30, 70, 74, 116].
These systems automatically evaluate such leads for various news values, and use those to enable
judgments of newsworthiness. The sources monitored and the news values chosen often depend
on the specific journalistic domain. For instance, the Reuters Tracer is designed to surface breaking
news from Twitter feeds, and as such relies on evaluation of events like man-made and natural
disasters according to news values such as magnitude, human impact, and financial impact [70].
Similarly, the AlgorithmTips system surfaces newsworthy leads from government documents
pertaining to algorithmic decision-making systems, using news values like novelty, controversy,
organizational agenda, and so on [30]. In this vein, the first information subsidy we design is a
newsworthiness score for each abstract, which is generated based on prominent news values in
science journalism such as actuality, controversy, magnitude of impact, and valence of impact [7].
Commercial news values pertaining to news production and distribution also influence the

likelihood of a story being published and must often be negotiated with other public interest re-
sponsibilities [97]. We provide support for these by developing and evaluating a second information
subsidy: the outlet relevance score. This score can support journalists as they consider whether a
story might be suitable to pitch at a chosen news outlet [27], based on the stories it has published
in the past, which can indicate what an outlet’s readers might prefer. For instance, general news
outlets cater to a broad audience and provide simplified coverage of scientific topics. Meanwhile,
popular science outlets engage a broad readership, presenting scientific information in an accessible
and entertaining way. Trade outlets will instead focus on specialized scientific fields, providing
in-depth coverage and targeting professionals within those domains. Preferences for themes and
topics of stories differ across and within these types of outlets as well. While others have argued
that commercial news values are typically internalized within the decision-making frameworks of
news production [2], we leverage publicly available data to develop a proxy that can be applied at
scale without requiring access to internal information.

Tools have also been designed to support journalists’ creativity as they summarize jargon-heavy
information for laypersons [21], look for inspiration to begin writing [42, 98], and brainstorm
angles for stories based on related news [75]. We drew from this literature to motivate and design
an information subsidy around news angles generated based on the abstract of the research article.
News angles identify pivotal elements and narratives within a scientific abstract [120], and we
present them to help journalists consider multiple frames for a lead. For instance, a scientific finding
might be framed in terms of the its impacted populations, economic outcomes, or controversial
results. Each news angle thus helps to select, shape, and focus information in ways that can lead to
different potential stories. The presence of news angles not only provides more insight to a journalist
as they evaluate a lead’s news potential, but it can also kick-start the news gathering process [105]
by helping them conceptualize further avenues that could be explored or by considering specific
kinds of outlets that might be interested in a given story.

Put together, these subsidies allow for the evaluation of central journalistic and editorial values
(i.e. news values and outlet suitability) for a body of technical work that is not typically accompanied
by PR (i.e. preprints), along with a review of multiple perspectives (i.e. news angles) that might be
adopted toward a story.

Subsidies focusing on newsworthiness-based ranking and news angle generation for newsworthy
documents have been evaluated in recent studies involving journalists, although their perspectives
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differ from the approach we undertake in this research. One approach utilized crowdsourcing
to rank potential leads for investigative journalists, and it analyzed how users conceptualize
"newsworthiness" and make plans to turn leads into stories using the tool [30]. Our implementation
of newsworthiness and outlet fit metrics draws from their ranking-based approach, but relies
entirely on machine learning, allowing us to raise questions specifically around the scale, trust, and
transparency of automated tools for CND. Another study highlighted the use of large language
models to generate news angles from political press releases, and the tool’s ability to help journalists
engage with this work and ideate on it for different types of stories [98]. In our work, we focus
on enabling ideation specifically within the domain of science journalism, taking into account
the domain-specific considerations discussed in the previous section, and focusing specifically
on qualitative perceptions of the feature. We also expect that our broader alignment with these
works positions us to draw from established ideas in CND, while letting us uncover the unique
opportunities and tensions that arise for our set of users and their specific domain.

3 DESIGNING COMPUTATIONAL SUBSIDIES FOR NEWS DISCOVERY
This section describes the development and presentation of the three different information subsidies.
We synthesize these subsidies into a coherent interactive user interface (UI), as a way to ground
the interviews we undertook with practicing science journalists. We make no claim that our
implementations of these subsidies are the only or best way to do so, however, we provide enough
detail below so that the findings from our interview study can be interpreted accurately with
respect to what users experienced in the interface. Wherever we refer to the "tool", we are referring
to this interactive UI incorporating the various subsidies and article metadata.
We broadly draw from scholarship guiding and evaluating the design of AI-infused tools i.e.

having "features harnessing AI capabilities that are directly exposed to the end user" [3]. Our main
objective was to center the presentation of information that aligns with users’ contextual needs
[3, 27], which in this case are journalistic needs for newsworthiness evaluation [2, 7]. The previous
section has highlighted how we accounted for these when selecting computational subsidies. Our
secondary goal was to strike a balance between users’ agency and the computational subsidies
[44, 53] i.e. clearly position these subsidies to enable journalists’ independent decision-making and
exercise of domain expertise, and not replace them or automate this crucial task. This allows us to
align with central journalistic values such as independence and objectivity, which are crucial for
the success of AI tools [27, 63]. The tool’s UI followed from prior work and allowed end-users to
rank and filter leads based on computed scores, instead of providing any outright recommendations
[27, 30]. This put the onus of both invoking and ignoring the system’s outputs in the hands of
journalists [3]. The UI also provided article metadata as well as an outgoing link to its webpage
to enable the independent verification of the displayed scores and news angles [46]. Finally, we
aimed to provide transparency disclosures to end-users about the algorithmic components that made
up this system, aiming to foster a general understanding and trust [27, 46, 129]. The disclosures we
provided consisted of textual descriptions and references for the technology underlying individual
information subsidies (e.g. GPT, similarity metrics).
Via the interface, we sought to understand if and how journalists would use these features, if

they had other contextual or professional needs and concerns that could drive future designs, and
how they believed such tools could integrate with and shape their workflows and newsrooms.
To generate leads for review, we periodically collected articles from the arXiv CS preprint server,
and augmented them with computationally-generated features that could enable newsworthiness
evaluation (Section 3.1). We then operationalized two information subsidies for ranking: news-
worthiness score (Section 3.2) and the outlet relevance score (Section 3.3). We also generated news
angles on articles using GPT-3 (Section 3.4). Figure 1 provides an overview of the data and models
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Fig. 1. Overview of data and models used to generate the three prototype
computational subsidies that were displayed in the UI

for computing each subsidy. Finally, we presented relevant article metadata and the computed
subsidies in the UI (Section 3.5). We release the code used to create these subsidies to facilitate
future work in computational news discovery2.

3.1 Collecting arXiv Articles
We first collected and processed articles from the arXiv preprint server for input to the system.
We chose the Computer Science (CS) subject area of the arXiv server to extract articles that could
serve as leads for science and technology journalists. We collected the title, abstract, URL, primary
category, other listed categories, the date of publication, and the full-texts of all the relevant
articles3. We also computed features for later use in calculating newsworthiness. For instance,
we derived a readability score using the science De-Jargonizer taxonomy [103], which assigns
an easy/medium/hard score to scientific terms based on their frequency of occurrence in articles
published by the BBC. Our final dataset contains arXiv CS articles and their associated metadata
starting with a publication date of January 1, 2017 through Sept 9, 2022. We partitioned this dataset
into two subsets, using the data from 2017-2021 for all model training, piloting, experiments as
needed (∼85,500 articles), and the more recent data from 2022 for our user study (∼18,500 articles).

3.2 Computing Newsworthiness
We operationalized and calculated a newsworthiness score for each article in our dataset using
our prior work [88], where we refer the reader for an explanation of the method in full detail.
Briefly, the method we used leverages crowdsourced evaluations of the following news values
observed in the domain of science journalism [7]: actuality, controversy, impact magnitude, and
impact valence. We aggregated these quantitative evaluations into an overall newsworthiness score
for each arXiv CS abstract, which ranges from a scale of 0 to 100, with higher values indicating a
higher newsworthiness. This score was also validated against evaluations of overall newsworthiness
provided by two experts, each respectively with 3 and 4 years of experience in science reporting.
The Spearman correlations between aggregated expert and crowdsourced newsworthiness scores
were calculated over a small validation set of 55 abstracts, sampled in a random and stratified
manner from arXiv CS and its subcategories, and indicated a moderate level of agreement (r(55) =
0.379, p = 0.004). We then trained a Random Forest model to predict an abstract’s newsworthiness
score using various textual features. We ranked abstracts in descending order of their newsworthiness

2https://github.com/nishalsach/SciNewsDiscovery
3Using the arxivscraper [112] and pdfx [47] libraries
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score, and computed precision@K metrics against expert evaluations. Precision@K measures the
proportion of the top-K items ranked by the newsworthiness score that were actually newsworthy
according to experts as well; the performance was P@10 = 0.8 and P@15 = 0.67. Although there is
room for improvement, we consider this adequate performance for the needs of supporting a viable
prototype experience for users. The trained prediction model was used to output a newsworthiness
score for each arXiv article in the dataset for our user study.

3.3 Computing Audience Fit for Stories
We also computed an outlet relevance score to support the evaluation of audience fit for a story based
off of a given arXiv article, and for specific news outlets that journalists write and pitch for. For
instance, technically-oriented articles can be more suited to trade-focused publications, whereas
more directly society-facing research projects lend themselves well to a general news audience.
This outlet relevance score evaluates the similarity of arXiv articles to the past repertoire of stories
from individual outlets. Conceptually speaking, it captures whether an article can reasonably fit in
with relevant prior coverage at a given outlet, i.e. whether the outlet has prior stories that touch on
similar themes or topics. For instance, an arXiv CS article revolving around data privacy could be
similar to several articles at MIT Technology Review pertaining to this theme. For it to be suitable
for this publication, the article need not exhibit a high similarity to all their past coverage, but
rather it only needs to be relevant to the data privacy niche.
To calculate these outlet relevance scores, we created a list of the top fifty outlets that had most

frequently included news coverage of arXiv articles from 2017-20214. We filtered this list to exclude
websites that publish in non-English languages, that display press releases primarily, and that often
publish cloned articles from other prominent outlets. We then collected all news items from the
remaining sources5. Appendix A lists the final set of outlets.
For every news outlet, each news item was cleaned to remove advertisements in the text, and

then converted to SentenceBERT embeddings [106]. We then calculated the cosine similarity scores
between the SentenceBERT embeddings of each news item and each arXiv CS abstract. Cosine
similarity of neural embeddings is widely used as a proxy for the semantic similarity of documents
[19, 79, 130], and has also been used in prior work within the use-case of journalism [128]. A
higher similarity score implies greater semantic similarity for an arXiv article to a news item. For
each arXiv article, we selected the top decile of cosine similarities i.e. similarities to the top 10%
most semantically similar news items, and averaged their cosine similarities. The outlet relevance
score for an article thus reflects how similar it is, on average, to the set of news items that it is
most similar to (i.e. its potential niche), for a given outlet. To reiterate, this can help determine the
thematic or topical niche that an abstract could be relevant to at a chosen news outlet. In practice
we expect there to be a "sweet spot" of outlet relevance which is neither too similar (e.g. due to
saturated or repetitious coverage), or too dissimilar (e.g. entirely unrelated or disconnected from
current editorial interests) [29], though we defer such final judgment to the expert journalists in our
evaluation. Alternative methods like topic modeling, clustering, or adjusting percentiles, can also
be used, but our proposed method provides a straightforward and reliable approach with minimal
parameters.

3.4 Computing News Angles
To generate news angles, we used GPT-3, a Transformer-based large language model (LLM) trained
on 45 Tera-bytes of filtered English language data [16]. An important issue is that text generated

4Using the Altmetric API: https://www.altmetric.com
5Using the news-please tool [48]
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by GPT-3 is not based on factual knowledge or truth, but on making associations between consecu-
tive words as they appear in the training data. This means GPT-3 can generate false statements,
"hallucinate" information not in the prompt, encode problematic biases, and even copy text directly
from the training data [10, 61, 69]. Although we deploy the news angles in a human-in-the-loop
system, this issue motivated us to do additional evaluation on the angles generated.

To generate angles we provide a prompt to GPT-3, in the form of the title and the abstract of the
article concatenated together, and an instruction directing it to generate text. We first conducted
several informal tests to identify techniques for generating news angles, and explored the impact
of model fine-tuning and various model parameters on the accuracy and newsworthiness of news
angles, as well as their uniqueness with respect to each other. These traits are important for the
news angles to truly save time and cover multiple perspectives of journalistic interest. We also
found that prefixing the abstract with the instruction statement, constraining it at the end to prevent
continuation, and increasing frequency/presence penalty parameters generally increased output
quality [42, 108]. We then conducted a small evaluation over a limited set of parameter-instruction
combinations using a development dataset of 25 abstracts and a test dataset of 25 abstracts, each
sampled randomly from the arXiv dataset of articles published in 2022. The following model
parameters were varied in this evaluation: prompt, temperature, frequency penalty, and presence
penalty6.
Adhering to best practices for the evaluation of such natural language generation (NLG) tasks,

we conducted an expert-focused, intrinsic human evaluation where the first and second authors
answered a series of questions rating GPT-3 responses for different criteria [41]. Human ratings
are expensive to collect, but are considered a better measure of the subjective quality of the text
than automated metrics [124]. For each news angle generated for an arXiv CS article, we rated it
on a 5-point Likert scale for three criteria that we deemed suitable for this task, and which were
inspired by similar criteria in the prior literature: fluency, accuracy, and news angle quality [57].
Appendix B describes the definitions and scales used for each criterion. Prior work in NLG also
emphasizes the effectiveness of such multi-item Likert scales where ratings for individual Likert
items are ultimately aggregated through summation to denote the overall quality of the generated
text [4, 124]. We followed this practice to calculate an overall quality metric as well.

To ensure the raters understood the definitions similarly, we piloted our definitions and iterated
on the rating task until we could consistently apply them on the development set. We then rated
three different news angles for each of the three specified criteria, for each of fifteen abstracts in
the test dataset. We computed intra-class correlation coefficients (ICC) on the ratings for the overall
quality criterion obtained by averaging individual Likert ratings, to measure consistency between
the two raters7 [65, 89]. We found that the ratings exhibited an ICC of 0.894 (n=15, p < 0.01), which
indicates high inter-observer reliability. Following this, the second author rated the rest of the
abstracts in the test set. We found the best instruction-parameter configuration, by comparing the
average ratings for fluency, accuracy, news angle quality, and overall quality across all abstracts in
the test set8.

3.5 Designing the User Interface
We created a browser-based tool9 to enable the identification of newsworthy research from arXiv
(See Figure 2). The visual and interaction design of the tool’s UI is largely drawn from recent
6More detail in OpenAI’s API Documentation: https://beta.openai.com/docs/api-reference/completions/create
7Using the irr package [38]
8Model: text-davinci-002. Prompt: List three newsworthy headlines for this abstract: <text of title and abstract>. Temper-
ature: 0.85 Frequency Penalty: 0.85 Presence Penalty: 0.85
9Using the Streamlit application
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Fig. 2. A snapshot of the user interface of the tool showing the sidebar with
filtering options and an arXiv article that satisfies the criteria.

scholarship at the crossroads of human-centered AI and journalistic endeavors [15], including
from previous CND tool research [30]. The initial view of the interface explains the data collection
process and the computational information subsidies. It also presents a diagrammatic explanation of
how to use the sidebar to filter and rank the articles. The sidebar offers controls to: (1) filter articles
by date of publications, (2) rank or filter articles by newsworthiness score, and (3) rank articles by
outlet relevance scores to specific outlets they selected. In case journalists selected multiple outlets,
the relevance scores were averaged across them. Such nuances about the controls were provided in
the sidebar on hover.
Once participants selected their filters from the sidebar, the UI displayed all articles that fit the

criteria in a paginated format, and ranked by either the newsworthiness score or the outlet relevance
score depending on the user’s choice. For each article, it displayed only the most relevant metadata
that we believed could further support lead evaluation, and the assessment of the computational
information subsidies. This consisted of the title, the date of publication, the abstract, and a link to
the full article. Additionally, it displayed the news angles, the newsworthiness score, and the outlet
relevance score. News angles were displayed above the article’s abstract, so that participants could
quickly scan them before the more technically worded abstract. The link to the full article was
provided below the abstract, as an avenue to further verification (e.g. full paper, authors, citations,
etc.) beyond the context already provided in the UI.

4 EXPLORATORY EVALUATION STUDY
4.1 Participant Recruitment
We recruited participants via non-probability sampling, specifically purposive sampling [78], by
inviting science and technology journalists using online channels such as science journalists’
listservs, posts on Twitter, and targeted outreach via email and Twitter messaging. Our screening
procedure resulted in eleven participants who were freelancers or staff reporters for general or
science-focused outlets. Six participants identified as female or nonbinary, and five participants
identified as male. The participants covered different fields within science and technology, with a
few tangentially covering computer science in their broader writing. This is important because

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.



Understanding Practices around Computational News Discovery Tools in the Domain of Science Journalism 142:11

Table 1. Participant Characteristics

Participant ID Role Type of Reporting Type of Outlets Working for/Pitching to

P1 Science and Technology Reporter Staff Reporter/Freelancer General news and Science-focused outlets
P2 Science Reporter Staff Reporter General news outlet
P3 Science Reporter Freelancer Science-focused outlet
P4 Science Reporter Staff Reporter/Freelancer General news and Science-focused outlets
P5 Science and Technology Reporter Freelancer General news and Science-focused outlets
P6 Data and Technology Reporter Staff Reporter General news outlet
P7 Science and Technology Reporter Freelancer General news and Science-focused outlets
P8 Science Reporter Freelancer Science-focused outlets
P9 Science Reporter Staff Reporter Science-focused outlet
P10 Science Reporter Freelancer General news and Science-focused outlets
P11 Science and Technology Reporter Staff Reporter Science-focused outlet

our tool ranks articles from the Computer Science subject area and where it intertwines with
other fields e.g. medicine, social science, etc. However, all participants did have experience with
evaluating, writing, or pitching stories with technology-related angles, and with sourcing from
preprints. This, combined with their general expertise in science journalism adds credibility and
some degree of ecological validity to this work. Information about the varied professional contexts
of the participants is provided in Table 1. Participants were compensated for their participation
with a $50 Amazon gift card.

4.2 Participant Interviews
All recruited journalists participated in an online scenario-based, semi-structured interview which
was audio-recorded for later analysis (Min: 49 mins, Max: 71 mins, Median: 57 mins). After par-
ticipants consented, the interview was started with some pre-usage questions to familiarize the
interviewer with participants’ current approaches to news discovery. Participants were then di-
rected to the arXiv news discovery tool and a basic overview of its functionality was provided both
visually and verbally. Once the participant had understood the tool’s main controls, we invited
them to begin using it under the scenario that they were looking for leads that they would want to
further investigate for a news story.

As journalists used the tool, the interviewer asked questions about their perception of the metrics
provided, the controls they used, and the quality of the ranked articles. We also asked questions
about how the displayed newsworthiness score and outlet relevance score aligned with their own
perceptions of how newsworthy the lead was, or how well it fit their audience. If users asked
questions about the system or the subsidies, their questions were answered by the experimenter.
We sought feedback on how current subsidies or related new features could better support their
work. We also asked about the manner in and extent to which journalists would prefer to engage
with CND tools in their everyday practice. We further asked a series of post-usage questions to
understand if the tool could mesh with or complement extant sources and practices for news
discovery in their work. All interviews were conducted by the first author to maintain similarity in
the broader lines of inquiry that were pursued. Appendix C provides a list of questions that were
created to roughly guide these semi-structured interviews.

4.3 Thematic Analysis
Interview recordings were transcribed and contextualized with notes to indicate when participants
interacted with specific items in the UI. We engaged in inductive, semantic thematic analysis
[14], and first identified important quotes pertaining to how participants saw the opportunities,
problems, or tensions with computational subsidies, and imagined improvements or their impacts.
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We assigned these to open codes. We continually compared and contrasted these codes, while adding
memos to record how they could be grouped at a more abstract level based on practices, constraints,
and tensions in science journalism that can impact and or be impacted by computational subsidies.
We iterated on this process until clusters of codes began to emerge and thematic saturation was
achieved. We then axially coded the data to develop specific themes and sub-themes, and new
memos were added to synthesize and summarize the themes. The co-authors discussed the open
and axial codes through these iterations to refine, differentiate and group the emergent themes.
The next section describes these themes in detail, providing examples and quotes for context.

5 FINDINGS
Based on our thematic analysis of participant interviews we identified three main themes. The first
theme highlights the common dimensions and benefits of agency experienced or desired by
participants as they engaged with the computational subsidies, despite their diverse preferences
and backgrounds. The second theme clusters the distinct reporting contexts that participants
operated in (See Table 1), and how these shaped participants’ expectations of and interactions with
the computational subsidies. The third theme delves into the tensions and conflicts of participants’
professional and societal responsibilities, and examines how the introduction of computational
subsidies may impact these in practice. Together, these themes highlight the many ways in which
computational subsidies can impact science journalists’ extant practices, whether it is at the level
of influencing their individual information behaviors, addressing contextual information needs, or
changing the news production process at a more macroscopic level.

5.1 Common Dimensions and Benefits of Agency with Computational Subsidies
The participants in our study had very diverse interests, experiences, and backgrounds. However,
we identified some common patterns in how they utilized the subsidies. Specifically, the subsidies
enabled participants to exercise more agency over discovering and making sense of individual
articles, as well as over the broader corpus. Additionally, the participants interrogated the subsidies
and expressed a desire for more information to further this agency and its benefits. Here we discuss
these shared experiences and expectations from the participants, with an equal emphasis on the
subsidies that elicited these responses.

5.1.1 Ranking and Filtering Help to Strategize and Guide Attention. Participants across different
reporting contexts saw the newsworthiness and outlet relevance scores as akin to traditional
information subsidies that could help them strategize their news discovery process and "elevate
certain papers" (P11). Participants tended to mainly explore and consider leads that were ranked
highly by either of these scores. They applied different minimum thresholds for newsworthiness
scores, to filter out "articles that I would waste my time on" (P4) and obtain a minimal set of leads for
examination. We received generally positive feedback for the effectiveness of the newsworthiness
scores in identifying relevant leads. Further, all the staff journalists that we interviewed pointed out
that items with high outlet relevance scores were at least topically aligned with how they perceived
the selected outlet’s coverage.

For the filtered leads, the precise values or minute differences in their scores were inconsequential
in comparison to their relative rankings: "The exact similarity score never matters, for all the articles
that show up on the first page, I will check them out equally" (P2).
In cases where participants specifically navigated to the low-ranked leads, this actually engen-

dered trust in the system’s rankings. As P6 noted after one such exploration with leads ranked very
low for the newsworthiness score:
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"These seem to be very like in the weeds machine learning stuff . . . Makes me a little
bit more confident when I go back to the super high newsworthiness stuff . . . This
story [low newsworthiness item] probably is about the nitty-gritty specifics of how an
AI works . . . And that’s probably a good filter for my life. I like it."

The continuous scores for newsworthiness and outlet relevance, and the ability to rank and
navigate across leads via these scores thus allowed participants to filter leads and direct their
attention more strategically, like in the case of traditional information subsidies. The ability to
examine low-ranked leads, as opposed to entirely filtering them out or providing categorical
classifications, also enhanced insights into and trust towards the algorithmic rankings.

5.1.2 News Angles Support Framing and Interpretation. Participants saw the news angles as a reliable
way to identify hooks in a research article, and felt that sometimes the angles could "with a few
changes, be made into a title or a pitch line" (P3). They also used news angles to pinpoint the
stakeholders affected by a scientific discovery. This allowed them to identify potential interviewees
or the target audience for their stories. For instance, P1 was successfully able to use the news angles
on several articles to uncover the human characters in those stories: "I would start with talking
to these end-users, who do these algorithms affect?" (P1). P6 used news angles to list potential
interviewees: "On reading I can immediately think of what my contact list is going to start looking
like . . . And I can interview them and really add some human character to this story." (P6). News
angles occasionally provided this advantage even when the title and the summary were very
obtusely worded, which is a widespread feature of scientific articles:

"Like this one . . . the title doesn’t interest me one bit . . . none of this makes sense to me
. . . So I wouldn’t even begin to know how to kind of pitch it. But then the third bullet
point, "A case study of COVID-19 projections in the US reveals race-based differences"
. . . and like, oh, this is about COVID 19 and race-based! That’s actually useful." (P8)

Participants also employed news angles to interpret the research, sometimes reading them in lieu
of the abstract: "This is much better than the abstract - which is what researchers write for their
peers. There is a lot of jargon and terminology . . . News angles are summaries for non-experts
like journalists" (P2). Another participant noted that this was "ultimately an efficiency gain . . . It
helps me decide whether I even want to read the abstract, especially if they [the news angles] seem
like they fit what I can see running in a certain publication". (P3) Thus, the news angles helped to
understand the article and identify outlet relevance quickly, before the abstract had even been read.
Yet, participants were cognizant that they still had to vet any interesting news angles for accuracy.
They also made design recommendations that could further support the conversion of abstracts
into an easily digestible format such as the automatic completion of abbreviations or providing a
dictionary meaning if the mouse hovered over any jargon.

Participants also noted that the news angles were topical and easy to understand. In select cases,
the angles were either very similar to each other or the title/abstract. This hindered their utility for
finding hooks and understanding the article. Some users thus requested functionality to discard
such redundant angles.

5.1.3 Subsidies Can Enable Agency over Wider Sources. Participants noted that traditional informa-
tion subsidies such as press releases failed to provide enough user control over scientific sources,
created a new information overload, and even restricted the range of sources they could efficiently
explore. This theme emphasizes how the generalizability and user-friendliness of computational
subsidies were perceived by participants as a solution that could mitigate this lack of control and
source diversity.
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Participants often relied on press release alerts to discover newsworthy science, which saved
them the time of reading the full article, but also presented a new deluge of information and the
possibility of false hype: "It can be really challenging when you receive like fifty press releases a
day . . . then in this case for filtering I depend mainly on the title, which can be sort of misleading
in many cases" (P7) Anecdotes of such misleading press kits from high-profile sources were also
mentioned by other participants: "You know if there hadn’t been a [Nature] press conference on
this paper [about reviving pig organs posthumously], would it have gotten the same amount of
coverage? Probably not." (P11).
A second drawback of relying solely on press releases or high-prestige journals was reduced

awareness of "a lot of newsworthy stories of science that . . . gets into some society journal that
doesn’t have a press release engine" (P8). This reduced the source diversity of what participants
could cover. Consequently, they also mentioned looking through preprint servers, lower impact
factor journals, science newsletters, Google alerts and scientific blogs for newsworthy story ideas,
but those presented their own information overload, since they "don’t have a lot of filtering options
. . . there is no sorting . . . I have to scroll for each one of them and be like, okay, which one will be
the most popular one?" (P4).
In contrast, participants felt that the computational subsidies and ranking mechanisms could

enable them to easily and directly interface with scientific material from a variety of sources, and
in their own time. One could "basically layer [the tool] on top of whatever repository of papers I
am interested in . . . especially these places where science happens [preprint servers, conferences,
low IF journals], but it’s like impossible to stay on top of" (P8).
Participants also expressed that the simplicity of the subsidies and filtering process was less

overwhelming than journal and preprint websites: "you don’t want [a user interface] to be too busy
and there to be too much information because then you scare people away like they look at it and
there’s too many choices . . . I don’t want to interact with that at all . . . It’s a good feature of this
that it’s very simple and plain" (P5). Some even considered using these subsidies for navigating
publications that were accompanied by press releases, with P11 expressing hope that "Maybe
machines will be better at it [than press releases]".

Put together, expanded source diversity and greater agency also had a secondary benefit beyond
the discovery of individual leads. Participants also saw these subsidies as a way to "get a very quick
sense of the latest newsworthy papers" (P2) from various sources. Participants across different
reporting contexts expressed this kind of interest in exploring the scientific breakthroughs without
a specific story in mind, but in a manner structured by newsworthiness or outlet relevance rankings.
Some found that even brainstorming about a highly ranked lead without following up on it was
beneficial. This process could help them file away scientific rabbit holes worth exploring when they
had more time, or identify credible sources to interview for future stories. Thus, the subsidies not
only enabled greater choice and agency for news discovery in the near-term, but also supported
journalists in longer-term activities.

5.1.4 Explanation and Transparency Can Enable Trust, Education, Verification. While the ability
to quickly "sort of browse through and then start fiddling [with sliders and controls]" (P6) gave
journalists an initial idea of how the subsidies worked, they also sought explanations for the
displayed newsworthiness and outlet relevance scores: "What does it [the newsworthiness score]
mean? What went into it?" (P4). Participants gave examples of formats of explanations that could
be helpful (e.g., scores for individual news values), and discussed how such interrogation of the
tool could enable trust, debugging and education, and even expand horizons for storytelling.
In cases where journalistic judgment conflicted with the tool e.g. if the tool reported a high

newsworthiness but the journalist didn’t agree, explanations could help them determine "if there is
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something that I’m missing . . . to my educational benefit" (P10) or that "maybe I’m wrong about
that . . . maybe my instinct is incorrect" (P5). One participant noted that explanation could also help
to clarify whether they agreed with the score, but perhaps for different reasons. For instance, the
journalist could appreciate an item’s high impact but if the tool said it was also high in controversy,
it could then cue them to approach the lead in a new way. This was not implemented in the current
UI but was requested by participants after they examined individual quantitative scores for leads.
Participants’ level of knowledge about how machine learning models worked impacted their

expectations of transparency and explanations about the training dataset, computed subsidies, and
ranking mechanisms. For instance, journalists with stronger intuitions about predictive models
were interested in more technically sophisticated disclosures about the models, datasets, and
training processes than others (e.g., inquiring about score averaging procedures). At the same time,
technical intuition also created more reasonable expectations about the kind of transparency that
was realistically possible.

Relatedly, while most participants were familiar with GPT-3 and engaged in some degree of
vetting of angles for accuracy, one participant specifically requested a list of the known caveats
of this model. They emphasized that such transparency could empower journalists who are less
familiar with GPT to make informed decisions about what they may need to verify or dig deeper
into, without creating undue alarm. They noted: "If your journalists were hallucinating, you’d be
having a problem. But when it comes to something like this with just news angles and, if you know
while reading it, that there might be a little . . . wonkiness to it. It’s totally fine." (P6).

5.2 Context-Specific Experiences and Expectations of Computational Subsidies
In this theme we explore how the diverse reporting contexts such as qualifications, experiences,
and working styles of our participants (see Table 1) affected their interactions with computational
subsidies. We specifically delve into the following factors: journalists’ audience focus, labor status,
preferred writing format, and level of experience.

5.2.1 Audience Focus: Generalist versus Science-Focused Outlets. Whether participants wrote stories
for general news outlets or for more niche, science-focused ones was a key differentiating factor
in how they engaged with the presented subsidies. Participants writing for general news outlets
focused on the recency of stories after ranking by newsworthiness scores: "In a general newsroom
. . . if it [a research article] was published a few days ago, it’s already old news." (P2) In contrast,
journalists writing for science-focused outlets had a wider window on the date of publication due
to differing priorities: "Some research is not relevant to me because it’s new. It’s relevant to me
because it’s an important finding. I would even have gone for the last two years." (P5).
P1, P2, P4 and P7 who all worked at or pitched to the science desks of general news outlets,

also looked for signals and suggested features that could help them understand what the popular
reception for a story could be like e.g. whether the authors on an article were local to their region,
what the social media traction was like, whether there were prestigious industry collaborators, etc.

5.2.2 Labor Status: Staff Journalists versus Freelancers. Participants’ usage and perceptions of the
presented subsidies were also contingent on whether they were staff journalists at a single news
outlet, or if they were freelancers who pitched stories to several outlets.
For instance, both freelancers and staff journalists saw the outlet relevance score as a crucial

feature: "it doesn’t matter how newsworthy [a lead] is, if my outlet doesn’t cover that type of article,
they won’t take it" (P4). However, this subsidy had a greater time-saving impact for freelancers,
who would have to conduct this assessment for several outlets, not just one: "It takes time for a
journalist to do their homework and check the media outlet so that they know if they should pitch
this idea to this specific outlet or not. So I would say this score is very nice." (P7).
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Freelancers made further recommendations for how the outlet relevance could better save time
and enable them to design pitches for many outlets in parallel: "I look for stories that I can pitch to
Bloomberg, The New York Times, Scientific American, Wired, six or seven different outlets, just by
angling the pitch a little differently each time. I guess if I’m going to spend 20 hours working on a
pitch, I don’t want it to be just for one outlet." (P5) As a result, several freelancers were interested
in not only the outlet relevance score that was averaged across the outlets of their interest, but also
a breakdown of the average score for individual outlets. This could let them see, for a given lead,
which outlets and how many outlets it could be a good fit for.

5.2.3 Writing Format: Study Stories versus Features. Here we explore the patterns in engagement
with subsidies based on whether participants wrote stories about single studies or experiments
("study stories"), or longer stories about broader patterns and trends in science ("feature stories").

Participants who focused on study stories appreciated that the information subsidies, rankings,
and scrollable results could help them find tangible, newsworthy leads, often in response to scenarios
that demanded speed: "I have an hour until my editorial meeting and I don’t have any pitches . . . I
could see this coming in really handy on time crunches like that." (P6) Participants also suggested
the UI include interesting graphics from the ranked articles to improve its suitability to find study
stories, since good graphics can be a selling point for editors within this format (P2, P8).

In contrast, participants whowrote feature or long-form stories mainly saw the provided subsidies
as a way to discover and navigate a relevant set of secondary sources for stories they were already
working on: "So I’m doing a story about AI. And if I just put that into Google, I’m going to get so
many returns and I’m not going to get this newsworthiness score. I’m not going to get the potential
news angles." (P5). These participants also suggested that implementing certain novel features
could help them source new story ideas for long-form writing through subsidies. These features
included (i) grouping similar articles that are published together, and (ii) suggesting articles that
cited articles that were recently covered in the news. Such features could enable the use of "a single
study as jumping-off point" (P11) for identifying novel trends and emerging fields.

5.2.4 Experience: Level of Experience with Reporting. Relatively inexperienced journalists had very
different experiences and expectations with the subsidies in comparison to the seasoned reporters.
P2, P5, and P11, who all had more than a decade of experience, spoke to having a well-tuned

sense of what is newsworthy, and especially being able to infer that for their respective editors
and audiences. These reporters paid limited attention to the newsworthiness score when initially
presented with it: "I have not been looking at that [the newsworthiness score] just because . . . I
feel like I have a very good sense after all these years of knowing what’s a story that I can sell."
(P5) Given their experience, they also reported having easy access to a network of scientists and
sources who could help contextualize information for them as and where necessary, thus serving
as the journalists’ own "mini peer-review committees" (P11).

In contrast, P4 and P10, who were both newer to the profession and also freelanced, both reported
encountering trouble while discerning "what I find interesting versus what other people are going
to find interesting" (P10), and both reported receiving recent rejections for pitches on account of
their work being too niche. Thus, they found educational value in the provided scores, especially
the outlet relevance score. They also laid a heavy stress on potential features that could suggest
suitable outlets and appropriate background context for a given lead e.g. suggestions of best outlet
fit for an article, links to similar historical coverage from news outlets, Altmetric-style metrics of
traction, author affiliations to check credibility, etc. This could enable a better understanding of
outlet fit, and even help them to craft a convincing pitch for specific publications down the line.
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5.3 Professional and Societal Responsibilities Impacted by Computational Subsidies
Participants shared insights on several conflicts and tensions that they must navigate in their
practice, which stem from their professional and societal responsibilities. These tensions relate to
key issues such as exclusivity of leads, editorial and journalistic interests, and algorithmic curation
in science communication. We discuss participants’ reflections on how computational subsidies
can impact these tensions and the various actors that are involved in them.

5.3.1 Exclusivity and Wider Subsidy Use. Participants believed that the computational subsidies
could provide them first-mover advantage on newsworthy leads. The study’s inherent focus on
preprints instead of embargoed research provided valuable exclusivity: "I am interested in finding
original stories that no one else has picked up . . . preprints provide a little bit of an edge in terms
of originality of the story" (P3). Generally, the subsidies were seen as a way to "monitor a preprint
before it goes live" (P4) i.e. to reach out to interviewees and conduct background research before
it was published in a peer-reviewed journal or under embargo. Thus, the subsidies could allow
journalists to create original and exclusive stories, which they could verify in their own time,
without rushing and risking mistakes.

However, some participants considered how wider use of these subsidies would diminish the
exclusivity of the leads they viewed. They made assumptions about how their peers or competitors
would use the subsidies, and how that would affect their own use: "If me and the 20 or 30 other
journalists working at this level on this subject are all using the same tool, we’re all seeing the
same information presented. So how do I make sure that I get this story and not him or her? " (P6)
Another participant voiced a similar concern about suggested news angles: "If you provide these
three angles for me and you’re providing also these three angles to other journalists, it means that
every one of us will assume that the other journalists will use this, so it will end up that everyone
is avoiding it" (P7). One even suggested an ability to do a "negative search" (P5) on popular topics
to be able to explore exclusive and diverse leads.
Yet other participants alleviated these concerns via the subsidies themselves. For instance, P1

and P6 both navigated the UI to find a sweet spot for the newsworthiness score that wasn’t too low
or too high", so as to find the "hidden gems that others have missed, or could be given a new spin,
or mixed with some other information" (P1). Another participant thought the homogeneity of news
angles could even beneficially level the playing field: "To readily see the importance of an obscure
paper, where the implications of that headline are not obvious to an average person. It’s a skill that
a lot of journalists have that gives them an advantage over other journalists. But [the news angles]
can have a bit of a leveling effect on that." (P9)
These findings highlight a complex relationship between how subsidies can grant individual

journalists more time to investigate diverse leads, but could also reduce uptake if journalists are
concerned about a lack of exclusivity.

5.3.2 Editorial versus Personal Interests. Journalists are public intellectuals and science commu-
nicators, but they are also creative workers who prefer covering certain themes and ideas more
than others. This means that our participants often had a very specific idea of the topic, fields or
subject areas they were looking to explore, from which they then sought out specific stories. For
staff journalists, this was related to the specific beat they covered, whereas for freelancers, the
topic revolved around whatever events had caught their attention in the news, or had emerged as a
"side tangent" (P8) from previous reporting, or if "an editor puts a call for pitches on Twitter" (P10).
Consequently, almost all journalists requested the inclusion of a search feature or a category-based
filter, to be able to narrow the options down to the topics they were already interested in.
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Freelancers especially suggested more sophisticated personalization capabilities: "if there could
be a way of putting my own work into it . . . like having the tool look at what I like, what I’ve written
and match it up " (P3). Another participant also requested for the tool to learn his preferences based
on feedback, so that he could "build a profile, how I define newsworthiness, for my point of view"
(P7). Some journalists also had preferences for specific kinds of news angles that they preferred.
For instance, one participant exhibited a strong interest in human-interest stories that explored
"technology as a tool rather than the core of the thing" (P1). Yet another participant suggested
personalization based on a journalist’s self-expressed reading level and domain expertise.

Freelancers made most of these suggestions because they consider it vital to efficiently discover
stories that interest them, as not all their pitches are accepted by editors, despite their effort:

"Finding those unique stories and then landing them, convincing an editor. Those are
definitely the hardest parts . . . And that’s all before you ever have any agreement to
make any money, because as a freelancer, you kind of have to balance your time . . .
sometimes someone hands you on a silver platter and says ‘Write this.’ . . . And it’s
definitely much easier and more lucrative, but rarely as intellectually satisfying." (P8)

5.3.3 Long-term Credibility of Algorithmic Curation. The participants’ use of computational subsi-
dies was aimed at discovering leads that met their professional priority of producing newsworthy
stories while fulfilling their overarching responsibility of creating stories that benefit society. En-
suring positive outcomes at both macro (societal) and micro (individual/professional) levels was
crucial for the long-term credibility and success of the subsidies.

To ensure credibility at the the micro-level, some participants were looking for occasional rewards
from the tool i.e. a useful lead once in a while: “The level of trust [with this tool] that’s required
is actually pretty low . . . I’m going to vet it [a lead he pointed to] afterwards . . . but the thing
that I’d need to know to continually use this is that occasionally, it will pop up something that is
newsworthy for me . . . and that would suffice . . . if I got two stories a year off of this, I would check
it weekly, at least.” (P9) Others were more likely to use the tool if they saw a continuous reward
i.e. an improvement in its suggestions over time: “I am expecting the AI will not provide the best
results in the first few times . . . But if I spend time to adjust my input and to give feedback, and if I
can see that this enhances the results . . . then I would know it would save me time.” (P7) Building
credibility over the longer-term is thus a nuanced and even potentially a personalized process.
At the macro-level, journalists were concerned with how computational subsidies could shape

their and their audiences’ attention to information. Notably, most of them expressed that human
and algorithmic curators already played a tremendous role in their news discovery process, and
were "obviously totally skewed as well" (P8). A tool like this was just one more curator among a
slew of others that they drew from, albeit it sourced leads from an archive different to traditional
subsidies. Journalists were still in control and required to exercise their judgment:

"[This tool] is similar to when you have to sift through press releases. And you know,
just because it’s a press release, or just because the news is embargoed doesn’t mean
that it’s a story. So yeah, I do think that you would have to take it with a grain of
salt . . . in this case, you know an AI program is generating that score. In the case
of EurekAlert10 or Nature, somebody at the journal or somebody at an institution is
saying, "We think this is newsworthy". And it’s still your job as the journalist to decide
what to cover and what not to cover." (P11)

10A press release hosting service operated by the American Association for the Advancement of Science (AAAS), found
here: https://www.eurekalert.org
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Some especially viewed the machine-learned score rankings as a new proxy of quality separate
from press releases, journal impact factors or Twitter threads, stating that they were "differently
biased" (P8), since "a lot of preprints now get covered . . . only because some journalist has a
source who emailed it to them, who is the PI or knows the researchers behind [it]. [This tool] at
least does have some level of curation different from that" (P9). Some participants were however
concerned about how this tool could detract societal attention from scientific stories ranked low
for newsworthiness or outlet relevance. Using the score ranking feature, they investigated these
stories explicitly to better understand "what are the things that are going to be lost in that low
newsworthiness" (P6). Tangible controls like navigability over machine-learned scores thus built
some measure of credibility that the tool could support journalists’ social responsibilities over the
longer-term.

6 DISCUSSION
Science journalists face several challenges during news discovery. As AI-based technologies exhibit
potential to support journalistic work, recent scholarship in HCI has called for more intelligible
tools that incorporate professional values within domain-specific settings, and allow for users to
effectively use, oversee, and adapt them [1, 27, 62, 63]. Thus, in this study, we aimed to uncover
the various interactions, opportunities, and tensions that can arise when journalists in the specific
domain of science reporting engage with CND tools. To achieve this, we conducted semi-structured
interviews with journalists where they interacted with multiple prototype computational subsidies
in a tool. The design of the tool’s UI and the subsidies drew from prior work in centering user needs
in interactions with AI-infused systems, and adapted it to the specific case of science journalists
interacting with complex technical information. We then examined the patterns that emerged
when science journalists used the subsidies, imagined adapting subsidies in their contexts, and
considered CND’s impacts on their values and practices.
In the following subsections, we discuss the various interplays between science journalists’

practices and CND tools that their interviews highlighted, contextualize them with respect to
prior work that we reviewed, and consider the design opportunities that might arise from our
findings. In particular, based on our findings, we elaborate understandings of and implications for
journalistic practices in light of the computational information subsidies we studied (Section 6.1),
detail contextual and personal understandings of newsworthiness and news discovery (Section 6.2),
and also step back to suggest future opportunities and features for CND tools (Section 6.3).

6.1 Supporting Journalistic Practices
In the following subsections we examine how the prototype computational subsidies and UI controls
might support journalistic practices in terms of enabling agency in journalistic decision-making
and in developing longer-term reliance on CND tools.

6.1.1 Agency in the Context of Journalistic Decision-making. In Section 2.1, we described increased
workloads and reduced resources that journalists dealt with as they engaged in news discovery from
various channels. This can create new time pressures and lead to stress, burnout, and even reduced
quality of reporting [5, 99, 100]. Not only did our participants echo some of these challenges, but
they actively considered the potential of the prototyped subsidies to counter these issues in their
own workflows. They described the information overload and bias posed by existing information
subsidies like PRs, described the difficulty of navigating science articles from search engines and
journal websites, and generally felt that the prototype subsidies and simple UI aligned with their
informational needs and bolstered their agency when evaluating newsworthiness of leads within
this complex ecosystem.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.



142:20 Sachita Nishal, Jasmine Sinchai, & Nicholas Diakopoulos

We observed this editorial alignment and enhanced agency in a few different ways (Section 5.1).
For the immediate task of discovering newsworthy stories, journalists not only benefited from
the ability to navigate preprints, but even considered overlaying the subsidies on top of search
engine results and publication websites to navigate those. This could allow them to scan and
explore various sources while being guided by specific editorial values i.e. via newsworthiness or
outlet relevance scores as operationalized in science journalism, rather than metrics such as view
counts for articles or chronological order of publication. The outlet relevance specifically allowed
journalists to find stories that might align with editorial requirements of outlets they worked for or
pitched to. Prior work has found this to be a factor that would support lead uptake if implemented
[27], and in this work we presented one potential operationalization of this criterion, validated
its utility with a small sample of reporters, and even uncovered specific reporting contexts (e.g.
freelancing) wherein this support could be central. Other ways of calculating this subsidy this
could also improve its efficacy. Beyond this, news angles helped highlight specific newsworthy
stories even when jargon-heavy titles and abstracts did not elicit immediate interest. Recent work
in generating news angles using LLMs for political press releases similarly found that the technique
helped journalists engage with complex material more quickly [98]. Unlike this work however,
we prompted the system to deliver diverse news angles by manipulating finer prompt wording
and parameter settings. Providing angles along specific news values such as controversy or novelty
as in [98] could help users filter articles by their exhibited news angles - a functionality some
participants expressly requested.
In terms of the specific controls offered over the corpus of preprints and the subsidies, users

benefited from the flexibility to select the ranking and filtering strategies themselves i.e. ranking
based on either the newsworthiness or the outlet relevance, depending on whether they were
freelancers or staffers. This exemplifies a specific case of how allowing users to choose and influence
ranking strategies can improve their experience [60]. Similar work in computational journalism
[95] allowed comment moderators to adjust a ranking or choose ranking presets to help evaluate
news comment quality. Our findings here broadly align with and express support for such a
ranking based design approach that facilitates ranking choice or adaptation for different editorial
purposes. We further found that support for ranking, filtering, and navigating by scores instead of
providing outright recommendations helped participants streamline news discovery and exercise
their own judgment, without making them feel like it constrained their autonomy. Prior work
has also leveraged these benefits of ranking approaches [27, 30, 128]. Beyond what has already
been observed, we find a specific way in which this approach allows journalists to exercise their
judgment: using the rankings, several journalists not only examined highly ranked items, but
intentionally searched for hidden gems i.e. more exclusive leads from the lower ranked items.

These insights may also hold for the design of CND tools to enable journalistic agency in contexts
beyond science reporting, although adapting such a system to other beats would entail changes to
how subsidies for ranking and filtering are computed. This could mean selecting domain-specific
news values to operationalize for the newsworthiness score (e.g. surprise for sports news to capture
newsworthy upsets), and even possibly optimizing for different criteria when prompting and
evaluating LLMs (e.g. lifestyle news exhibits a different style of writing as compared to science
reporting).

6.1.2 Towards Reliance in the Longer-term. Another way in which participants’ conversations
around enhanced agency and editorial alignment took shape was in the way of discussing their
longer term benefits (Section 5.1). For one, users found that the quick filtration and navigation could
help with what prior work has identified as “backgrounding” [30] i.e. gaining broader perspective
on scientific developments and trends. This can help journalists to build their news judgment in the
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longer term [12] and improve their “nose for news”. Providing specific features to further support
this backgrounding effort, such as greater historical context like provided to scientists by services
such as Semantic Scholar, while calibrating it for the needs and time constraints of non-technical
experts like journalists could be useful.
Journalists also suggested new features like local explanations for quantitative scores. This

would improve their ability to act in an informed manner, aligning with prior calls for explainable
interfaces in computational journalism tools [62]. We uncovered users’ specific motivations for
wanting explainability, along with their ideas for its implementation. This can inform the design of
tangible features in future work. For instance, we found that while freedom to explore the interface
built some level of initial trust, score explanations would better support trust over extended use,
especially when users disagreed with scores and wanted to understand why. Disagreement could
reflect either the tool being incorrect or present a learning opportunity to the journalist who might
have missed something. Agreement with scores also led to a desire for explanation: so that they
could understand if they had picked up on the same aspect of newsworthiness as the computed
score. If not, that could broaden their reporting as well. This idea of building trust is thus also
linked to two related functions that explanations have empirically been found to support in other
domains: recognizing buggy system outputs, and learning from system outputs [59]. Another
potential impact of explanations that our participants did not voice but which arises in the context
of journalists’ learning and growth is that they could specifically allow users to reflect on the values
emphasized in their work over the longer term [62]. Actively designing explanations to better
support these functions is vital, and even building on it by allowing users to report and dismiss
scores and angles that are low-quality or even harmful would be needed, as recent scholarship
around algorithmic contestability in HCI has suggested [71, 123].

Journalists also desired transparency about training data and models, especially to reveal fallacies
in generative models [10, 56]. However, the extent of transparency sought broadly depended on
the journalist’s own technical expertise. Recent work similarly shows that effective explanations
for computational tools in the news should generally match users’ expertise [85] and promote
easy understanding [55]. Conducting an evaluation of CND explanations and transparency based
on technical expertise can help nuance these insights as well. Implementing internal audits of
these systems could also provide a systematic understanding of what the computed subsidies
could be missing, and bring to light broader bias patterns that arise if they are used uncritically
[102], leading to better design and well-informed usage. We also hope to explore more specialized
audit methods for biases in LLMs in future work, such as red-teaming and human-AI collaborative
auditing [40, 104]. Operationalizing different normative ideals in journalism - not just news values,
but even values such as diversity, objectivity, etc. [25, 63, 68] - and understanding how subsidies
might impact those for smaller samples could be a promising direction of work.

Finally, our participants were also conscious of how CND tools can alter the functioning of the
newsroom [96], and direct journalistic and societal attention at scale [54] (Section 5.3). Some even
used navigation and filtering to understand what kinds of stories were systematically elevated
and which they might miss out on, thus conducting ad-hoc audits of their own, reminiscent of
user-engaged auditing [24]. However, when describing the overall role that CND could play in
their practice, they considered it to be analogous to other human and algorithmic curators in their
news discovery repertoires, while also providing a novel signal of potentially newsworthy science.
They voiced several pitfalls of relying solely on PR such as the limited sources and the potential
for institutional bias, and saw CND as a way to add new perspectives in their reporting. They
were not blind to its potential biases, but rather considered them in context of the indicators of
newsworthiness they already relied on. The simple and navigable UI could this enable reporting
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diversity over time, by enabling access to sources lacking PR or impact factors [81]. It could also
facilitate coverage across different kinds of article within these sources.

6.2 Newsworthiness and News Discovery
In the following subsections we elaborate our findings as they relate to understandings of newswor-
thiness, including its domain-specific but also contextual and personal dimensions, and specifically
delving into the dimension of exclusivity.

6.2.1 Newsworthiness is Domain-specific, but also Contextual and Personal. Our discussion so far
has considered the idea of newsworthiness at a high-level of abstraction, and considered how
CND tools can enhance agency and do so reliably as journalists evaluate newsworthiness. We
now discuss the repercussions of our findings for what actually constitutes newsworthiness in
our chosen domain, and how this might vary based on reporting context and personal interests.
For context, in prototyping the subsidies, we drew from across journalism studies, CND and HCI
(Section 2.2) to establish relevant news values, motivate evaluation of outlet fit, and generate news
angles. We argued that these allow for the incorporation of broader editorial values, and observed
that our participants found them useful.
However, we found newsworthiness is not only dependent on news values relevant to broader

science news production, but also depends on reporters’ own professional priorities and the
demands of their roles (Section 5.2). For instance, certain news values outside the scope of the
current evaluation were deemed relevant for different reporting contexts. Providing options to view
them or toggle their incorporation into newsworthiness scores could help. Reporters for generalist
news outlets could be supported by news values that relate to the popular reception of a story e.g.
proximity to their specific geographical context, celebrity names, and share-worthiness [7, 52, 122].
Writers of study stories could also toggle an option to view interesting audio-visual material from
scientific articles, which are known to lend a special appeal to study stories [7, 52].

Further, our findings also highlight a need for more personalized conceptions of newsworthiness,
especially according to the thematic or creative interests of journalists (Section 5.3). We find that
this could balance journalists’ own interests with editorial assessments of newsworthiness or outlet
fit for the stories they pitched. This was especially desired by freelance journalists, who often have
some autonomy to seek out stories instead of being assigned them. They actively search for stories
that align with their interests and are feasible for them to cover given their available resources.
However, they also face the challenge of pitching stories to various types of outlets, necessitating a
delicate balance between satisfying editorial interests and pursuing their preferred subjects. We
remind the reader that with the structural and institutional transformations in the field of science
journalism that have caused a large-scale shift to freelance work for science journalists [32], it is
vital that we design interventions that cater to the needs of this growing population. Issues around
time compression that we have reviewed are also exacerbated for freelancers, since they must
invest substantial effort not only in sourcing stories but also in bridging gaps in their scientific
knowledge and managing their professional reputations without any institutional support [5].

Personalized rankings accompanied by the newsworthiness subsidies can help journalists make
these judgements during the news discovery process. For instance, future tools could boost articles
similar to stories journalists have written before, if they have a particularly narrowly-focused
beat, or generate news angles similar to the types of angles present in the journalist’s prior
work. Offering customizability on the specific news values aggregated within the newsworthiness
score as suggested above [95] could specifically support journalists who prioritize certain news
values on account of either personal or the above mentioned contextual reasons. Participants even
recommended personalization on the basis of their reading level, long-term usage patterns in the
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tool, and specific kinds of news angles they enjoyed covering (e.g. human interest). Recent work
has found evidence in support of personalized, LLM-generated news angles as well, but this can
require time and experience for phrasing and scoping prompts, which journalists may not always
possess [98]. We echo their call for future work that explores support for journalists writing and
refining LLM prompts for news discovery workflows. Ultimately, we excluded implementations of
search and personalization in this study to conduct a minimal evaluation of the subsidies. However,
displaying explicitly personalized results alongside the existing information subsidies in longer-
term deployments could help understand if this truly supports journalists in balancing their creative
and personal preferences with organizational goals.

Such evaluation is necessary because algorithmic personalization also presents trade-offs: while
it caters to journalists’ personal preferences for stories and topics, it can also raise ethical concerns
around biases in how information is ranked and filtered [22, 30]. While the newsworthiness score
and outlet relevance score have some kind of journalistic and editorial values encoded into them
in both our work and prior scholarship in CND [28, 30, 70, 128], personalization may not provide
this benefit. Some of the questions our users raised around algorithmic curation and how it could
detract attention from certain stories applies to personalization-based ranking as well.
One way to navigate the trade-off between catering to journalists’ interests while avoiding

personalization that reduces the variety and quality of their reporting is to conduct internal audits
of explicit personalization mechanisms, as suggested for computational subsidies above. Allowing
users to navigate, sort, and filter articles by personalized relevance scores could also help them
explore lower-ranked items more intentionally, similar to how they did for low newsworthiness
score items. This can go further in helping them to systematically look through items that are
not recommended to them right off the bat, but in a way that is manageable and can be done in
their own time. An additional benefit is also that this level of control could help build trust in
the personalized rankings like it did for computational subsidies in the study and like prior work
has shown [50]. Studies of the benefits users derive, if any, from such control mechanisms over
longer-term deployments are needed. Science writing is as much an endeavor in creativity and
story-telling as it is in engaging with normative values in journalism to tell relevant stories. To be
able to support the former without compromising on the latter would be important to navigate for
end-users.

6.2.2 Discovering News Stories: Exclusivity, Collaboration, or Both? The emphasis laid by our
participants on exclusivity (Section 5.1) shows how traditional news values, as operationalized
within the newsworthiness score in our case, paint an incomplete picture of newsworthiness; the
exclusivity of a lead can often determine its final selection [115]. This desire for exclusivity within
CND tools has been seen before [27], but received a deeper consideration in our context from both
freelancers and writers of study stories, neither of whom wanted to spend time pitching leads
that would already be covered by competitors (Section 5.3). Some were also concerned that such a
common repository of computational subsidies could reduce perceived exclusivity and diminish
the overall uptake of leads and news angles from CND tools. Some suggested features to enable
exclusivity evaluation for leads, which might be supported using recent news coverage or aggregate
viewing patterns within the tool.

However, whether exclusivity should be incorporated into such tools is as much a judgment
about journalists’ informational needs as it is about their normative values. Our findings hint
at this duality as well: one participant weighed the homogeneity of news angles against their
educational benefits for inexperienced reporters. A broader homogeneity in the news may also
enhance robustness and consensus around scientific issues from the public’s perspective, with
different reporters bringing their vetting skills, unique ideas, and organizational values to a story.
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Such a philosophical shift away from exclusivity and toward sharing of resources historically led
to the formation of the Associated Press in the U.S. It has also yielded returns in the context of
investigative journalism in terms of open-sourcing of data, methods, and best practices which
facilitate collaborations across newsrooms and produce more robust and reproducible journalism
[84]. Konow-Lund et al. (2019) even describe the extensive benefits of global collaboration in
investigative journalism, and how digital tools have mediated and supported these efforts [64].
One could conceptualize such an orientation within CND tools for science journalism as well,

where signals of collective interest (e.g. aggregate viewing patterns for leads) could be framed as
opportunities for collaboration, rather than invoking problematic tensions surrounding speed or
urgency that can often threaten reporting quality [100]. Two recent developments in the coverage
of science and technology also support this potential shift: (1) increased time pressures that we
discussed before mean that journalists might benefit from collaborating with peers to combine
their efforts in the public interest, as well as to hone their own reporting skills (2) scientific
collaboration and technological supply chains are increasingly globalized [31, 43, 113], meaning
that collaborations between journalists across geographies could reveal wider insights about the
research conducted by both universities and companies alike, and still lead to the production of
distinct stories for all their individual audiences.

At the same time, the time pressures and reducing pay rates already compel science journalists
to hastily produce stories in order to stay competitive [5], and so any efforts for designing tools for
collaboration need to actively reduce the friction and time overhead of setup. Based on our findings
we suggest that there is a potentially rich design space that can be explored in future work for
thinking about how to balance exclusivity with potential for collaboration in CND tools to support
journalists.

6.3 Implications for CND Interfaces and Features
In the following subsections we describe what we think are some implications and also opportunities
to further develop computational supports and subsidies to enable journalistic news discovery.

6.3.1 Contextual Information Needs Supported by Flexible Interfaces. One clear opportunity emerg-
ing from our findings is for designing modular, flexible interfaces that can be configured according
to journalists’ reporting contexts (Section 5.2). While prior work has suggested that configurability
of tools and their interfaces can support their usability and integration into journalistic workflows
[30, 46], our work here contributes vital nuance to this by identifying several different axes along
which such configurability can be offered (e.g., level of experience, writing format). Here we describe
some of the ways this can be achieved, via examples of features that users can toggle on or off.
Offering them as intelligent defaults based on user contexts and backgrounds can also reduce the
initial overhead of setup.
For instance, inexperienced reporters looking to learn about outlet fit and pitching might be

supported by an option to view detailed context for quantitative outlet relevance scores, e.g., popular
or recent news stories from a chosen outlet that a lead is semantically similar to, or news articles
based on prior work from the same scientists. Given their lack of an established network or
contacts, they might even benefit from being suggested domain experts based on the similarity
or newsworthiness of their research, and consent to being suggested. Feature writers could be
provided options to cluster recent articles by similarity or sort similar articles chronologically, so
that they could spot new trends in science. Writers of study stories would benefit from the seamless
scrolling of leads similar to our UI.
Reporters’ varying time availability and workloads also motivate certain features to support

contextual variation. Our participants conveyed that features such as bookmarks, scientists’ contact
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information, and email alerts with customizable frequencies and thresholds for newsworthiness
scores could help them archive leads for future coverage, which aligns with previous successful
implementations [30, 128]. Although these features were not included in our study, which focused
on evaluating needs and expectations for specific computational subsidies, their potential usefulness,
particularly in longer-term deployments, is evident.

Ultimately, flexibility in tool design can have tangible advantages, as it encourages journalists to
invest more effort in pursuing leads [27]. However, providing it at the different levels discussed in
this section is also difficult because designing complex user interfaces and aggregating different
information sources to align with diverse preferences can be conceptually and computationally
challenging [27]. Future work concerning configurability for computational news discovery must
explore how it can be embedded in a way that aligns with journalistic values, but is also tech-
nologically feasible. It must also delve into how configurable features interact with journalists’
expectations and assumptions in a real environment, which can further impact how these tools are
perceived and used [94, 97].

6.3.2 Generative Support For Sense-making and Reporting. Recent developments in generative text
models have elicited great excitement within journalism, and our participants’ initial interactions
with this technology was not so different: the generated news angles in our study enabled journalists
to identify newsworthy narratives and elicited largely positive feedback (Section 5.1). Such a
generative approach appears to align with the idea that newsworthiness is not necessarily inherent
to events, but is rather generated by contextualizing and framing information [66].
Still, the positive response was somewhat surprising given the known concerns with model

hallucination, the potential to output inaccurate text, and the lack of transparency around training
data. However, the participants largely seemed nonplussed and willing to work with the generated
angles as suggestions that they further validated. From a quality standpoint, there were still the
occasional cases where the generated text significantly repeated the title and abstract, or didn’t
offer substantial variance amongst the set of angles generated. It’s possible that these issues could
be mitigated in future work by utilizing stricter values of parameters such as the frequency penalty,
or by automatically filtering out generated angles in cases of high semantic similarity to the abstract
or to other angles. Future implementations could develop different prompting strategies that could
be keyed towards specific news values like conflict, negative consequences, as described above
[98], so that presented news angles exhibit more deliberate variation. Either way, we learned that
incorporating some notion of uniqueness into an evaluation protocol would be helpful, so that this
dimension can be measured and minimized with respect to model parameters or prompts.

A specific reason for participants’ positive responses was that the news angles could sometimes
help them identify not only interesting narratives from the research, but also potential audiences,
stakeholders, and interviewees for the resulting news stories. Prompting large language models
that are augmented by knowledge bases to specifically generate these items for a given scientific
abstract could thus provide further support for journalists’ ideation process [67]. Prompting models
to generate these responses based on the discussion and conclusion sections of articles could
perhaps offer greater accuracy or relevance of the responses as well. Based on the prior discussions
concerning personalization and outlet relevance, one can also imagine designing prompts to tailor
news angles specifically for journalistic interest or for greater outlet fit. Generating text based
on standard taxonomies of news angles could further permit the filtering of leads based on the
news angles they exhibit [83]. This would enable further agency and control over the subsidies in
a way that produces personalized outcomes. If journalists were to participate in this process of
tailoring the prompts, that also could enable the development of ways for educating them about
using generative models.
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6.4 Limitations
In this study, we recruited eleven participants who operated in varied professional contexts and
environments (e.g. staff journalists vs. freelancers, science features writers vs. study story writers,
etc.). We believe this provided us with an adequate sample of interviewees who had wide-ranging
experiences and approaches to their work. However, our sample was geographically limited to
include participants who wrote for national-level news outlets in the United States, and further
work is required to investigate how our findings generalize to other regional contexts. Our sample
contained an almost equal split of male and female identifying participants, but it exhibited limited
racial diversity. Demographic diversity could impact how journalists prioritize news values and
the specific constraints they operate under, and future work should consider these factors when
examining the perceptions and usage of computational news discovery tools. Finally, the lead
discovery tool we developed solely covered Computer Science articles on arXiv, which limits
its applicability in the wider field of science journalism. In future work we hope to extend it to
other scientific domains, enhancing utility for the broader community of science and technology
journalists.

7 CONCLUSION
In this work we uncover the potential opportunities and implications of CND tools for professional
workflows and responsibilities in science journalism. To accomplish this, we prototype different
computational subsidies and an interactive UI to create a tool that can support news discovery,
and interview reporters as they use it to discover and brainstorm leads. We find that the presented
subsidies are largely aligned to editorial values, and can help journalists exercise greater agency
in their interactions with the vast landscape of complex scientific work. Beyond this, subsidies
also offer a range of utility that is contingent on specific reporting contexts. We also uncover
various trade-offs that journalists make within their practice that CND can sway, or even new
macro-level tensions that CND itself can introduce. Based on these findings, we reflect on how
CND can broadly support agency in journalistic practices and do so reliably over the longer term;
allow for more personal, contextual and even peer-collaborative conceptions of newsworthiness
in news discovery; and create novel functionality during news discovery via leveraging flexible
interface design and generative models. Ultimately, CND tools designed with an eye towards these
nuances of their socio-technical context can not only streamline individual journalists’ workflows,
but could shift their dynamics with editors and peers, make journalistic work more sustainable in
the longer term, and ultimately further the public interest by enabling more scientific information
for broader audiences.

ACKNOWLEDGMENTS
This work was funded by the National Science Foundation through Award No. IIS-1845460. We
express our gratitude to the journalists who engaged in our interviews, offering both valuable
insights and inspiration. We also extend our thanks to Darren Gergle, Ágnes Horvát, Ayse Hunt,
and Vien Nguyen for their substantial support and constructive feedback during various stages of
this project.

REFERENCES
[1] Ashraf Abdul, Jo Vermeulen, Danding Wang, Brian Y. Lim, and Mohan Kankanhalli. 2018. Trends and Trajectories for

Explainable, Accountable and Intelligible Systems: An HCI Research Agenda. In Proceedings of the 2018 CHI Conference
on Human Factors in Computing Systems. ACM, Montreal QC Canada, 1–18. https://doi.org/10.1145/3173574.3174156

[2] Sigurd Allern. 2002. Journalistic and Commercial News Values: News Organizations as Patrons of an Institution and
Market Actors. Nordicom Review 23, 1-2 (Sept. 2002), 137–152. https://doi.org/10.1515/nor-2017-0327

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://doi.org/10.1145/3173574.3174156
https://doi.org/10.1515/nor-2017-0327


Understanding Practices around Computational News Discovery Tools in the Domain of Science Journalism 142:27

[3] Saleema Amershi, Dan Weld, Mihaela Vorvoreanu, Adam Fourney, Besmira Nushi, Penny Collisson, Jina Suh, Shamsi
Iqbal, Paul N. Bennett, Kori Inkpen, Jaime Teevan, Ruth Kikin-Gil, and Eric Horvitz. 2019. Guidelines for Human-AI
Interaction. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems. ACM, Glasgow Scotland
UK, 1–13. https://doi.org/10.1145/3290605.3300233

[4] Jacopo Amidei, Paul Piwek, and Alistair Willis. 2019. The use of rating and Likert scales in Natural Language
Generation human evaluation tasks: A review and some recommendations. In Proceedings of the 12th International
Conference on Natural Language Generation. Association for Computational Linguistics, Tokyo, Japan, 397–402.
https://doi.org/10.18653/v1/W19-8648

[5] Josh Anderson and Anthony Dudo. 2023. A View From the Trenches: Interviews With Journalists About Reporting
Science News. Science Communication 45, 1 (2023), 39–64. https://doi.org/10.1177/10755470221149156

[6] Martin W. Angler. 2017. Science journalism: an introduction (1st edition ed.). Routledge, London ; New York.
[7] Franziska Badenschier and Holger Wormer. 2012. Issue Selection in Science Journalism: Towards a Special Theory

of News Values for Science News? In The Sciences’ Media Connection –Public Communication and its Repercussions,
Simone Rödder, Martina Franzen, and Peter Weingart (Eds.). Vol. 28. Springer Netherlands, Dordrecht, 59–85. https:
//doi.org/10.1007/978-94-007-2085-5_4

[8] Aleszu Bajak. 2016. The Economics of Being a Young Science Writer. https://undark.org/2016/10/26/economics-young-
science-writer/ Retrieved November 2, 2022.

[9] Charlie Beckett. 2019. New Powers, New Responsibilities: A Global Survey of Journalism and Artificial Intelligence.
Technical Report. JournalismAI, London School of Economics and Political Science, UK.

[10] Emily M. Bender, Timnit Gebru, Angelina McMillan-Major, and Margaret Mitchell. 2021. On the Dangers of Stochastic
Parrots: Can Language Models Be Too Big?. In Proceedings of the 2021 ACM Conference on Fairness, Accountability,
and Transparency (Virtual Event, Canada) (FAccT ’21). Association for Computing Machinery, New York, NY, USA,
610–623. https://doi.org/10.1145/3442188.3445922

[11] Deborah Blum. 2021. Science journalism grows up. Science 372, 6540 (April 2021), 323–323. https://doi.org/10.1126/
science.abj0434

[12] Deborah Blum, Mary Knudson, and Robin Marantz Henig (Eds.). 2006. A field guide for science writers (2nd ed.).
Oxford University Press, Oxford [England] ; New York.

[13] Lutz Bornmann, Robin Haunschild, and Rüdiger Mutz. 2021. Growth Rates of Modern Science: A Latent Piecewise
Growth Curve Approach to Model Publication Numbers from Established and New Literature Databases. Humanities
and Social Sciences Communications 8, 1 (Oct. 2021), 224. https://doi.org/10.1057/s41599-021-00903-w

[14] Virginia Braun and Victoria Clarke. 2006. Using Thematic Analysis in Psychology. Qualitative Research in Psychology
3, 2 (Jan. 2006), 77–101. https://doi.org/10.1191/1478088706qp063oa

[15] Meredith Broussard, Nicholas Diakopoulos, Andrea L. Guzman, Rediet Abebe, Michel Dupagne, and Ching-Hua
Chuan. 2019. Artificial Intelligence and Journalism. Journalism & Mass Communication Quarterly 96, 3 (Sept. 2019),
673–695. https://doi.org/10.1177/1077699019859901

[16] Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind Neelakantan,
Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen Krueger, TomHenighan,
Rewon Child, Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric
Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford,
Ilya Sutskever, and Dario Amodei. 2020. Language Models are Few-Shot Learners. http://arxiv.org/abs/2005.14165
arXiv:2005.14165 [cs].

[17] Geoff Brumfiel. 2009. Science journalism: Supplanting the old media? Nature 458, 7236 (March 2009), 274–277.
https://doi.org/10.1038/458274a

[18] Mandi Cai and Sachita Nishal. 2023. Motivations, Goals, and Pathways for AI Literacy for Journalism. In CHI’23
Workshop on AI Literacy: Finding Common Threads between Education, Design, Policy, and Explainability.

[19] Dhivya Chandrasekaran and Vijay Mago. 2022. Evolution of Semantic Similarity—A Survey. Comput. Surveys 54, 2
(March 2022), 1–37. https://doi.org/10.1145/3440755

[20] Suzannah Evans Comfort, Mike Gruszczynski, and Nicholas Browning. 2022. Building the Science News Agenda:
The Permeability of Science Journalism to Public Relations. Journalism & Mass Communication Quarterly (2022),
10776990211047949. https://doi.org/10.1177/10776990211047949

[21] Rumen Dangovski, Michelle Shen, Dawson Byrd, Li Jing, Desislava Tsvetkova, Preslav Nakov, and Marin Soljačić. 2021.
We Can Explain Your Research in Layman’s Terms: Towards Automating Science Journalism at Scale. Proceedings of the
AAAI Conference on Artificial Intelligence 35, 14 (May 2021), 12728–12737. https://doi.org/10.1609/aaai.v35i14.17507

[22] Yael de Haan, Eric van den Berg, Nele Goutier, Sanne Kruikemeier, and Sophie Lecheler. 2022. Invisible Friend or
Foe? How Journalists Use and Perceive Algorithmic-Driven Tools in Their Research Process. Digital Journalism 10,
10 (Feb. 2022), 1775–1793. https://doi.org/10.1080/21670811.2022.2027798

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://doi.org/10.1145/3290605.3300233
https://doi.org/10.18653/v1/W19-8648
https://doi.org/10.1177/10755470221149156
https://doi.org/10.1007/978-94-007-2085-5_4
https://doi.org/10.1007/978-94-007-2085-5_4
https://undark.org/2016/10/26/economics-young-science-writer/
https://undark.org/2016/10/26/economics-young-science-writer/
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1126/science.abj0434
https://doi.org/10.1126/science.abj0434
https://doi.org/10.1057/s41599-021-00903-w
https://doi.org/10.1191/1478088706qp063oa
https://doi.org/10.1177/1077699019859901
http://arxiv.org/abs/2005.14165
https://doi.org/10.1038/458274a
https://doi.org/10.1145/3440755
https://doi.org/10.1177/10776990211047949
https://doi.org/10.1609/aaai.v35i14.17507
https://doi.org/10.1080/21670811.2022.2027798


142:28 Sachita Nishal, Jasmine Sinchai, & Nicholas Diakopoulos

[23] Vladimir de Semir. 1998. Press Releases of Science Journal Articles and Subsequent Newspaper Stories on the Same
Topic. JAMA 280, 3 (July 1998), 294. https://doi.org/10.1001/jama.280.3.294

[24] Wesley Hanwen Deng, Boyuan Guo, Alicia Devrio, Hong Shen, Motahhare Eslami, and Kenneth Holstein. 2023.
Understanding Practices, Challenges, and Opportunities for User-Engaged Algorithm Auditing in Industry Practice. In
Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23). Association for Computing
Machinery, New York, NY, USA, 1–18. https://doi.org/10.1145/3544548.3581026

[25] Mark Deuze. 2005. What Is Journalism?: Professional Identity and Ideology of Journalists Reconsidered. Journalism 6,
4 (Nov. 2005), 442–464. https://doi.org/10.1177/1464884905056815

[26] Mark Deuze and Charlie Beckett. 2022. Imagination, Algorithms and News: Developing AI Literacy for Journalism.
Digital Journalism 10, 10 (Sept. 2022), 1–6. https://doi.org/10.1080/21670811.2022.2119152

[27] Nicholas Diakopoulos. 2020. Computational News Discovery: Towards Design Considerations for Editorial Orientation
Algorithms in Journalism. Digital Journalism 8, 7 (Aug. 2020), 945–967. https://doi.org/10.1080/21670811.2020.1736946

[28] Nicholas Diakopoulos, Madison Dong, Leonard Bronner, and Jeremy Bowers. 2020. Generating Location-Based News
Leads for National Politics Reporting. In Computation + Journalism Symposium 2020.

[29] Nicholas Diakopoulos, Mor Naaman, and Funda Kivran-Swaine. 2010. Diamonds in the rough: Social media visual
analytics for journalistic inquiry. In 2010 IEEE Symposium on Visual Analytics Science and Technology. IEEE, 115 – 122.
https://doi.org/10.1109/vast.2010.5652922

[30] Nicholas Diakopoulos, Daniel Trielli, and Grace Lee. 2021. Towards Understanding and Supporting Journalistic
Practices Using Semi-Automated News Discovery Tools. Proc. ACM Hum.-Comput. Interact. 5, CSCW2, Article 406
(Oct 2021), 30 pages. https://doi.org/10.1145/3479550

[31] Yuxiao Dong, Hao Ma, Zhihong Shen, and Kuansan Wang. 2017. A Century of Science: Globalization of Scientific
Collaborations, Citations, and Innovations. In Proceedings of the 23rd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining (KDD ’17). Association for Computing Machinery, New York, NY, USA,
1437–1446. https://doi.org/10.1145/3097983.3098016

[32] Sharon Dunwoody. 2021. Science Journalism: Prospects in the Digital Age. In Routledge Handbook of Public
Communication of Science and Technology (3rd ed.). Routledge.

[33] Dominic Espinosa, Rajakrishnan Rajkumar, Michael White, and Shoshana Berleant. 2010. Further Meta-Evaluation of
Broad-Coverage Surface Realization. In Proceedings of the 2010 Conference on Empirical Methods in Natural Language
Processing. Association for Computational Linguistics, Cambridge, MA, 564–574. https://aclanthology.org/D10-1055

[34] Declan Fahy and Matthew Nisbet. 2011. The Science Journalist Online: Shifting Roles and Emerging Practices.
Journalism 12, 7 (Oct. 2011), 778–793. https://doi.org/10.1177/1464884911412697

[35] Alice Fleerackers, Laura L. Moorhead, Lauren A. Maggio, Kaylee Fagan, and Juan Pablo Alperin. 2022. Science in
motion: A qualitative analysis of journalists’ use and perception of preprints. PLOS ONE 17, 11 (Nov. 2022), e0277769.
https://doi.org/10.1371/journal.pone.0277769

[36] Santo Fortunato, Carl T. Bergstrom, Katy Börner, James A. Evans, Dirk Helbing, Staša Milojević, Alexander M. Petersen,
Filippo Radicchi, Roberta Sinatra, Brian Uzzi, Alessandro Vespignani, LudoWaltman, DashunWang, and Albert-László
Barabási. 2018. Science of science. Science 359, 6379 (March 2018), eaao0185. https://doi.org/10.1126/science.aao0185

[37] Nicholas Fraser, Liam Brierley, Gautam Dey, Jessica K. Polka, Máté Pálfy, Federico Nanni, and Jonathon Alexis Coates.
2021. The evolving role of preprints in the dissemination of COVID-19 research and their impact on the science
communication landscape. PLOS Biology 19, 4 (April 2021), e3000959. https://doi.org/10.1371/journal.pbio.3000959

[38] Matthias Gamer, Jim Lemon, Ian Fellows, and Puspendra Singh. 2019. irr: Various Coefficients of Interrater Reliability
and Agreement. https://cran.r-project.org/web/packages/irr/index.html

[39] Oscar H. Gandy. 1980. Information in health: subsidised news. Media, Culture & Society 2, 2 (April 1980), 103–115.
https://doi.org/10.1177/016344378000200201

[40] Deep Ganguli, Liane Lovitt, Jackson Kernion, Amanda Askell, Yuntao Bai, Saurav Kadavath, Ben Mann, Ethan Perez,
Nicholas Schiefer, Kamal Ndousse, Andy Jones, Sam Bowman, Anna Chen, Tom Conerly, Nova DasSarma, Dawn
Drain, Nelson Elhage, Sheer El-Showk, Stanislav Fort, Zac Hatfield-Dodds, Tom Henighan, Danny Hernandez, Tristan
Hume, Josh Jacobson, Scott Johnston, Shauna Kravec, Catherine Olsson, Sam Ringer, Eli Tran-Johnson, Dario Amodei,
Tom Brown, Nicholas Joseph, SamMcCandlish, Chris Olah, Jared Kaplan, and Jack Clark. 2022. Red Teaming Language
Models to Reduce Harms: Methods, Scaling Behaviors, and Lessons Learned. arXiv:2209.07858 [cs.CL]

[41] Albert Gatt and Emiel Krahmer. 2018. Survey of the State of the Art in Natural Language Generation: Core tasks,
applications and evaluation. Journal of Artificial Intelligence Research 61 (Jan. 2018), 65–170. https://doi.org/10.1613/
jair.5477

[42] Katy Gero, Alex Calderwood, Charlotte Li, and Lydia Chilton. 2022. A Design Space for Writing Support Tools
Using a Cognitive Process Model of Writing. In Proceedings of the First Workshop on Intelligent and Interactive
Writing Assistants (In2Writing 2022). Association for Computational Linguistics, Dublin, Ireland, 11–24. https:
//doi.org/10.18653/v1/2022.in2writing-1.2

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://doi.org/10.1001/jama.280.3.294
https://doi.org/10.1145/3544548.3581026
https://doi.org/10.1177/1464884905056815
https://doi.org/10.1080/21670811.2022.2119152
https://doi.org/10.1080/21670811.2020.1736946
https://doi.org/10.1109/vast.2010.5652922
https://doi.org/10.1145/3479550
https://doi.org/10.1145/3097983.3098016
https://aclanthology.org/D10-1055
https://doi.org/10.1177/1464884911412697
https://doi.org/10.1371/journal.pone.0277769
https://doi.org/10.1126/science.aao0185
https://doi.org/10.1371/journal.pbio.3000959
https://cran.r-project.org/web/packages/irr/index.html
https://doi.org/10.1177/016344378000200201
https://arxiv.org/abs/2209.07858
https://doi.org/10.1613/jair.5477
https://doi.org/10.1613/jair.5477
https://doi.org/10.18653/v1/2022.in2writing-1.2
https://doi.org/10.18653/v1/2022.in2writing-1.2


Understanding Practices around Computational News Discovery Tools in the Domain of Science Journalism 142:29

[43] Mary L. Gray and Siddharth Suri. 2019. Ghost Work: How to Stop Silicon Valley from Building a New Global Underclass.
Houghton Mifflin Harcourt, Boston.

[44] Ben Green and Yiling Chen. 2020. Algorithm-in-the-Loop Decision Making. Proceedings of the AAAI Conference on
Artificial Intelligence 34, 09 (April 2020), 13663–13664. https://doi.org/10.1609/aaai.v34i09.7115

[45] Sujata Gupta. 2022. Social Sciences. In A Tactical Guide to Science Journalism (1 ed.), Deborah Blum, Ashley Smart,
and Tom Zeller Jr. (Eds.). Oxford University Press, 168–C23.P37. https://doi.org/10.1093/oso/9780197551509.003.0024

[46] Marisela Gutierrez Lopez, Colin Porlezza, Glenda Cooper, StephannMakri, AndrewMacFarlane, and Sondess Missaoui.
2022. A Question of Design: Strategies for Embedding AI-Driven Tools into Journalistic Work Routines. Digital
Journalism 11, 3 (March 2022), 1–20. https://doi.org/10.1080/21670811.2022.2043759

[47] Chris Hager. 2021. pdfx. https://github.com/metachris/pdfx
[48] Felix Hamborg, Meuschke, Norman, Breitinger, Corinna, and Gipp, Bela. 2017. news-please: A Generic News Crawler

and Extractor. (March 2017). https://doi.org/10.5281/ZENODO.4120316
[49] James T. Hamilton. 2016. Democracy’s Detectives. Harvard University Press.
[50] Jaron Harambam, Dimitrios Bountouridis, Mykola Makhortykh, and Joris van Hoboken. 2019. Designing for the

Better by Taking Users into Account: A Qualitative Evaluation of User Control Mechanisms in (News) Recommender
Systems. In Proceedings of the 13th ACM Conference on Recommender Systems. ACM, Copenhagen Denmark, 69–77.
https://doi.org/10.1145/3298689.3347014

[51] Tony Harcup and Deirdre O’Neill. 2001. What Is News? Galtung and Ruge revisited. Journalism Studies 2, 2 (Jan.
2001), 261–280. https://doi.org/10.1080/14616700118449

[52] Tony Harcup and Deirdre O’Neill. 2017. What is News?: News values revisited (again). Journalism Studies 18, 12 (Dec.
2017). https://doi.org/10.1080/1461670X.2016.1150193

[53] Jeffrey Heer. 2019. Agency plus Automation: Designing Artificial Intelligence into Interactive Systems. Proceedings of
the National Academy of Sciences 116, 6 (Feb. 2019), 1844–1850. https://doi.org/10.1073/pnas.1807184115

[54] Natali Helberger, Max Van Drunen, Sarah Eskens, Mariella Bastian, and Judith Moeller. 2020. A freedom of expression
perspective on AI in the media – with a special focus on editorial decision making on social media platforms and in the
news media. European Journal of Law and Technology 11, 3 (Dec. 2020). https://ejlt.org/index.php/ejlt/article/view/752

[55] Hendrik Heuer. 2021. The Explanatory Gap in Algorithmic News Curation. In Disinformation in Open Online Media:
Third Multidisciplinary International Symposium, MISDOOM 2021, Virtual Event, September 21–22, 2021, Proceedings.
Springer-Verlag, Berlin, Heidelberg, 1–15. https://doi.org/10.1007/978-3-030-87031-7_1

[56] Matthew K. Hong, Adam Fourney, Derek DeBellis, and Saleema Amershi. 2021. Planning for Natural Language
Failures with the AI Playbook. In Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems.
ACM, Yokohama Japan, 1–11. https://doi.org/10.1145/3411764.3445735

[57] David M. Howcroft, Anya Belz, Miruna-Adriana Clinciu, Dimitra Gkatzia, Sadid A. Hasan, Saad Mahamood, Simon
Mille, Emiel van Miltenburg, Sashank Santhanam, and Verena Rieser. 2020. Twenty Years of Confusion in Human
Evaluation: NLG Needs Evaluation Sheets and Standardised Definitions. In Proceedings of the 13th International
Conference on Natural Language Generation. Association for Computational Linguistics, Dublin, Ireland, 169–182.
https://aclanthology.org/2020.inlg-1.23

[58] Matthew Hutson. 2022. Artificial Intelligence. In A Tactical Guide to Science Journalism: Lessons From the Front
Lines, Deborah Blum, Ashley Smart, and Tom Zeller Jr. (Eds.). Oxford University Press. https://doi.org/10.1093/oso/
9780197551509.003.0035

[59] Dietmar Jannach, Michael Jugovac, and Ingrid Nunes. 2019. Explanations and User Control in Recommender Systems.
In Proceedings of the 23rd International Workshop on Personalization and Recommendation on the Web and Beyond -
ABIS ’19. ACM Press, Hof, Germany, 31–31. https://doi.org/10.1145/3345002.3349293

[60] Dietmar Jannach, Sidra Naveed, and Michael Jugovac. 2017. User Control in Recommender Systems: Overview
and Interaction Challenges. In E-Commerce and Web Technologies, Derek Bridge and Heiner Stuckenschmidt (Eds.).
Vol. 278. Springer International Publishing, Cham, 21–33. https://doi.org/10.1007/978-3-319-53676-7_2

[61] Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezheng Yu, Dan Su, Yan Xu, Etsuko Ishii, Yejin Bang, Andrea Madotto, and
Pascale Fung. 2022. Survey of Hallucination in Natural Language Generation. http://arxiv.org/abs/2202.03629

[62] Bronwyn Jones, Rhianne Jones, and Ewa Luger. 2022. AI ‘Everywhere and Nowhere’: Addressing the AI Intelligibility
Problem in Public Service Journalism. Digital Journalism 10, 10 (Nov. 2022), 1731–1755. https://doi.org/10.1080/
21670811.2022.2145328

[63] Tomoko Komatsu, Marisela Gutierrez Lopez, Stephann Makri, Colin Porlezza, Glenda Cooper, Andrew MacFarlane,
and Sondess Missaoui. 2020. AI Should Embody Our Values: Investigating Journalistic Values to Inform AI Technology
Design. In Proceedings of the 11th Nordic Conference on Human-Computer Interaction: Shaping Experiences, Shaping
Society. ACM, Tallinn Estonia, 1–13. https://doi.org/10.1145/3419249.3420105

[64] Maria Konow-Lund, Amanda Gearing, and Peter Berglez. 2019. Transnational Cooperation in Journalism. In Oxford
Research Encyclopedia of Communication. https://doi.org/10.1093/acrefore/9780190228613.013.881

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://doi.org/10.1609/aaai.v34i09.7115
https://doi.org/10.1093/oso/9780197551509.003.0024
https://doi.org/10.1080/21670811.2022.2043759
https://github.com/metachris/pdfx
https://doi.org/10.5281/ZENODO.4120316
https://doi.org/10.1145/3298689.3347014
https://doi.org/10.1080/14616700118449
https://doi.org/10.1080/1461670X.2016.1150193
https://doi.org/10.1073/pnas.1807184115
https://ejlt.org/index.php/ejlt/article/view/752
https://doi.org/10.1007/978-3-030-87031-7_1
https://doi.org/10.1145/3411764.3445735
https://aclanthology.org/2020.inlg-1.23
https://doi.org/10.1093/oso/9780197551509.003.0035
https://doi.org/10.1093/oso/9780197551509.003.0035
https://doi.org/10.1145/3345002.3349293
https://doi.org/10.1007/978-3-319-53676-7_2
http://arxiv.org/abs/2202.03629
https://doi.org/10.1080/21670811.2022.2145328
https://doi.org/10.1080/21670811.2022.2145328
https://doi.org/10.1145/3419249.3420105
https://doi.org/10.1093/acrefore/9780190228613.013.881


142:30 Sachita Nishal, Jasmine Sinchai, & Nicholas Diakopoulos

[65] J. Richard Landis and Gary G. Koch. 1977. The Measurement of Observer Agreement for Categorical Data. Biometrics
33, 1 (1977), 159–174. http://www.jstor.org/stable/2529310

[66] Marilyn Lester. 1980. Generating Newsworthiness: The Interpretive Construction of Public Events. American
Sociological Review 45, 6 (1980), 984–994. https://doi.org/10.2307/2094914

[67] Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio Petroni, Vladimir Karpukhin, Naman Goyal, Heinrich Küttler,
Mike Lewis, Wen-tau Yih, Tim Rocktäschel, Sebastian Riedel, and Douwe Kiela. 2021. Retrieval-Augmented Generation
for Knowledge-Intensive NLP Tasks. https://doi.org/10.48550/arXiv.2005.11401 arXiv:2005.11401 [cs]

[68] Bibo Lin and Seth C. Lewis. 2022. The One Thing Journalistic AI Just Might Do for Democracy. Digital Journalism 10,
10 (Nov. 2022), 1627–1649. https://doi.org/10.1080/21670811.2022.2084131

[69] Stephanie Lin, Jacob Hilton, and Owain Evans. 2022. TruthfulQA: Measuring How Models Mimic Human Falsehoods.
In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers).
Association for Computational Linguistics, Dublin, Ireland, 3214–3252. https://doi.org/10.18653/v1/2022.acl-long.229

[70] Xiaomo Liu, Armineh Nourbakhsh, Quanzhi Li, Sameena Shah, Robert Martin, and John Duprey. 2017. Reuters Tracer:
Toward automated news production using large scale social media data. In 2017 IEEE International Conference on Big
Data (Big Data). 1483–1493. https://doi.org/10.1109/BigData.2017.8258082

[71] Henrietta Lyons, Eduardo Velloso, and Tim Miller. 2021. Conceptualising Contestability: Perspectives on Contesting
Algorithmic Decisions. Proc. ACM Hum.-Comput. Interact. 5, CSCW1, Article 106 (Apr 2021), 25 pages. https:
//doi.org/10.1145/3449180

[72] Marcel Machill, Markus Beiler, and Jochen Schmutz. 2006. The Influence of Video News Releases on the Topics
Reported in Science Journalism: An explorative case study of the relationship between science public relations and
science journalism. Journalism Studies 7, 6 (Dec. 2006), 869–888. https://doi.org/10.1080/14616700600980637

[73] Ansel MacLaughlin, JohnWihbey, and David Smith. 2018. Predicting news coverage of scientific articles. In Proceedings
of the International AAAI Conference on Web and Social Media, Vol. 12. AAAI Press, 191–200. https://doi.org/10.1609/
icwsm.v12i1.14999

[74] Måns Magnusson, Jens Finnäs, and Leonard Wallentin. 2016. Finding the news lead in the data haystack: Automated
local data journalism using crime data. In Computation + Journalism Symposium 2016.

[75] Neil Maiden, Konstantinos Zachos, Amanda Brown, George Brock, Lars Nyre, Aleksander Nygård Tonheim, Dimitris
Apsotolou, and Jeremy Evans. 2018. Making the News: Digital Creativity Support for Journalists. In Proceedings
of the 2018 CHI Conference on Human Factors in Computing Systems. ACM, Montreal QC Canada, 1–11. https:
//doi.org/10.1145/3173574.3174049

[76] Neil Maiden, Konstantinos Zachos, Suzanne Franks, Lars Nyre, and Carl-Gustav Linden. 2023. Automating Science
Journalism Tasks: Emerging Opportunities. Journalism Practice 0, 0 (June 2023), 1–21. https://doi.org/10.1080/
17512786.2023.2226116

[77] Neil Maiden, Konstantinos Zachos, Suzanne Franks, Rebecca Wells, and Samantha Stallard. 2020. Designing Digital
Content to Support Science Journalism. In Proceedings of the 11th Nordic Conference on Human-Computer Interaction:
Shaping Experiences, Shaping Society. ACM, Tallinn Estonia, 1–13. https://doi.org/10.1145/3419249.3420124

[78] Jeovany Martínez-Mesa, David Alejandro González-Chica, Rodrigo Pereira Duquia, Renan Rangel Bonamigo, and
João Luiz Bastos. 2016. Sampling: How to Select Participants in My Research Study? Anais Brasileiros de Dermatologia
91, 3 (2016), 326–330. https://doi.org/10.1590/abd1806-4841.20165254

[79] Nitika Mathur, Timothy Baldwin, and Trevor Cohn. 2019. Putting Evaluation in Context: Contextual Embeddings
ImproveMachine Translation Evaluation. In Proceedings of the 57th Annual Meeting of the Association for Computational
Linguistics. Association for Computational Linguistics, Florence, Italy, 2799–2808. https://doi.org/10.18653/v1/P19-
1269

[80] John H. McManus. 1994. Market-driven journalism: let the citizen beware? Sage Publications, Thousand Oaks, Calif.
[81] Marko Milosavljević and Igor Vobič. 2021. Human Still in the Loop. In Algorithms, Automation, and News (1 ed.), Neil

Thurman, Seth C. Lewis, and Jessica Kunert (Eds.). Routledge, 119–137. https://doi.org/10.4324/9781003099260-7
[82] Rachel E. Moran and Sonia Jawaid Shaikh. 2022. Robots in the News and Newsrooms: Unpacking Meta-Journalistic

Discourse on the Use of Artificial Intelligence in Journalism. Digital Journalism 10, 10 (Nov. 2022), 1756–1774.
https://doi.org/10.1080/21670811.2022.2085129

[83] Enrico Motta, Enrico Daga, Andreas L. Opdahl, and Bjornar Tessem. 2020. Analysis and Design of Computational
News Angles. IEEE Access 8 (2020), 120613–120626. https://doi.org/10.1109/ACCESS.2020.3005513

[84] Nina C. Müller and Jenny Wiik. 2023. From Gatekeeper to Gate-opener: Open-Source Spaces in Investigative
Journalism. Journalism Practice 17, 2 (Feb. 2023), 189–208. https://doi.org/10.1080/17512786.2021.1919543

[85] Hellina Hailu Nigatu, Lisa Pickoff-White, John Canny, and Sarah Chasins. 2023. Co-Designing for Transparency:
Lessons from Building a Document Organization Tool in the Criminal Justice Domain. In Proceedings of the 2023 ACM
Conference on Fairness, Accountability, and Transparency (FAccT ’23). Association for Computing Machinery, New
York, NY, USA, 1463–1478. https://doi.org/10.1145/3593013.3594093

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

http://www.jstor.org/stable/2529310
https://doi.org/10.2307/2094914
https://doi.org/10.48550/arXiv.2005.11401
https://arxiv.org/abs/2005.11401
https://doi.org/10.1080/21670811.2022.2084131
https://doi.org/10.18653/v1/2022.acl-long.229
https://doi.org/10.1109/BigData.2017.8258082
https://doi.org/10.1145/3449180
https://doi.org/10.1145/3449180
https://doi.org/10.1080/14616700600980637
https://doi.org/10.1609/icwsm.v12i1.14999
https://doi.org/10.1609/icwsm.v12i1.14999
https://doi.org/10.1145/3173574.3174049
https://doi.org/10.1145/3173574.3174049
https://doi.org/10.1080/17512786.2023.2226116
https://doi.org/10.1080/17512786.2023.2226116
https://doi.org/10.1145/3419249.3420124
https://doi.org/10.1590/abd1806-4841.20165254
https://doi.org/10.18653/v1/P19-1269
https://doi.org/10.18653/v1/P19-1269
https://doi.org/10.4324/9781003099260-7
https://doi.org/10.1080/21670811.2022.2085129
https://doi.org/10.1109/ACCESS.2020.3005513
https://doi.org/10.1080/17512786.2021.1919543
https://doi.org/10.1145/3593013.3594093


Understanding Practices around Computational News Discovery Tools in the Domain of Science Journalism 142:31

[86] Michelle Nijhuis. 2015. Freelancing Sucks. Long Live Freelancing. The Last Word On Nothing. https://www.
lastwordonnothing.com/2015/01/14/freelancing-sucks-long-live-freelancing/ Retrieved November 2, 2022.

[87] Matthew C. Nisbet and Declan Fahy. 2015. The Need for Knowledge-Based Journalism in Politicized Science
Debates. The ANNALS of the American Academy of Political and Social Science 658, 1 (March 2015), 223–234. https:
//doi.org/10.1177/0002716214559887

[88] Sachita Nishal and Nicholas Diakopoulos. 2022. From Crowd Ratings to Predictive Models of Newsworthiness
to Support Science Journalism. Proceedings of the ACM on Human-Computer Interaction 6, CSCW2 (Nov. 2022),
441:1–441:28. https://doi.org/10.1145/3555542

[89] Jekaterina Novikova, Ondřej Dušek, and Verena Rieser. 2018. RankME: Reliable Human Ratings for Natural Language
Generation. In Proceedings of the 2018 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, Volume 2 (Short Papers). Association for Computational Linguistics, New
Orleans, Louisiana, 72–78. https://doi.org/10.18653/v1/N18-2012

[90] Michael Nuñez. 2023. Letter from the Editor: How Generative AI Is Shaping the Future of Journalism and Our News-
room. VentureBeat. https://venturebeat.com/ai/letter-from-the-editor-how-generative-ai-is-shaping-the-future-of-
journalism-and-our-newsroom/

[91] Changhoon Oh, Jinhan Choi, Sungwoo Lee, SoHyun Park, Daeryong Kim, Jungwoo Song, Dongwhan Kim, Joonhwan
Lee, and Bongwon Suh. 2020. Understanding User Perception of Automated News Generation System. In Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems. ACM, Honolulu HI USA, 1–13. https://doi.org/
10.1145/3313831.3376811

[92] Andreas L. Opdahl and Bjørnar Tessem. 2021. Ontologies for finding journalistic angles. Software and Systems
Modeling 20, 1 (Feb. 2021), 71–87. https://doi.org/10.1007/s10270-020-00801-w

[93] Ivan Oransky. 2022. Journals, Peer Review, and Preprints. In A Tactical Guide to Science Journalism (1 ed.), Deborah
Blum, Ashley Smart, and Tom Zeller Jr. (Eds.). Oxford University Press, 21–C3.P38. https://doi.org/10.1093/oso/
9780197551509.003.0004

[94] Wanda J. Orlikowski and Debra C. Gash. 1994. Technological Frames: Making Sense of Information Technology in
Organizations. ACM Transactions on Information Systems 12, 2 (April 1994), 174–207. https://doi.org/10.1145/196734.
196745

[95] Deokgun Park, Simranjit Sachar, Nicholas Diakopoulos, and Niklas Elmqvist. 2016. Supporting Comment Moderators
in Identifying High Quality Online News Comments. In Proceedings of the 2016 CHI Conference on Human Factors in
Computing Systems. ACM, San Jose California USA, 1114–1125. https://doi.org/10.1145/2858036.2858389

[96] John V. Pavlik. 2000. The Impact of Technology on Journalism. Journalism Studies 1 (2000), 229 – 237.
[97] Caitlin Petre. 2021. All the news that’s fit to click: how metrics are transforming the work of journalists. Princeton

University Press, Princeton.
[98] Savvas Petridis, Nicholas Diakopoulos, Kevin Crowston, Mark Hansen, Keren Henderson, Stan Jastrzebski, Jeffrey V

Nickerson, and Lydia B Chilton. 2023. AngleKindling: Supporting Journalistic Angle Ideation with Large Language
Models. In Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23). Association for
Computing Machinery, New York, NY, USA, 1–16. https://doi.org/10.1145/3544548.3580907

[99] Kendall Powell. 2015. What Is Science Journalism Worth? Part I. The Open Notebook. https://www.theopennotebook.
com/2015/01/20/what-is-science-journalism-worth-part-i/

[100] Kendall Powell. 2015. What Is Science Journalism Worth? Part II. The Open Notebook. https://www.theopennotebook.
com/2015/01/27/what-is-science-journalism-worth-part-ii/

[101] Ryan Prior. 2022. Science writers should be careful when reporting on preprint studies. The National Association of
Science Writers. https://www.nasw.org/article/science-writers-2022-sciwri22-nasw-conference-preprints-covid-
best-practices-strategies-journalists-pios

[102] Inioluwa Deborah Raji, Andrew Smart, Rebecca N. White, Margaret Mitchell, Timnit Gebru, Ben Hutchinson, Jamila
Smith-Loud, Daniel Theron, and Parker Barnes. 2020. Closing the AI Accountability Gap: Defining an End-to-End
Framework for Internal Algorithmic Auditing. In Proceedings of the 2020 Conference on Fairness, Accountability, and
Transparency. ACM, Barcelona Spain, 33–44. https://doi.org/10.1145/3351095.3372873

[103] Tzipora Rakedzon, Elad Segev, Noam Chapnik, Roy Yosef, and Ayelet Baram-Tsabari. 2017. Automatic jargon identifier
for scientists engaging with the public and science communication educators. PLOS ONE 12, 8 (Aug. 2017), e0181742.
https://doi.org/10.1371/journal.pone.0181742

[104] Charvi Rastogi, Marco Tulio Ribeiro, Nicholas King, Harsha Nori, and Saleema Amershi. 2023. Supporting Human-AI
Collaboration in Auditing LLMs with LLMs. In Proceedings of the 2023 AAAI/ACM Conference on AI, Ethics, and Society
(AIES ’23). Association for Computing Machinery, New York, NY, USA, 913–926. https://doi.org/10.1145/3600211.
3604712

[105] Zvi Reich. 2006. The Process Model of News Initiative: Sources lead first, reporters thereafter. Journalism Studies 7, 4
(Aug. 2006), 497–514. https://doi.org/10.1080/14616700600757928

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://www.lastwordonnothing.com/2015/01/14/freelancing-sucks-long-live-freelancing/
https://www.lastwordonnothing.com/2015/01/14/freelancing-sucks-long-live-freelancing/
https://doi.org/10.1177/0002716214559887
https://doi.org/10.1177/0002716214559887
https://doi.org/10.1145/3555542
https://doi.org/10.18653/v1/N18-2012
https://venturebeat.com/ai/letter-from-the-editor-how-generative-ai-is-shaping-the-future-of-journalism-and-our-newsroom/
https://venturebeat.com/ai/letter-from-the-editor-how-generative-ai-is-shaping-the-future-of-journalism-and-our-newsroom/
https://doi.org/10.1145/3313831.3376811
https://doi.org/10.1145/3313831.3376811
https://doi.org/10.1007/s10270-020-00801-w
https://doi.org/10.1093/oso/9780197551509.003.0004
https://doi.org/10.1093/oso/9780197551509.003.0004
https://doi.org/10.1145/196734.196745
https://doi.org/10.1145/196734.196745
https://doi.org/10.1145/2858036.2858389
https://doi.org/10.1145/3544548.3580907
https://www.theopennotebook.com/2015/01/20/what-is-science-journalism-worth-part-i/
https://www.theopennotebook.com/2015/01/20/what-is-science-journalism-worth-part-i/
https://www.theopennotebook.com/2015/01/27/what-is-science-journalism-worth-part-ii/
https://www.theopennotebook.com/2015/01/27/what-is-science-journalism-worth-part-ii/
https://www.nasw.org/article/science-writers-2022-sciwri22-nasw-conference-preprints-covid-best-practices-strategies-journalists-pios
https://www.nasw.org/article/science-writers-2022-sciwri22-nasw-conference-preprints-covid-best-practices-strategies-journalists-pios
https://doi.org/10.1145/3351095.3372873
https://doi.org/10.1371/journal.pone.0181742
https://doi.org/10.1145/3600211.3604712
https://doi.org/10.1145/3600211.3604712
https://doi.org/10.1080/14616700600757928


142:32 Sachita Nishal, Jasmine Sinchai, & Nicholas Diakopoulos

[106] Nils Reimers and Iryna Gurevych. 2019. Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks. In
Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint
Conference on Natural Language Processing (EMNLP-IJCNLP). Association for Computational Linguistics, Hong Kong,
China, 3980–3990. https://doi.org/10.18653/v1/D19-1410

[107] Boyce Rensberger. 2009. Science journalism: Too close for comfort. Nature 459, 7250 (June 2009), 1055–1056.
https://doi.org/10.1038/4591055a

[108] Laria Reynolds and Kyle McDonell. 2021. Prompt Programming for Large Language Models: Beyond the Few-Shot
Paradigm. In Extended Abstracts of the 2021 CHI Conference on Human Factors in Computing Systems. ACM, Yokohama
Japan, 1–7. https://doi.org/10.1145/3411763.3451760

[109] Aimee Rinehart and Ernest Kung. 2022. Artificial Intelligence in Local News: A Survey of US Newsrooms’ AI Readiness.
Technical Report. Reuters. https://doi.org/10.13140/RG.2.2.16926.82246

[110] Dean Roper, Teemu Henriksson, Kathrin Hälbich, and Ole Martin. 2023. Gauging Generative AI’s Impact on Newsrooms.
Technical Report. WAN-IFRA.

[111] Cristine Russell. 2009. Science Journalism Goes Global. Science 324, 5934 (June 2009), 1491–1491. https://doi.org/10.
1126/science.1176995

[112] Mahdi Sadjadi. 2017. arxivscraper. https://doi.org/10.5281/ZENODO.889853
[113] Advait Sarkar. 2023. Enough With “Human-AI Collaboration”. In Extended Abstracts of the 2023 CHI Conference on

Human Factors in Computing Systems (CHI EA ’23). Association for Computing Machinery, New York, NY, USA, 1–8.
https://doi.org/10.1145/3544549.3582735

[114] Dietram A Scheufele. 2013. Communicating science in social settings. Proceedings of the National Academy of Sciences
110, supplement_3 (2013), 14040–14047.

[115] Ida Schultz. 2007. The Journalistic Gut Feeling: Journalistic Doxa, NewsHabitus andOrthodoxNews Values. Journalism
Practice 1, 2 (June 2007), 190–207. https://doi.org/10.1080/17512780701275507

[116] Raz Schwartz, Mor Naaman, and Rannie Teodoro. 2015. Editorial Algorithms: Using Social Media to Discover and
Report Local News. Proceedings of the International AAAI Conference on Web and Social Media 9, 1 (April 2015),
407–415. https://ojs.aaai.org/index.php/ICWSM/article/view/14633

[117] Pamela J. Shoemaker, Tim P. Vos, and Stephen D. Reese. 2009. Journalists as Gatekeepers. In The Handbook of
Journalism Studies, Karin Wahl-Jorgensen and Thomas Hanitzsch (Eds.). Routledge, New York, NY, 93–107.

[118] C. Estelle Smith, XinyiWang, Raghav Pavan Karumur, and Haiyi Zhu. 2018. [Un]Breaking News: Design Opportunities
for Enhancing Collaboration in Scientific Media Production. In Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems (CHI ’18). Association for Computing Machinery, New York, NY, USA, 1–13. https:
//doi.org/10.1145/3173574.3173955

[119] Petroc Sumner, Solveiga Vivian-Griffiths, Jacky Boivin, Andrew Williams, Lewis Bott, Rachel Adams, Christos A.
Venetis, Leanne Whelan, Bethan Hughes, and Christopher D. Chambers. 2016. Exaggerations and Caveats in Press
Releases and Health-Related Science News. PLOS ONE 11, 12 (Dec. 2016), e0168217. https://doi.org/10.1371/journal.
pone.0168217

[120] Martina Temmerman and Jelle Mast (Eds.). 2021. News Values from an Audience Perspective. Springer International
Publishing, Cham. https://doi.org/10.1007/978-3-030-45046-5

[121] Peter Tolmie, Rob Procter, David William Randall, Mark Rouncefield, Christian Burger, Geraldine Wong Sak Hoi,
Arkaitz Zubiaga, and Maria Liakata. 2017. Supporting the Use of User Generated Content in Journalistic Practice.
In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. ACM, Denver Colorado USA,
3632–3644. https://doi.org/10.1145/3025453.3025892

[122] Damian Trilling, Petro Tolochko, and Björn Burscher. 2017. From Newsworthiness to Shareworthiness: How to
Predict News Sharing Based on Article Characteristics. Journalism & Mass Communication Quarterly 94, 1 (March
2017). https://doi.org/10.1177/1077699016654682

[123] Kristen Vaccaro, Karrie Karahalios, Deirdre K. Mulligan, Daniel Kluttz, and Tad Hirsch. 2019. Contestability in
Algorithmic Systems. In Conference Companion Publication of the 2019 on Computer Supported Cooperative Work and
Social Computing. ACM, Austin TX USA, 523–527. https://doi.org/10.1145/3311957.3359435

[124] Chris van der Lee, Albert Gatt, Emiel van Miltenburg, Sander Wubben, and Emiel Krahmer. 2019. Best practices for
the human evaluation of automatically generated text. In Proceedings of the 12th International Conference on Natural
Language Generation. Association for Computational Linguistics, Tokyo, Japan, 355–368. https://doi.org/10.18653/v1/
W19-8643

[125] Dan Vergano. 2014. The Gig Economy. The Last Word On Nothing. https://www.lastwordonnothing.com/2014/07/24/
the-gig-economy/

[126] Katharine Viner and Anna Bateson. 2023. The Guardian’s Approach to Generative AI. The Guardian. https:
//www.theguardian.com/help/insideguardian/2023/jun/16/the-guardians-approach-to-generative-ai

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.1038/4591055a
https://doi.org/10.1145/3411763.3451760
https://doi.org/10.13140/RG.2.2.16926.82246
https://doi.org/10.1126/science.1176995
https://doi.org/10.1126/science.1176995
https://doi.org/10.5281/ZENODO.889853
https://doi.org/10.1145/3544549.3582735
https://doi.org/10.1080/17512780701275507
https://ojs.aaai.org/index.php/ICWSM/article/view/14633
https://doi.org/10.1145/3173574.3173955
https://doi.org/10.1145/3173574.3173955
https://doi.org/10.1371/journal.pone.0168217
https://doi.org/10.1371/journal.pone.0168217
https://doi.org/10.1007/978-3-030-45046-5
https://doi.org/10.1145/3025453.3025892
https://doi.org/10.1177/1077699016654682
https://doi.org/10.1145/3311957.3359435
https://doi.org/10.18653/v1/W19-8643
https://doi.org/10.18653/v1/W19-8643
https://www.lastwordonnothing.com/2014/07/24/the-gig-economy/
https://www.lastwordonnothing.com/2014/07/24/the-gig-economy/
https://www.theguardian.com/help/insideguardian/2023/jun/16/the-guardians-approach-to-generative-ai
https://www.theguardian.com/help/insideguardian/2023/jun/16/the-guardians-approach-to-generative-ai


Understanding Practices around Computational News Discovery Tools in the Domain of Science Journalism 142:33

[127] Daniel Vogler andMike S Schäfer. 2020. Growing Influence of University PR on ScienceNewsCoverage? A Longitudinal
Automated Content Analysis of University Media Releases and Newspaper Coverage in Switzerland, 2003–2017.
International Journal of Communication 14 (2020), 22. https://doi.org/10.5167/UZH-196282

[128] Yixue Wang and Nicholas Diakopoulos. 2021. Journalistic Source Discovery: Supporting The Identification of News
Sources in User Generated Content. In Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems
(Yokohama, Japan) (CHI ’21). Association for Computing Machinery, New York, NY, USA, Article 447, 18 pages.
https://doi.org/10.1145/3411764.3445266

[129] Daniel S. Weld and Gagan Bansal. 2019. The Challenge of Crafting Intelligible Intelligence. Commun. ACM 62, 6
(June 2019), 70–79. https://doi.org/10.1145/3282486

[130] Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q. Weinberger, and Yoav Artzi. 2020. BERTScore: Evaluating Text
Generation with BERT. In International Conference on Learning Representations. https://openreview.net/forum?id=
SkeHuCVFDr

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 142. Publication date: April 2024.

https://doi.org/10.5167/UZH-196282
https://doi.org/10.1145/3411764.3445266
https://doi.org/10.1145/3282486
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr


142:34 Sachita Nishal, Jasmine Sinchai, & Nicholas Diakopoulos

A APPENDIX A
We collected news articles published in the following news outlets, and computed outlet relevance
scores for all arXiv articles with respect to each.

Table 2. News Outlets for Calculating outlet relevance Scores

Name URL Type of Outlet

ArsTechnica https://arstechnica.com/ Science/Tech News
Futurism https://futurism.com/ Science/Tech News
NewScientist https://www.newscientist.com/ Science/Tech News
The New York Times https://www.nytimes.com/ General News
Popular Science https://www.popsci.com/ Science/Tech News
Popular Mechanics https://www.popularmechanics.com/ Science/Tech News
Quartz https://qz.com/ General News
Salon https://www.salon.com/ General News
ScienMag https://scienmag.com/ Science/Tech News
Scientific American https://www.scientificamerican.com/ Science/Tech News
Stat https://www.statnews.com/ Science/Tech News
TechCrunch https://techcrunch.com/ Tech News
MIT Technology Review https://www.technologyreview.com/ Science/Tech News
The Conversation https://theconversation.com/us General News
VentureBeat https://venturebeat.com/ Tech News
VICE https://www.vice.com/en General News
Vox https://www.vox.com/ General News
The Washington Post https://www.washingtonpost.com/ General News
WIRED https://www.wired.com/ Science/Tech News
The Verge https://www.theverge.com/ Science/Tech News
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B APPENDIX B
Each individual angle generated by GPT-3, for each abstract and each parameter combination,
was rated on a five-point Likert scale from 1 (Strongly Disagree) to 5 (Strongly Agree) for fluency,
accuracy, and angle quality (See Table 3). Overall quality was obtained from the mean ratings of all
criteria.

Table 3. Evaluation Criteria for News Angle Generation

Criterion Definition

Fluency The text is fluent and readable, without grammatical errors [33, 57].
Accuracy The text accurately reflects the material presented in the scientific

abstract [33, 57].
Angle Quality The text centers one or more news angles on the presented scientific

abstract for journalists [83, 92].
Overall Quality Mean of fluency, accuracy, and angle quality.
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C APPENDIX C
Pre-Usage Questions

• How would you describe your work? Freelance? On assignment? A mix of both?
• What are the key sources where you come across or look for leads to report on? What are
your experiences with arXiv?

• What is the easiest part of your lead discovery process as it exists now?
• What is the hardest or most frustrating part you face during your lead discovery process as it
exists now?

Feature: Newsworthiness Score
• What do you think about this metric of newsworthiness? How useful would it be?
• Does this metric align with your sense of what would be newsworthy in your own work?
Why or why not?

• Was there a specific lead in the ranking that you thought was or was not newsworthy or at
least that you might be curious to pursue a bit more?

• What is your level of trust in this measure of newsworthiness to uncover interesting leads?
• Are there any problems this newsworthiness score might present to how you judge potential
leads?

Feature: Outlet relevance Score
• What do you think about this personalization based on relevance to your targeted news
outlets?

• Is the relevance of a potential lead to your targeted outlet a criterion in your work when you
are selecting stories?

• Is this feature effective or distinguishable in your opinion?
Feature: News Angles
• How do the provided news angles impact your decision-making process about a specific lead,
if at all?

• Did any of the provided news angles provide creative sparks for what might make something
interesting to report on further?

• What could make these news angles more effective to aid your decision-making process?
Post-usage Questions
• Is there something missing from this tool that you expected based on the description?
• Are there any features that you think might enhance the utility of this tool for how you’d
want to use it? Any further information we can provide to make this task easier?

• Can you see yourself using a recommender system with some or all of these features as part
of your regular workflow?

• What might keep you from using this in your regular workflow?
• Do you have an ideal tool or a bucket list for one that might help you uncover potentially
interesting leads from the latest developments in science and technology?
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