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Abstract—In this paper, we propose a methodology for mea-
suring figures of merit relevant to microfluidics practitioners.
We also present a benchmark suite for microfluidics design
automation (MFDA). The suite is composed of generated circuits
designed to challenge tools for specific figures of merit identified
in the measurement methodology. We survey the MFDA literature
to evaluate the state-of-the-art for benchmark and measurement
methodologies. We include in the benchmark distribution a
complete set of transcriptions of the major benchmarks used in
the MFDA literature, including designs previously unavailable.
Benchmarks are distributed in the major hardware description
languages along with reported measurements

Index Terms—Microfluidics, Electronic Design Automation, 3D
Printing, Placement and Routing

I. INTRODUCTION

Microfluidics concerns the precise manipulation of small
amounts of fluids at the nanoliter scale. This is used to
create so-called “lab-on-chips” which consolidate chemical
or biological assays into small automated devices. The goal
of microfluidic design automation (MFDA) is to introduce
computer tools and algorithms to automate aspects of the
design process. [1]

The MFDA community is faced with several related chal-
lenges. The community is lacking an available set of compre-
hensive, shared, and open-source benchmarks. Previous works
identified this problem and began a collection of open-source
benchmarks[2][3] However, this still remains a limited set that
does not bring together all of the major benchmarks currently
in use in the literature, and has not seen adoption. Current
benchmarks do not reflect the scale currently achieved in
electronic design. A set of benchmarks is needed that will
challenge MFDA at scale.

The community is also lacking a clear consensus for ap-
propriate figures of merit, in particular metrics aligned with
the needs of microfluidics practitioners[4]. A pressing concern
is the adoption of new manufacturing techniques such as 3D
printing which challenge existing assumptions and require-
ments.

To address these issues, this work proposes:
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1) A complete set of transcriptions of the major bench-
marks in use in the MFDA literature.

2) A methodology for measuring figures of merit relevant
to microfluidics designers.

3) A set of synthetic benchmarks designed to challenge
tools on specific figures of merit.

4) Initial reported measurements for each benchmarks.

Our proposed figures of merit fall into three categories:
practitioner needs, manufacturability, and optimization. Prac-
titioners are particularly interested in tool runtime and meet-
ing design constraints[4]. Manufacturing concerns include
area/volume and component density. Optimization concerns
are related to the output of synthesis algorithms, includ-
ing control line minimization and component counts. Our
methodology also seeks to address the question of comparing
traditional planar manufacturing and 3D printing.

Our proposed benchmark suite provides a range of synthetic
benchmarks designed to challenge specific metrics in the
placement and routing (PNR) stages of design automation.

The remainder of our paper is organized as follows. Sec-
tion II evaluates previous measurement methodologies in the
literature. Section III proposes a methodology for measuring
and evaluating MFDA tools. Section IV surveys the common
benchmarks used in the literature. Section V proposes a set of
synthetic benchmarks. Section VI concludes the paper.

II. CURRENT USE OF METRICS AND FIGURES OF MERIT
A. Survey of commonly reported metrics in the literature

We surveyed 39 papers which were referenced from two
literature reviews, and evaluated each for metrics reported and
benchmarks used. Papers were taken from Table 1 in Sanka
et al. [3] and from Tables 1 and 2 in Huang et al. [1]. We
noted which metrics and which benchmarks were used in each
paper. All papers were targeting planar devices implemented
in PDMS.

Table I summarizes the results for metrics used. The most
commonly used metric was runtime of algorithm or tool,
with 87% reporting. 79% reported which type of compute
resources were used: usually the processor model, available
memory, and operating system. Programming language used
for implementation was usually given. Tools using an external
solver usually specified which was used (such as an integer



Metric # papers | % papers
Component count 26 67%
Number of valve switching states 7 18%
Valve or control line count 21 54%
Number of flow/control intersections 9 23%
Total linear channel length 20 51%
Delay or latency 10 26%
Area 16 41%
Algorithm specific synthesis metrics 12 31%
Provides design rules or dimensions 11 28%
Runtime (seconds) 34 87%
Specifies compute resources used 31 79%
Success/failure rate of algorithm 4 10%

TABLE I
SURVEY OF METRICS USED IN 39 PAPERS REFERENCED FROM [1][3]

linear programming solver). Runtime is easily quantifiable,
and non-specific to any particulars of algorithm or benchmark.
However, while most papers reported descriptions of the
environment, comparing run time between tools is difficult
due to no clear scaling between different computing resources.
Huang et al.[1] assigned a general “fast, medium, slow” rating
to each algorithm in their review.

The next most commonly specified metric was some type
of operational component count, with 67% reporting. 50% of
papers which specified a component count also specified a
count of each types of components (such as mixers, heaters,
etc.). This metric is difficult to compare due to potentially
conflicting meanings. Some papers are simply specified the
size of the benchmark, such as those optimizing placement and
routing without component minimization. Other papers were
specifically attempting to do resource allocation and schedul-
ing, and minimizing the components used in the schedule.

54% of papers gave a count of valves or control lines.
Intersections between flow and control layers was reported
in 23%. Both of these represent synthesis targets for the
flow/control layer interaction, for control line minimization
and planarity layout optimization respectively. Control input
ports in particular represent a resource bottle neck.

Size information was present in many of the papers. 51% of
papers specified a total linear channel length. 26% specified
a delay or latency metric of a synthesized schedule. 41%
specified an area measurement of the final device. However,
only 28% specified details of design rules, component or
channel dimensions, or device specifics. This is a potential
blind spot in comparing dimensions metrics with possible
unknown dimensions.

Finally, 31% gave other metrics specific to the algorithm.
Papers sometimes provided their own reference algorithm
implementation to compare against, stating uniqueness of their
target optimization.

B. The move to 3D printing

All of the papers surveyed represent design flows targeting
planar PDMS manufacturing. Metrics such as minimizing
control/flow layer intersection for planarity are imposed by
the underlying manufacturing technology. New manufacturing
techniques stemming from advances in 3D printing challenge

existing limitations, but also introducing new constraints[5].
Volume in planar devices is defined by the two-dimensional
area with a fixed depth of the feature. Three-dimensional
features can utilize varying depths to reduce feature surface
area and footprint. Multi-layer routing, typical of electronic
manufacturing, removes the routing restrictions imposed by a
single pair of control and flow layers.

Some challenges remain the same between technologies.
Input/output line utilization remains a problem, perhaps even
worse in 3D printed devices due to the reduced surface area of
a three-dimensional device and the fixed width and height of
the print area in a stereolithography (SLA) printer. Innovations
in connection miniaturization are promising for increasing the
density of external connections [6]. Control line and valve
count minimization also remains a concern. Recent work
proposes transistor like microfluidic structures, bringing the
potential for on-chip control logic[7], but some amount of
external control will continue to be required. Minimizing total
channel length will remain a consistent concern.

C. Metrics of relevance to designers

McDaniel et al[4] interviewed approximately 100 lab-on-
chip designers to determine what factors are relevant to
their work. Of primary concern was correct device function,
meeting design constraints, reliability, legibility, and testa-
bility. They are critically interested in maintaining control
of the design process. Designers recognized a need for fast
algorithms and supplemental tools which boost productivity
and address specific pain points of their workflows. Slow
algorithms would not be adopted, and designers showed no
trust or interest in full turn-key solutions. Metrics associated
with EDA such as channel length and skew, were considered
of little utility. Transport delay has little bearing when assay
times are measured in minutes or hours. Minimizing area
is not a significant cost concern[4]. Reducing reagent and
sample volumes and waste is often cited as a benefit of lab-
on-chips[1], which places interest on minimization of channel
lengths. However, channel length is not considered relevant by
device designers[4].

The adoption of 3D printing introduces new demands on
tools. Given the desire for fast algorithms, it is likely faster
prototyping turnaround times would also be desirable. For
SLA 3D printing, print time is determined by device depth[5],
which could be a target metric for minimization. SLA printing
works within a fixed print area, which places a manufacturing
constraint on area that may not be previously present when
working with planar technologies. SLA printed devices require
post-processing flushing of uncured resin trapped in the device
during printing. Channel lengths are a major contributor to
flushing time.

As is the case with EDA designers, area or timing opti-
mizations are not a problem right up until constraints are
violated. MFDA tools currently do not have a format for design
constraint specification, which will be required for future
work. Synthesis algorithms require a level of trust that users



do not appear to be willing to give[4]. Future development of
tools for verification may improve this situation.

III. PROPOSED MEASUREMENT METHODOLOGY

We identify three groups of metrics: universal metrics that
affect user workflow, metrics for synthesis and optimization,
and metrics for physical design.

Optimization is only of practical use when it is in service
of meeting design constraints. When comparing algorithms
we often target absolute value improvement on a metric.
Absolute improvement reflects on the capability of a tool, but
does not necessarily translate to improvements in outcomes
to meet design constraints. Measurements are also often taken
without first doing predictions of outcome. We propose that
benchmarks also include a set of design constraints of varying
levels of strictness that challenge tools in multiple conditions.

Testing and quality assurance metrics such as validation
time are also relevant metrics, but are not within the scope
of this work. Finally, the implicit metric for any tool is a
need for maintaining correctness. This needs to be explicitly
noted here, as design verification is not currently an explored
problem in MFDA. Verification is beyond the scope of this
work, but must be addressed in the future.

A. Universal metrics

Metrics applicable to all scenarios. These metrics are critical
to two identified user priorities, fast runtime and meeting
design constraints [4].

o Compute environment. Results should be placed in the
context. Papers should report CPU model and speed, total
system memory, programming language, and operating
system.

« Runtime; in seconds. Despite the difficulty in comparing
time between compute environments, runtime remains
a critical metric. Ideally, papers should report runtimes
for both proposed tools and the tools being compared
against, all run in the same environment. Runtimes should
be reported for each flow step, so that comparisons can
be made for individual steps if some steps were not
performed.

o Failure to generate a solution, meet user design con-
straints, or pass manufacturer’s technology design rules;
binary success/failure. If an algorithm fails to complete or
cannot provide a solution, this should be noted. If algo-
rithms are non-deterministic, percent failure rate should
be given.

B. Synthesis metrics

Metrics applicable to tools doing high level device synthesis.
Expected tool input is a high level description of device
operation. Expected tool output is a netlist. Goals for synthesis
are optimization.

o Component count. Synthesis algorithms performing allo-
cation and mapping for schedule. Specifying the types of
allocated component is useful.

e Valve count. Synthesis algorithms performing control line
minimization.

« Input/output port count. Fluid transport requirements and
control line minimization.

C. Physical design metrics

Metrics applicable to physical device generation. Expected
tool input is a netlist. Expected tool output is manufacturing
plans. Goals for physical design is manufacturability. Bench-
marks are defined with the following set of characteristics:

o Component, valve, and IO counts. Reported values used

to describe scale of benchmark problem.

¢ Minimal channel feature size; in micrometers. Establish-

ing bounds on the manufacturing technology to adjust for
differences in sizes.
The figures of merit themselves are reflective of the physical
characteristics of the manufactured device.

o Simple dimensions height, width, and depth; in either
micrometers or multiple of minimum feature size. For
SLA printing, depth is the primary factor impacting print
time.

o Spacial utilization; percent of device size. For two-
dimensional devices, this a percentage of area occupied
by components and channels. For three-dimensional de-
vices, this is percentage of volume.

« Effective planar area; in either micrometers or multiples
of feature size. For two-dimensional devices, this is the
simple area, height x width. For three-dimensional de-
vices, multiply the simple area by the number of routing
layers to get an approximate equivalent planar area. If
routing is not done in a layered fashion, replace number
of layers with depth divided by the minimum feature size.

o Total and maximum channel length; in either micrometers
or multiple of feature size. For SLA printing, this metric
is also related to post-print flush time.

IV. CURRENT STATE OF THE ART FOR BENCHMARKS
A. Commonly used benchmarks

Table II lists the frequency of benchmarks used in the
surveyed papers. No benchmark was used in a majority of
MFDA papers surveyed. Three sets of benchmarks appear
most often in the papers surveyed. The first is a set originating
from Duke University [8]. It consists of three designs derived
from real-life assays: polymerase chain reaction (PCR), in-
vitro diagnostic (IVD), and colorimetric protein assay (CPA).

The second is a set originating from Technical University
of Denmark (DTU)[9]. It consists of five synthetic designs of
increasing size from 10 to 50 components.

A third set consists of devices with similar structure derived
from published fluidic devices[10]-[14], first appearing in
papers from Technical University of Munich (TUM)[15].

Of these benchmarks the PCR benchmark is referenced in
44% of papers surveyed. 26% of papers used benchmarks
from two sets, 38% used benchmarks from only one set, and
36% used no benchmarks from any set. 56% of papers used
a benchmark unique to that paper.



Benchmark # papers | % papers
PCR[8] 17 44%
IVD[8] 14 36%
CPA[8] 12 31%
DTU Synthetic 1-5 [9] 12 31%
Kinase[11] 4 10%
MNACcid Process [12] 4 10%
MRNA[10] 6 15%
ChIP[13] 6 15%
HIV1[14] 3 8%
Other paper specific benchmark 22 56%

TABLE 11
SURVEY OF BENCHMARKS USED IN 39 PAPERS REFERENCED BY [3][1]

Benchmarks specific to papers were typically random
graphs or synthetic benchmarks designed for the paper. No
reproducible details of the structure of these benchmarks was
given.

B. Benchmark analysis

These benchmarks suffer from several drawbacks. The Duke
and DTU sets are given as abstract sequence graphs of
fluidic operations. This is an appropriate input for a high
level synthesis algorithm, such as allocating the sequence
onto shared resources and doing scheduling. However, no
standard synthesized netlist is available for these designs to
use in evaluating stages such as placement and routing. The
distributed format of these benchmarks is an image showing
the sequence graph. No hardware description language (HDL)
is known to the authors which has been used to encode
the graph - the image is the canonical definition. Both of
these sets are frequently cited at the original URLs - both of
which are no longer directly available, nor are they publicly
archived. Recent papers increasingly cite older papers that use
the benchmarks rather than the original URLs.

The TUM set is limited by its focus on benchmarks that
represent a single class of design. The benchmarks are all
of designs utilizing a circular reaction/mixer structure. The
benchmarks themselves are taken from peer reviewed papers
with clear device images and operational descriptions which
can be transcribed. The example netlists given on the Cloud
Columba website [15] utilizes a custom HDL, which specifies
two possible components, the circular reactor and a reservoir.
However, the examples are not an exact match to the devices
presented in the source papers. Simplifications were made to
the device layout, particularly in combining control and pump
lines. Some simplifications appear to change the function of
the design from the procedure described in the original paper.

A set of benchmarks Parchmint has been proposed as a
common standard[2]. Parchmint provides netlists in a consis-
tent JSON format. JSON does have an advantage of being
easily read by libraries in any programming language. The
benchmarks can also be found in the MINT HDL netlist
format. The suite consist of benchmarks aggregated from those
used in the authors’ previous works. This consist largely of
benchmarks originally designed for the Fluigi design flow [16].
Parchmint also proposes a synthesized netlist of some of the
DTU synthetic benchmarks. However it is unclear which of the

seven designs presented in Parchmint is associated with which
of the five designs in the original DTU and what modifications
where made. Several additional benchmarks were transcribed
from device images presented in assay design papers, includ-
ing one[14] also used in the TUM set. The transcriptions
do not appear to reflect the exact structure presented in the
original paper, but have simplifications or modifications. At
time of writing, only one paper was found to cite and use the
Parchmint benchmarks, also written by the primary author of
the benchmark suite[17].

C. Necessary characteristics

The literature survey identified several important character-

istics:

1) Applicability. The Duke and DTU sets are operation
sequence graphs, appropriate as input to a high level
synthesis flow. The TUM and Parchmint sets are netlists,
appropriate as input to placement/routing and manufac-
turing flows. The two types are not targeting the same
goals.

2) Availability. The Duke and DTU sets were referenced
by online location and became unavailable when the
original website was no longer hosted. A copy of the
Duke set has since been shared online[8], and the DTU
sets were reprinted in a dissertation[9]. Benchmarks
transcribed from fluidic devices presented in published
papers could be retranscribed as long as the papers
remain accessible.

3) Reproducibility. A majority (56%) of surveyed papers
used benchmarks unique to the work with no way to
reproduce the benchmark.

4) Consistency. Transcribed benchmarks from the TUM
and Parchmint sets did not match the exact structure
presented in the original device image.

5) Accuracy. Benchmarks need to capture design con-
straints. Transcriptions should accurately match dimen-
sions in the original work. The MINT and Columba
HDLs as well as the Parchmint JSON structure include
dimensional information for channels and components,
necessary for accurate representation. None of these for-
mats are capable of capturing the temporal information
inherent to the operation sequence graphs from DTU and
Duke. Because valve control logic largely lies external
to the bounds of the chip, this information must also be
captured.

6) Interoperability. Research groups developed benchmarks
that would be consistently used within their own work,
but rarely used in work by other groups. Project specific
HDLs inhibit access without tools to convert between
formats.

7) Utility. Benchmarks should demonstrate the key figures
of merit. While inspired by real assays, the Duke and
DTU benchmarks are only partially representative of
actual assays. The TUM benchmarks do not provide a
sufficient variety to demonstrate a range of capabilities.
The use of a limited set of benchmarks could lead
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Fig. 1. Example of an n-stage chain of mixers. Benchmark challenges linearly
scaling the number of components and ports.

to overfitting algorithms to the benchmarks rather than
actual use cases.

8) Complexity. While the PCR benchmark is the most
frequently used, it consists of only 7 cascaded mixing
operations. This is valuable as a baseline, but does not
demonstrate the complexity of design that MFDA tools
are promising to handle[1].

V. PROPOSED BENCHMARK METHODOLOGY

We now propose our physical design benchmark suite. The
suite consists ten benchmarks designed to challenge figures of
merit in the automation of physical design. A summary of the
new proposed benchmarks and their features is presented in
Table 111

The repository also includes a transcription of the Duke
and DTU sequence graphs. Transcriptions from the original
designs are included for benchmarks discussed in section IV
and the Parchmint benchmarks. Designs are rendered when
possible in the Columba HDL[15], MINT HDL, Parchmint[2],
and Verilog.

The benchmarks are distributed as a set of netlists through
a GitHub repository.

A. Functional descriptions

The complete and complete-bipartite benchmarks are com-
plete graphs - all vertices are connected with an edge to every
other vertices. Each vertex is a port, and each edge connects
a pass through connection directly between ports.

The chain benchmark is a sequence of small chambers
connected in series. One input port sources the first element
in the chain, and one port sinks the last element.

The mixer-chain is a sequence of two-to-one mixers con-
nected in series (Figure 1). One input to the mixer comes from
the previous stage, and the other input comes from an input
port. One input port sources the first element in the chain, and
one port sinks the last element.

The binary-tree is a full balanced binary tree of depth n.
Each node is a two-to-one mixer. There is one output port,
and 2" input ports. Each input port is connected to one input
of a mixer.

The gradient-generator implements an ¢ input o output
gradient generator (Figure 2. Each input port is connected to
a serpentine channel. Serpentine channels are place in layers.
Each layer has one more layer serpentine than the previous
layer. Each serpentine in a layers is connected by a shared
channel. Each output is connected to an serpentine connected
to the final shared channel.
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Fig. 2. Example of a 3-stage 2-input gradient generator. Benchmark designed
to challenge geometric growth of area utilization.

Fig. 3. Example of a 3-wide 3-long braid. Benchmark is designed to challenge
linear scaling with mild congestion.

The braid implements repeated layers of gates with inter-
woven fanout (Figure 3). Each layer consists of w nodes with
fan-in 2 and fan-out 2. Each node i, fans out into the next
layer nodes ¢ and ¢4+ 1 mod w. The braid is fed by w source
ports and w sink ports.

The multiplexer implements a full balanced 2™-to-one mul-
tiplexer tree. A core two-to-one multiplexer is made of two
valves fed from two input ports, connected to a shared output
channel. The larger multiplexer is constructed with a tree of
core multiplexers. Each layer of the tree has two control lines
shared among all multiplexers in the layer.

The crossbar consists of two sets of channels fed from ports,
a vertical and horizontal set. Each horizontal channel is con-
nected through a valve to each vertical channel. Connections
can be made between a vertical port and a horizontal port by
activating the intersecting valve.

B. Design methodology

The largest benchmarks currently in use are small compared
to contemporary expectations for EDA. We identified a need
to test tools at different design scales and for different design
constraints. Benchmarks were selected with different scaling
patterns.

Structures were chosen to challenge specific patterns and
cases for metrics. The complete and complete-bipartite graphs
were chosen to challenge the densest possible routing. A mix
of planar and non-planar graphs were selected to challenge
different levels of edges crossing. Trees are commonly found



Name Vertices Edges 10 Challenge

Complete bipartite K, m 0 2mn n+m dense routing, high fanout degrees, high intersections, symmetric
Complete graph K, 0 n? n dense routing, high fanout degrees, high intersections, symmetric

Chain n n n+2 2 long planar paths, low 10

n-stage mixer chain n 2n n—+2 long planar paths, linear component count, high I0/component connection.
Binary tree n 2" —1 2" —1 2" 41 symmetric planar connections, exponential component count

Gradient Generator %, 0 So ik o—1 i+o symmetric planar connections, exponential component count

Braid w, { wl 2wl 2w linear component count, non-planarity, low intersection

Multiplexer n 2" —1 2" —1 2™ 4 2n 41 | planar, linear scale control line, exponential scale component count
Crossbar m, n mn dmn m +n + mn | non-planar, geometric scale control line and component count, symmetric
Nucleic Acid Processor [12] n | 16n+6 | 14n + 25 244+ n typical circular reactor circuit, n parallel reactors

TABLE III
PROPOSED SYNTHETIC BENCHMARKS FOR PHYSICAL DESIGN.

structures, with the multiplexer and gradient generator repre-
sentative of practical usage.

Benchmarks are intended to be reproducible from the de-
scription in this paper. Common recognizable graph types
were used where applicable. Random graphs were avoided -
beyond the availability and reproducibility problems, designs
are generated in structured ways by human designers, not
randomly. The proposed benchmarks do suffer from artificial
symmetry and regularity due to the synthetic origin. Additional
assay transcriptions are needed, but beyond the scope of this
work.

The nucleic acid processor benchmark[12] is representative
of the class of design. As specified in the original source, the
design already has all control lines shared between parallel
stages, with no simplification needed. Scaling the design
by increasing parallel stages will not change the structure
presented in the source.

VI. CONCLUSION

MEFDA is still a growing discipline, and our survey of the
literature shows the use of benchmarks and figures of merit to
be fragmented and inconsistent. Previous attempts to create a
shared benchmark suite or consistent figures of merit have so
far been unsuccessful.

In this work we have proposed a methodology for measuring
figures of merit for MFDA tools, with particular attention to
the needs of microfluidics designers and emerging manufac-
turing technologies. Our proposed benchmark suite aims to
address the issue of benchmarking design scaling in physical
design. We have also included transcriptions of the major
benchmarks used in the literature. Future work is needed,
particularly in the area of accurate transcription of a broad
range of published assays.

We hope that our efforts here improve the accessibility of
the current benchmarks in use to the community. Benchmarks
in the major HDLs and comparative results for major MFDA
tools are distributed through GitHub at https://github.com/
utah-MFDA/mfda_benchmarks
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