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Abstract— Ensuring safety in the navigation of multi-robot
systems using control barrier functions has traditionally in-
volved the utilization of a pre-tuned class-K function specifically
tailored to a given environment. However, these pre-tuned class-
K functions struggle to generalize to different environments.
In this work, we address these challenges for control-affine
systems with actuation constraints. Our key insight is that
incorporating environment-specific information implicitly into
the class-K function can enhance generalization to unseen
environments. We introduce a parameterization of the class-
K functions for multi-robot systems using a Graph Neural
Network (GNN). We formulate safety conditions and safe
control using control barrier functions utilizing this GNN-based
class-K function, which is optimized with both environmental
information and information perceived by the robot in its local
neighborhood leading to decentralized execution. To enable end-
to-end learning of class-K functions and decentralized control
policy, we employ a differentiable optimization layer, facilitating
the embedding of optimization problem for computing safe
control policies jointly with class-K functions using environment
information and information perceived by the robot in its
local neighborhood. We show through simulation results the
effectiveness of our proposed method in generating scalable
and generalizable safe control policies which are adaptable to
novel environments.

I. INTRODUCTION

While multi-robot systems (MRS) are great for boosting
task efficiency in contrast to single-robot systems [1], their
use is limited in safety-critical scenarios [2] due to their lack
of safety guarantees.

For single-robot systems, control barrier functions
(CBF) [3] have been used for synthesizing control policies
that can guaranteeing safety. CBF acts as a safety filter
for unsafe actions and guarantees the safety of the system
through forward invariance of the safe set. CBF conditions
for set invariance are employed as constraints within a
quadratic program (QP) [4] to compute a safe control action
by modifying a high-level controller [5] that achieves goal-
reaching objectives in a minimally invasive manner. Formu-
lating such conditions often entails choosing a unique class-
K function that maximizes the overall control performance
for a specific environment [6].

For MRS, the number of CBF constraints increases lin-
early with the number of robots and obstacles in an envi-
ronment. A safe set for each robot with respect to other
robots and obstacles, within the CBF necessitates a distinct
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Fig. 1: Motivating example demonstrating the generalization
challenge of CBF-based multi-robot safe control to novel
environments using unicycle dynamics. The heuristically
tuned class-K function optimized for Environment (a) with
four obstacles (in black) is used in Environment (b) featuring
two additional novel obstacles (in grey). As can be seen, the
pre-tuned class-K function fails to generalize in Environment
(b) with robots 2 and 4 getting stuck and struggling to
advance to their goals safely.

class-K function, tailored to maximize the overall control
performance within a specific environment [6]. In real-world
applications, especially those involving safety-critical tasks,
prior knowledge of the environment is often lacking. Addi-
tionally, robots may encounter various environmental con-
ditions during their deployment. Consequently, pre-tuning a
class-K function for each possible environment to reconcile
performance and safety for each robot becomes a challenging
endeavor. See motivating example in Fig. 1

Related Work. We present a non-exhaustive list of related
works pertinent to learning based safe multi-robot control.
For a more comprehensive review, readers are referred to [7].

CBF based methods. Despite their safety guarantees,
finding a CBF a-priori is a challenging task, which prompted
the exploration of learning-based frameworks for jointly
learning CBF certificates and control policies [8] for single-
robot systems. Such learning-based frameworks for single-
robot systems can be broadly categorized into model-
based [9]–[11] and model-free approaches [12]–[14]. Typ-
ically, all such frameworks rely on a heuristically selected
class-K function tailored to a specific environment. Conse-
quently, these methods often exhibit limited generalizability
and suffer from performance degradation when the environ-
ment undergoes changes. To address these challenges, [6],
[15] recently introduced a technique that optimizes the class-
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K f u n cti o n usi n g e n vir o n m e nt al d at a, ai mi n g t o e n h a n c e
t h e g e n er ali z a bilit y of c o ntr ol b arri er c erti fi c at es t o n o v el
e n vir o n m e nts, b ut f or si n gl e-r o b ot s yst e ms.

E xt e n di n g s u c h l e ar ni n g fr a m e w or ks fr o m si n gl e-r o b ot
s yst e ms t o  M R S pr es e nts c h all e n g es.  R e c e nt a p pr o a c h es
t o c erti fi c at e- b as e d l e ar ni n g f or  M R S i n v ol v es t h e p ar a m-
et eri z ati o n of  C B F a n d p oli ci es usi n g f e e df or w ar d n e ur al
n et w or ks [ 1 6], as  w ell as  G N N [ 1 7].  W hil e t h es e fr a m e w or ks
e x c el i n d e c e ntr ali z ati o n a n d s c al a bilit y of s af e c o ntr ol p oli-
ci es, a li mit ati o n aris es d u e t o t h e i n h er e nt c o ns er v atis m [ 6],
[ 1 5] of t h e cl assi c al  C B F c o n diti o ns, pri m aril y st e m mi n g
fr o m t h e us e of a fi x e d cl ass-K f u n cti o n i n e nf or ci n g t h es e
c o n diti o ns usi n g d at a c oll e ct e d fr o m diff er e nt e n vir o n m e nts.
T h e p erf or m a n c e of t h e c o ntr ol p oli c y c a n b e d e gr a d e d
w h e n e n vir o n m e nt al c o n diti o ns c h a n g e.  T o a d dr ess f e asi-
bilit y iss u es i n c o m p uti n g c o ntr ol  wit h a fi x e d cl ass- K
f u n cti o n, [ 1 8] pr o p os e d a  m o d el-fr e e r ei nf or c e m e nt l e ar ni n g
m et h o d usi n g a d a pti v e p oli ci es p ar a m et eri z e d b y a  G N N
t h at d y n a mi c all y a dj usts cl ass-K f u n cti o ns o nli n e, l e v er a gi n g
l o c all y p er c ei v e d i nf or m ati o n.  U nli k e o ur a p pr o a c h, t his
w or k f o c us es o n t h e g u ar a nt e e d f e asi bilit y of c o m p uti n g a
s af e c o ntr ol a cti o n.  M or e o v er, o ur pr o p os e d fr a m e w or k is
e n d-t o- e n d tr ai n a bl e.  Ot h er n ot a bl e  w or ks [ 1 9] –[ 2 1] e m pl o y
G N N t o l e ar n c o m pl e x  m ulti-r o b ot b e h a vi ors f or s af e  m oti o n
pl a n ni n g i n  m ulti-r o b ot s c e n ari os, al b eit  wit h o ut dir e ctl y
i n c or p or ati n g e n vir o n m e nt al i nf or m ati o n i nt o t h e l e ar ni n g
pr o c ess.

St at e m e nt of  C o nt ri b uti o ns. F or  M R S  wit h c o ntr ol af fi n e
d y n a mi cs s u bj e ct t o c o ntr ol i n p ut c o nstr ai nts, gi v e n a  C B F
( or s af et y c o nstr ai nts), o ur c o ntri b uti o ns i n cl u d e:

1)  We i ntr o d u c e a n o v el p ar a m et eri z ati o n of t h e cl ass-
K f u n cti o ns usi n g  G N N, ai mi n g t o l e ar n i nt er-r o b ot
i nt er a cti o ns f or i m pr o v e d g e n er ali z a bilit y of t h e  C B F
t o c h a n gi n g e n vir o n m e nts  w hil e r et ai ni n g t h e s et-
i n v ari a nt g u ar a nt e es ass o ci at e d  wit h cl assi c  C B F c o n-
diti o ns.

2)  We pr es e nt a  m et h o d f or t h e e n d-t o- e n d l e ar ni n g of d e-
c e ntr ali z e d s af e c o ntr ol p oli ci es, a c hi e v e d j oi ntl y  wit h
t h e o pti mi z ati o n of t h e  G N N- b as e d cl ass-K f u n cti o n
usi n g diff er e nti a bl e- o pti mi z ati o n l a y ers  wit h e n vir o n-
m e nt al a n d l o c al n ei g h b or h o o d i nf or m ati o n p er c ei v e d
b y t h e r o b ot.

T o t h e b est of o ur k n o wl e d g e, t his is t h e first  w or k f or
M R S t h at c o nsi d ers o pti mizi n g cl ass- K f u n cti o n i n a n e n d-t o-
e n d  m a n n er usi n g e n vir o n m e nt al i nf or m ati o n f or i m pr o vi n g
t h e g e n er aliz a bilit y of a gi v e n  C B F c a n di d at e t o n o v el
e n vir o n m e nts. T h e o v er all fr a m e w or k is s h o w n i n Fi g. 2.

II.  P R E L I M I N A R I E S

C o nsi d er a  m ulti-r o b ot s yst e m  wit h N r o b ots d e n ot e d b y
A = { A i }

N
i = 1 i n a n e n vir o n m e nt  wit h M st ati c o bst a cl es

d e n ot e d b y { O l }
M
l= 1 .  Ass u m e t h at e a c h r o b ot h as a c o ntr ol-

af fi n e d y n a mi cs 1 of t h e f or m

ẋ i = f ( x i ) + g (x i ) u i , ( 1)

1 W hil e i n t his  w or k  w e c o nsi d er r o b ots  wit h s a m e d y n a mi cs, it is p ossi bl e
t o c o nsi d er h et er o g e n e o us  M R S  w h er e t h e d y n a mi cs of r o b ots ar e diff er e nt.
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Diff er e nti a bl e -
O pti mi z ati o n L a y er

d C B F -Q P

G o al

R o b ot 1

P erf or m a n c e C o ntr oll er
( L Q R / C L F-Q P)

E n vir o n m e nt ( 𝝓𝝓 )

R o b ot  2

R o b ot  3

R o b ot  4

{ 𝒖𝒖 𝒊𝒊
∗ } 𝒊𝒊 = 𝟏𝟏

𝑵𝑵

𝜶𝜶 𝜃𝜃 = {𝜃𝜃 1 , …,𝜃𝜃 𝑁𝑁 = 4 } -N et 

̇𝒙𝒙 𝒊𝒊 = 𝒇𝒇 ( 𝒙𝒙 𝒊𝒊 ) + 𝒈𝒈 𝒙𝒙 𝒊𝒊 𝒖𝒖 𝒊𝒊

D y n a mi c al S y st e m

{𝒖𝒖 𝒊𝒊 } 𝒊𝒊 = 𝟏𝟏
𝑵𝑵

∑

{𝒙𝒙 𝒊𝒊
[𝟏𝟏 ,.,𝑻𝑻 ]

} 𝒊𝒊 = 𝟏𝟏
𝑵𝑵

ℒ = � ℒ 𝑖𝑖 𝜃𝜃 𝑖𝑖

B a c k pr o p a g at e{𝒙𝒙 𝒊𝒊
( 𝟎𝟎 ) 

,𝒙𝒙 𝒊𝒊
𝑮𝑮 } 𝒊𝒊 = 𝟏𝟏

𝑵𝑵

∇ 𝜽𝜽 ℒ∇ 𝜽𝜽 ℒ

N o d e 
f e at ur e s 

E d g e 
f e at ur e s

{ 𝜼𝜼 𝒊𝒊 } 𝒊𝒊 = 𝟏𝟏
𝑵𝑵

{ 𝝃𝝃 𝒊𝒊 } 𝒊𝒊 = 𝟏𝟏
𝑵𝑵

∇ 𝜽𝜽 ℒ

𝝓𝝓

𝝓𝝓 Gr a p h N e ur al N et w or k 

Fi g. 2:  O v er vi e w of o ur pr o p os e d fr a m e w or k.  O ur fr a m e w or k
h as t hr e e k e y c o m p o n e nts: a p erf or m a n c e c o ntr oll er,  G N N
b as e d cl ass- K f u n cti o n α θ - N et, a n d a diff er e nti a bl e o pti mi z a-
ti o n l a y er  C B F- Q P (d C B F- Q P ) f or e n d-t o- e n d l e ar ni n g.

w h er e x i ∈ X i ⊂ R n i s t h e st at e a n d u i ∈ U i ⊂ R m

i s t h e c o ntr ol i n p ut of r o b ot A i .  T h e v e ct or fi el ds f :
R n → R n a n d g : R n → R m ar e ass u m e d t o b e l o c all y
Li ps c hit z c o nti n u o us.  We o mit t h e ti m e d e p e n d e n c e of st at e
a n d c o ntr ol i n p ut i n ( 1) f or br e vit y.  We d e fi n e n o d e s et
V = { 1 , 2 , 3 , .... N} as t h e s et c o nt ai ni n g t h e i n d e x of r o b ots.

We us e x
( t )
i t o d e n ot e t h e st at e of r o b ot A i f or i ∈ V at ti m e

t.  E a c h r o b ot A i h as a s e nsi n g r a di us σ ∈ R + t h at pr o vi d es
p arti al o bs er v ati o n of t h e e n vir o n m e nt.  We ass u m e t h at e a c h
r o b ot g ets t o o bs er v e t h e st at es of t h e ot h er r o b ots { x j } j ∈ N i

a n d t h e p ositi o ns of t h e o bst a cl es { p l, o } l∈ N i wit hi n t h e
n ei g h b or h o o d of r a di us σ .  H er e, N i i s t h e n ei g h b or s et of
A i d e fi n e d as N i : = { j | p j − p i ≤ σ, ∀ j = i} { l |
p l, o − p i ≤ σ, ∀ l = 1 , ..,  M} , a n d p i a n d p l, o r ef ers t o t h e

p ositi o n st at es of r o b ot A i a n d t h e o bst a cl es O l r es p e cti v el y.
I n t his  w or k,  w e  will c o nsi d er d e c e ntr ali z e d c o ntr ol p oli ci es
si mil ar t o [ 1 8] of t h e f or m

π i ( u i | x i , { x j } j ∈ N i , { p l, o } l∈ N i , φ) ∀ i ∈ V ( 2)

w h er e φ ∈ R µ i s a v e ct or  wit h i m pli citl y e n c o d e d e n vir o n-
m e nt i nf or m ati o n.  We ass u m e j ust li k e i n pri or  w or ks [ 6],
[ 1 5] t h at i nf or m ati o n v e ct or φ d e p e n ds o n t h e e n vir o n m e nt
( e. g., si z e/s h a p e of o bst a cl es, v el o cit y of d y n a mi c o bst a cl es,
et c.) a n d is s a m pl e d fr o m a distri b uti o n D . I n t his  w or k,
w e ass u m e t h at st art a n d g o al p ositi o ns ar e k n o w n t o e v er y
r o b ot a n d f o c us o n d esi g ni n g c o ntr ol p oli c y { π i }

N
i = 1 t h at

dri v e r o b ots fr o m t h e i niti al st at es { x
( 0 )
i } N

i = 1 t o g o al st at es
{ x G

i } N
i = 1 s af el y  wit h l o c al n ei g h b or h o o d i nf or m ati o n γ i : =

{ { x j } j ∈ N i
, { p l, o } l∈ N i

} i n diff er e nt e n vir o n m e nts.
We b e gi n b y r e vi e wi n g t h e c o n c e pt of  C B F c o m m o nl y

e m pl o y e d i n t h e lit er at ur e f or a d dr essi n g s af et y r e q uir e-
m e nts [ 2 2].

D e fi niti o n 1: [ 2 3] F or e a c h r o b ot A i , c o nsi d er a c o nti n-
u o usl y diff er e nti a bl e f u n cti o n h i : X i → R a n d a s af e s et C i

d e fi n e d as s u p erl e v el s et of h i i. e. C i : = { x i ∈ X i : h i ( x i ) ≥
0 } .  T h e n h i i s a  C B F if t h er e e xists a cl ass-K [ 2 4]f u n cti o n
α s u c h t h at f or t h e c o ntr ol- af fi n e s yst e m ( 1),  w e h a v e

s u p
u i ∈ U i

L f h i ( x i ) + L g h i ( x i ) u i ≥ − α (h i ( x i ) ) , ( 3)

8 4 2 4

A ut h ori z e d li c e n s e d u s e li mit e d t o: U ni v of C alif B er k el e y. D o w nl o a d e d o n J u n e 2 7, 2 0 2 5 at 0 3: 1 3: 3 9 U T C fr o m I E E E X pl or e.  R e st ri cti o n s a p pl y. 



where ( ) := ( ) and ( ) :=

( ). A quadratic program is proposed in [23] to
compute safe control action by integrating (3) as a constraint
in the following way

(CBF-QP) = argmin ‖ − ‖

s.t. sup ( ) + ( ) ≥ − ( ( ))
(4)

where is usually a high-level performance controller [5]
for each robot that can achieve the goal-reaching perfor-
mance objectives.

III. PROBLEM FORMULATION

In this work, we assume that robots and obstacles are
disk-shaped2 with radii { } and { } respectively.
Let { } and { } be the positions and goal states
of robot . The goal is to move robots toward goal states
while avoiding collision in a decentralized manner. The des-
tination convergence is equivalent to the state convergence
as lim = with being the maximal time instant
for = 1 . The state of a robot for ∈ V at time
is safe (collision free) when it belongs to the following sets,
termed as safe sets given by,

C = { ∈ | (·) ≥ 0 ∀ ∈ V 6= } (5)

C = { ∈ | (·) ≥ 0 = 1 2 } (6)

where (·) is a CBF for collision avoidance between the
robots and , and (·) is a CBF for collision avoidance
between robot and obstacle . The combined safe set
for robot is C = C ∩ C , with C and C being
time-varying safe sets (for robot ) w.r.t other robots and
obstacles respectively. Due to the changing cardinality of the
neighbor set N of robot with time , the safe sets are
time-varying.

The definition of safe sets allows us to formulate the
problem of multi-robot navigation as follows.

Problem 1 (Decentralized Safe Multi-Robot Naviga-
tion). For the MRS A with dynamics (1) and control
input constraints, goal states { } , homogeneous sensing
radius , environment-dependent vector and candidate
control barrier functions { (·) (·)} , design decen-
tralized safe control policies , conditioned on local neigh-
borhood and environment information, that guarantee safety
and liveness for all ∈ [0 ] defined as

(Liveness) lim ‖ − ‖ = 0

s.t. (Safety) ∈ C ∩ C = C
(7)

while generalizing to a new environment.
To address liveness problem in Problem 1, we as-

sume the presence of a high-level performance controller
{ ( )} similar to other works [5], [11] for each

2We can also consider non-circular obstacles. If the shape of the obstacle
is non-circular, one can define as the minimum circular radius of a disc
that fully encloses the entire obstacle.

robot that fulfills the liveness property by steering robots
from the initial states { } to the goal states { }
but may not necessarily satisfy the safety property. We
then design a decentralized control policy based on CBF
to supplementarily ensure satisfaction of the safety property,
especially in novel environments.

IV. METHODOLOGY

We propose addressing Problem 1 by employing a decen-
tralized control policy, as described in (2), to ensure scalabil-
ity for an arbitrary number of robots. We use CBF conditions
to guarantee safety through the invariance of the safe set,
leveraging local neighborhood information. To enhance the
generalizability of classical decentralized CBF conditions,
we propose parameterizing the class-K function using a GNN
and implicitly embedding environment-dependent informa-
tion into this function. We ensure by construction that the
GNN-based parameterization satisfies the properties of class-
K and thus maintains the set-invariance guarantees associated
with classical CBF conditions [23] utilizing this GNN-based
class-K function. We employ differentiable optimization lay-
ers [25] to incorporate CBF-based quadratic programming
(dCBF-QP) for computing safe control actions into a neural
network. We then propose a loss function to jointly optimize
the parameters of the GNN and safe-control policies for each
robot in an end-to-end manner. Specifically, at each time step

for each robot , we formulate the dCBF-QP problem as
dCBF-QP

( | ) = argmin ‖ − ‖ + ( )

s.t. sup ( ) + ( )

+ ( ( )) + ( ) ≥ 0 ∀ ∈ N (8)

where, ( | ) is the safe policy parameterized
by for each robot and conditioned on the high-level
performance control input (·) which accomplishes the goal
reaching objectives, environmental information , and local
neighborhood information . We refer to (·) as -Net,
which is a class-K function parameterized by for each
robot . The parameter ∈ is a penalty for slack
variable ∈ . The slack variable guarantees the
feasibility of the optimization problem. For each robot ,
U ⊂ denotes the control input constraint set. Here

(·) is a CBF candidate (safety constraint) for robot
w.r.t ∈ N .

A. Structure of the -Net.

We aim to employ learning-based approaches to capture
environment-dependent interactions among multiple robots.
Specifically, for each robot , we consider a special struc-
ture for the class-K function ( ( )) := ( ( )) ,
where { } are parameters of CBFs constrained to be
positive. We parameterize ({ } | ) in (8) as a
neural network with parameters conditioned on and .

8425
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Here denotes the local information set of robot (e.g.
states of other robots and obstacles in the sensed region).

Modeling as a neural network, conditioned on the local
neighborhood information vector and an environment-
dependent vector , presents a challenge. The information
in is structured as a graph, requiring the network to
be permutation invariant (i.e., insensitive to the order of
neighboring robots) and handle variable input size due to
the changing cardinality of the neighbor set N for robot
over time .

To tackle these challenges, we use GNN especially be-
cause of their permutation invariant characteristics [26]. Re-
fer to [27] for preliminaries on GNN. These neural networks
take node and edge features as input, accommodating varying
input sizes. They also demonstrate the capacity to generalize
across unseen graph topologies [28], [29] and allow for
decentralized execution. We model the class-K function,
parameterized by , using GNN. We exploit the observation
that robot safety can be analyzed through relative infor-
mation, such as the relative position of robot w.r.t other
obstacles [30], and devise a GNN that is translation-invariant,
employing neural message passing in which vector messages
are exchanged between nodes in the graph to generate CBF
parameters based on relative information.

For each robot with its state , the states of other
neighbouring robots { } , environment vector and
the positions of neighboring obstacles { } , our GNN
generates the CBF parameters { } as

{ } = (9)

where denotes a differentiable, permutation invariant
function (e.g. sum), and and denote differentiable
functions such as MLPs (Multi-Layer Perceptrons) [31]. We
use to denote edge features (e.g. relative distance) at
time from → , and are learnable parameters. We use
the states of the robots , directly as node features in our
GNN. The GNN-based parameterization allows for decen-
tralized execution, translation invariance, and permutation
invariance.

Remark 1: It is crucial to emphasize that our use of a
GNN to parameterize the class-K function does not jeopar-
dize the set-invariance guarantees inherent in classical CBF
conditions. This is guaranteed by construction, as we ensure
that the GNN satisfies the properties of a typical class-K
function by constraining { } to be positive.

B. End-to-End Offline Training

We jointly learn -Net and decentralized control policy
for all robots with safety guarantees in an end-to-end manner
by embedding the dCBF-QP in (8) as shown in Fig. 2. as a
layer on the top of GNN -Net defined in (9) and optimize
the learnable parameters = { } offline by
minimizing the following loss function

min L ( )

s.t. { } = · ∀

= ( | ) ∀
= ( ) + ( ) ∀

(10)

where is the environment vector sampled from an en-
vironment distribution D, is the performance control
input provided by high-level performance controller and

= [ ] represents trajectory rollouts for a time
horizon using the safe control action generated by the
policy for robot . We evaluate the loss at the state
for each time step . Note that L is the cost along a trajectory
instead of the cost at each time step, In general, a loss
function can be designed with any performance evaluation
metric such as L = ‖ − ‖. We also include
slack variable penalty to address the infeasibility issue of
solving the dCBF-QP in (8). Our loss function comprises
two components, drawing inspiration from previous works
on single-robot systems [6]

L ( ) = L ( ) + ( ) (11)

where represents the value of slack variable at each time
step as defined in (8), and coefficient is a slack variable
penalty. The computed performance loss over the joint tra-
jectories of all robots with time duration is backpropagated
through the dCBF-QP to the -Net, facilitating updates to the
learnable parameters = { }. The training is done
offline and the GNN-based class-K function can be deployed
to different environments sampled from D.

V. EXPERIMENTS

We conduct a multi-robot simulation with robots having
the unicycle dynamics:

(12)

where = [ ] denotes the position, denotes
the orientation and = [ ] is the control input
of robot . We consider static obstacles in the 2D-
plane at positions = [ ] for = 1 .
We consider CBF candidates (safety constraints) based on
Euclidean distance

( ) = ‖ − ‖ − ( + )

( ) = ( − ) + ( − ) − 
− arctan

−
− − ( + )

(13)

The safety constraints above are formulated to ensure that
the Euclidean distance between the robot and other robots
(or obstacles) exceeds a predefined safety margin to ensure
safety. The resulting pairwise CBF constraints are
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Fi g. 3:  M ulti-r o b ot s af e n a vi g ati o n  wit h  G N N- b as e d cl ass- K f u n cti o ns usi n g u ni c y cl e d y n a mi cs.  L e v er a gi n g o ur  G N N- b as e d
cl ass- K f u n cti o n, r o b ots s u c c essf ull y n a vi g at e t o t h eir g o al p ositi o ns  w hil e a v oi di n g c ollisi o ns a cr oss diff er e nt e n vir o n m e nts
wit h i n cr e asi n g d e nsit y of r o b ots a n d t y p e of o bst a cl es.  E n vir o n m e nt ( a) d e pi cts 4 r o b ots  wit h cir c ul ar a n d s q u ar e o bst a cl es,
( b) s h o ws 8 r o b ots  wit h r e ct a n g ul ar o bst a cl es, a n d ( c) dis pl a ys 8 r o b ots  wit h a  mi x of cir c ul ar a n d s q u ar e o bst a cl es. Fi g. ( d)
ill ustr at es a p erf or m a n c e c o m p aris o n, s h o w c asi n g a hi g h er  w ei g ht e d s u c c ess r at e of o ur a p pr o a c h c o m p ar e d t o fi x e d cl ass-K
f u n cti o n b as eli n es a cr oss 1 0 0 diff er e nt e n vir o n m e nt c o n fi g ur ati o ns  wit h v ar yi n g n u m b er of r o b ots.

ḣ i, j ( x i ) + α θ i ( h i, j, a ( x i ) ) ≥ 0 ( 1 4)

ḣ i,l ( x i ) + α θ i ( h i,l, o ( x i ) ) ≥ 0 , ( 1 5)

w h er e α θ i ( ·) : = η i ( ·)
ξ i a n d { η i , ξi } ar e t h e p ar a m et ers of

d C B F- Q P. F or si m pli cit y,  w e ass u m e t h at, b ot h t h e r o b ot-t o-
r o b ot a n d r o b ot-t o- o bst a cl e  C B F c o nstr ai nts s h ar e t h e s a m e
s et of  C B F p ar a m et ers { η i , ξi } f or e a c h r o b ot A i .

R es ults:  G e n e r ali z a bilit y. I n c or p or ati n g e n vir o n m e nt-
s p e ci fi c i nf or m ati o n i nt o t h e cl ass- K f u n cti o n a n d p ar a m-
et eri zi n g it t hr o u g h  G N N f a cilit at es t h e fi n e-t u ni n g of t h e
f u n cti o n f or g e n er ati n g s af e c o ntr ol a cti o ns t h at c a n a d a pt t o
n o v el s c e n ari os. I n Fi g. 1 b, r o b ots 2 a n d 4 i niti all y str u g gl e d
t o r e a c h t h eir g o als s af el y  wit h a fi x e d cl ass-K f u n cti o n.
H o w e v er, t h e y s u c c essf ull y a c hi e v e d t his t as k  wit h o ur  G N N-
b as e d cl ass- K f u n cti o n c a p a bl e of a d a pti n g t o c h a n gi n g
e n vir o n m e nts as s h o w n i n Fi g. 3 a.

Usi n g l o c al n ei g h b or h o o d i nf or m ati o n pr es e nt e d as a ti m e-
v ar yi n g gr a p h, t h e cl ass- K f u n cti o n d y n a mi c all y a dj usts its
v al u e, as d e m o nstr at e d i n Fi g. 3 a, t o pr o d u c e f e asi bl e a n d
s af e c o ntr ol a cti o ns.  N ot a bl y, r o b ot 4 ( d e pi ct e d i n bl u e)
u n d er g o es a  mi d- w a y s wit c h i n t h e cl ass- K f u n cti o n.  T his
s wit c h is str at e gi c all y e m pl o y e d t o n a vi g at e b et w e e n o bst a-
cl es a n d r e a c h its g o al, i n di c ati n g a tr a nsiti o n fr o m a h ar d
c o nstr ai nt t o a s oft c o nstr ai nt  wit hi n t h e  C B F fr a m e w or k.
T his s wit c hi n g all o ws t h e r o b ot t o s af el y  m a n e u v er t hr o u g h
o bst a cl es.  O ur g o al is t o a c hi e v e t his pr e cis e s wit c hi n g
b et w e e n c o ns er v ati v e  m a n e u v ers  wit h h ar d c o nstr ai nts a n d
m or e a g gr essi v e  m a n e u v ers  wit h s oft c o nstr ai nts i n diff er e nt
e n vir o n m e nts, a c c o m plis h e d t hr o u g h a p ar a m et eri z e d cl ass-
K f u n cti o n t h at i m pli citl y d e p e n ds o n t h e e n vir o n m e nt.

S c al a bl e a n d  D e c e nt r ali z e d  E x e c uti o n .  Usi n g  G N N
b as e d p ar a m et eri z ati o n of t h e cl ass- K f u n cti o n a n d  C B F
c o n diti o ns as o utli n e d i n ( 8) e n a bl es t h e d e c e ntr ali z e d e x-
e c uti o n of e a c h c o ntr oll er b y l e v er a gi n g l o c al- n ei g h b or h o o d
i nf or m ati o n.  G N N e x hi bits i n v ari a n c e t o t h e or d er of r o b ots
a n d p oss ess es t h e a bilit y t o h a n dl e gr a p hs  wit h d y n a mi c all y

c h a n gi n g n o d es a n d e d g es, off eri n g s c al a bilit y t o a c c o m m o-
d at e a n ar bitr ar y n u m b er of r o b ots.

T o e v al u at e t h e s c al a bilit y a n d g e n er ali z a bilit y of o ur
fr a m e w or k,  w e first tr ai n t h e cl ass-K f u n cti o n f or f o ur
r o b ots. S u bs e q u e ntl y,  w e i n v esti g at e  w h et h er t h e l e ar n e d
i nt er a cti o ns c a pt ur e d  wit hi n t h e α - N et f or f o ur r o b ots c a n
b e tr a nsf err e d t o a n a d diti o n al gr o u p of f o ur r o b ots  wit h
r a n d o ml y assi g n e d i niti al a n d g o al p ositi o ns.  T o a c hi e v e t his,
w e r e pli c at e t h e p ar a m et ers of t h e α - N et b et w e e n r o b ots,
i. e., { θ i }

4
i = 1

c o p y
− − − → {θ i }

8
i = 4 , a n d si m ul at e a s af e- n a vi g ati o n

s c e n ari o f or N = 8 r o b ots, as ill ustr at e d i n Fi g. 3 b a n d 3 c.
T h e s u p pl e m e nt ar y r o b ots s u c c essf ull y l e v er a g e t h e l e ar n e d
i nt er a cti o ns, ori gi n all y l e ar n e d f or t h e f o ur-r o b ot  M R S, t o
n a vi g at e s af el y t o t h eir g o als.  T his s h o ws t h at l e ar n e d cl ass-
K f u n cti o ns c a n a d a pt t o ar bitr ar y gr a p h t o p ol o gi es  wit h o ut
t h e n e e d f or r etr ai ni n g.  T h e tr aj e ct ori es of t h es e a d diti o n al
r o b ots ar e d e n ot e d i n bl a c k i n Fi gs. 3 b a n d 3 c.

F or a q u a ntit ati v e ass ess m e nt of o ur  w or k  wit h ot h er
b as eli n es,  w e e m pl o y t h e S u c c ess  Wei g ht e d b y P at h  L e n gt h
( S P L)  m etri c [ 3 2]  w hi c h c o m bi n es s u c c ess r at e a n d p at h
l e n gt h t o w ar ds t h e g o al. I n p arti c ul ar,  w e c o m p ar e o ur  w or k
wit h h e uristi c- b as e d  m et h o ds t h at pr e-t u n e  C B F cl ass- K
t hr o u g h a n e x h a usti v e gri d s e ar c h i n a fi x e d e n vir o n m e nt,
as ill ustr at e d i n Fi g. 3 a.  T o e v al u at e t h e g e n er ali z a bilit y of
b ot h a p pr o a c h es,  w e s yst e m ati c all y alt er t h e e n vir o n m e nt b y
c h a n gi n g o bst a cl e s h a p es ( cir c ul ar, r e ct a n g ul ar, s q u ar e) a n d
gr a d u all y  m o dif yi n g t h eir p ositi o ns.  We c o n d u ct t ests a cr oss
1 0 0 diff er e nt e n vir o n m e nt al c o n fi g ur ati o ns, v ar yi n g t h e n u m-
b er of r o b ots.  T h e r es ults, pr es e nt e d i n Fi g. 3 d, i n di c at e t h at
o ur fr a m e w or k d e m o nstr at es a hi g h er ( n or m ali z e d) s u c c ess
r at e  wit h l o w er st a n d ar d d e vi ati o ns c o m p ar e d t o t h e h e uristi c-
b as e d fi x e d- C B F p ar a m et er b as eli n e.

VI.  C O N C L U S I O N

We i ntr o d u c e a n o v el p ar a m et eri z ati o n of cl ass- K f u n c-
ti o ns f or e n h a n ci n g t h e g e n er ali z a bilit y of c o ntr ol b arri er

8 4 2 7
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functions for safe multi-robot navigation to novel envi-
ronments. Our approach involves embedding environment-
specific information into class-K functions parameterized by
GNN implicitly and employing differentiable optimization
layers to optimize it jointly with the control policy in an end-
to-end manner using local neighborhood data. The GNN-
based class-K function dynamically adjusts its values in
novel environments and this adaptive approach addresses
the inherent challenges posed by fixed class-K functions,
aiming to achieve a suitable balance between performance
and safety in novel environments. Future work involves
optimizing class-K functions directly in high-dimensional
observation spaces.
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