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THE WEAK NULL CONDITION ON KERR BACKGROUNDS

HANS LINDBLAD AND MIHAI TOHANEANU

ABSTRACT. We study a system of semilinear wave equations on Kerr backgrounds that satisfies the weak null condition.
Under the assumption of small initial data, we prove global existence and pointwise decay estimates.
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1. INTRODUCTION

The semilinear system of wave equations in R'*3

O¢ = Q[0¢, 0¢], Gli=0 = oo, O¢@li—o0 = 1,

where @ is a quadratic form, for small initial data has been studied extensively. For the scalar equation, it is known
that the solution can blows up in finite time for (¢ = (9;¢)?, see [28]. On the other hand, if the nonlinearity satisfies
the null condition by Klainerman [30], e.g. O¢ = (9;¢))? — |0:¢|?, it was shown independently in [10] and [31] that the
solution exists globally. This result was extended to quasilinear systems with multiple speeds, as well as the case of
exterior domains; see, for instance, [54], [55], [56], [24], [41], [33], [1], [38, 39], [62], [18]. There have also been many
works for small data in the variable coefficient case. Almost global existence for nontrapping metrics was shown in [9],
[60]. Global existence for stationary, small perturbations of Minkowski was shown in [66], for nonstationary, compactly
supported perturbations in [67], and for large, asymptotically flat perturbations that satisfy the strong local energy
decay estimates in [50]. In the context of black holes, global existence was shown in [51] for Kerr space-times with
small angular momentum, and in [4] for the Reissner-Nordstrém backgrounds.
Written in harmonic coordinates, the Einstein Equations take the form

Uggw = P[aﬂg, dug] + Quu[aga dg],

where [, is the wave operator on the background of the Lorentzian metric g, and P and ), are quadratic forms
with coefficients depending on the metric. Unfortunately the nonlinear terms do not satisfy the null condition. Yet
Christodoulou-Klainerman[11] were able to prove global existence for Einstein vacuum equations R, =0 for small
asymptotically flat initial data. Their proof avoids using coordinates since it was believed the metric in harmonic
coordinates would blow up for large times. However, later Lindblad-Rodnianski [42] noticed that Einstein’s equations
in harmonic coordinates satisfy a weak null condition, and subsequently used it to prove stability of Minkowski in
harmonic coordinates [43], [44]. Whereas it is still unknown if general equations satisfying the weak null condition
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have global existence for small initial data, there has been a number of results in that direction, including detailed
asymptotics of the solution, see for example [1], [38, 39, 40], [29], [17], [68], [69].

There has recently been a lot of activity in proving asymptotic stability of black holes. As a first step people have
proved decay of solutions to wave equations on Schwarzschild and Kerr background [6, 7, 8, 52, 13] and [64, 16, 3].
People have also studied semilinear perturbations [51, 27] satisfying the null condition, but apart from our recent papers
[46, 47], little is known about quasilinear perturbations or semilinear perturbations satisfying the weak null condition.
There has more recently been progress on the nonlinear stability of Schwarzschild and Kerr [34, 35, 36, 12, 22]. These
proofs are very long, using sophisticated geometric constructions. We hope that studying models of Einstein’s equations
in wave coordinates will simplify the proofs and lead to a better understanding and extensions as it did for the stability
of Minkowski space.

Finally we remark that there are several recent works on the cosmological case. Hintz-Vasy proved the stability of
Kerr de Sitter with small angular momentum [25], see also [19, 20] for an alternative proof. More recently there have
been works on the wave equation on Kerr-deSitter background for large angular momentum assuming there are no
growing modes [48, 53].

1.0.1. The semilinear Einstein model. An example of a simple semilinear systems satisfying the weak null condition,
but not the classical null condition, is the system

O¢r = (9r¢2)?, Up2 =0
It is trivial to see that this has global solutions, and moreover that ¢; decays slower than 1/t. A less trivial example
is the semilinear system
D¢1 = (at¢2)2 + Q1[8¢7 a(b]u D(b? = Q2[a¢7 6¢]

where ); are null forms. These systems have the advantage the components ¢; and ¢2 decouple to highest order.
For Einstein’s equations there is the additional difficulty that this decoupling can only be seen in a null frame, and
contractions with the frame do not commute with the wave operator as far as the L? estimate. Hence a more realistic
model is the system is

D(b;w = P[a#(bv 8l/gb] + Q#V[8¢a 8¢]5

where P is assumed to have a certain weak null structure. Contracting with a nullframe this resembles the decoupled
systems with ¢rr in place of ¢;, where L'0,, = 0; — 0,, and ¢2 replaced by the other components ¢ry where T
is tangential to the outgoing light cones. The only really bad component is d¢rr but this one does not show up
quadratically in P for Einstein’s Equations. It shows up linearly but multiplied with a component d¢r; that has
vanishing radiation field due to the wave coordinate condition.

With the goal of understanding Einstein’s Equations in (generalized) harmonic coordinates close to Kerr with small
angular momentum, we will focus on the following system, which resembles the semilinear part of Einstein’s equations:

(L.1) Ok bpv = P09, 00 0] + Quu[00, 0¢], t>0, Pli=o = o, Tlio = ¢1-

Here (i denotes the d’Alembertian with respect to the Kerr metric, and T is a smooth, everywhere timelike vector
field that equals 0; away from the black hole. The coordinate ¢ is chosen so that the slice t = const are space-like and
t =t away from the black hole. For simplicity we will consider compactly supported smooth initial data, but suitably
weighted Sobolev spaces of large enough order would suffice. Moreover, @), are null forms and P is a symmetric
quadratic form:

P[p, 9] = PP (2/T) daptdys,

with coeflicients with a certain weak null structure. We remove the component d¢.; by imposing the condition
PLLAB (g /f) = PPLE (g /1) = 0.

For this system we cannot have different energy estimates for different components because the null structure is
only seen in a null frame and contractions with the frame do not commute with the wave operator. Because of this
one can not get the decay estimates directly from the L? estimates but one has to use the equations again to get
improved decay estimates. As a result, the proof is more involved. The method we develop avoids boosts vector fields
and combines local energy decay at the origin with estimates in characteristic coordinates at the light cone. It gives
an essentially optimal decay of almost ¢!, which is an improvement over ¢{~!/2 which can be obtained more easily
from energy estimates. The method in particular works close to Minkowski where it gives the optimal decay without
using boosts.

Finally we remark that this system can be combined with the quasilinear system that we previously studied [46],
[47] (see also [49] for improved pointwise bounds) to resemble also the quasilinear part of Einstein’s equations

DQ[¢] ¢#V = P[aﬂ(bv 8l/¢] + Q,ul/ [8¢5 8¢]5
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where
9°°1¢] = K*P + H*P[¢],  where HP[¢] = H**" (z/t) ¢, and HEL(z/t) = 0.

1.0.2. Statement of the results. We are now ready to state the our main result. We define 7 to be some function that
equals r near the event horizon, and 7} away from it, see Section 2 for more details.

Theorem 1.1. Fiz Ry > r., and assume that ¢g, ¢1 are smooth and compactly supported in 7 < Ry. Then there
exists a global classical solution to (1.1), provided that, for a certain g < 1 and large enough N, we have

En(0) = [[(¢0, d1)ll v +1xan < €o.

Moreover, for some fized positive integer m, independent of N, we have for any 6 > 0

En(0) £En(0)

— < %7 8 —_ < ~7,

|¢SN m|N <t—7:>6<t>176 | ¢SN m|NT<t—1:>1+6
En(0)
0 | S ——=—.
Note that is an improvement of the decay estimates we previously proved essentially by a factor of £~/2. Note also
the structure here, that a derivative decreases the homogeneity, but because the homogeneous vector fields we can use
together with the wave operator do not span the tangent space at the origin or at the light cone a derivative only
improves by a power of r close to the origin and a power of ¢ — 7 close to the light cone. Note also that close to the
light cone we have a better estimate for the good components which is due to the weak null structure.

1.0.3. Structure of the proof. The starting point is the local energy estimate in Section 2. The local energy scales like
the energy which is consistent with a decay £~1/2 of order —1 /2 for ¢ and —3/2 for the derivatives, and this is also the
decay we were able to obtain in our previous paper from a bound of the local energy applied to scaling and rotation
vector fields, see Section 3. Assuming these decay estimates one can go back into the equation and get improved decay
estimates. In fact from these decay estimates the total decay of the inhomogeneous term would be —3 which would
be consistent with a solution of the wave equation with decay of order —1. We prove this using L> estimates for the
wave operator from Section 5. However the first improved estimates we obtain have the improved decay in r or £ — 7
and we need improved decay in . For this we have other estimates turn decay in 7 or £ — 7 into decay in ¢, see Section
4. The whole argument is put together in the last section.

The paper is structured as follows. In Section 2 we introduce the Kerr metric, the vector fields we will use, and the
local energy estimates which will play a key role in the proof. Sections 3, 4 and 5, and 6 contain various estimates
that will allow us to extract the necessary pointwise bounds for (vector fields applied to) the solution. Finally, Section
7 contains the bootstrap argument.

2. THE KERR METRIC AND LOCAL ENERGY ESTIMATES

2.1. The Kerr metric.
The Kerr geometry in Boyer-Lindquist coordinates is given by

ds® = gy dt* + gipdtde + gldr® + gy dd® + ghyd6?,
where t € R, 7 > 0, (¢, 0) are the spherical coordinates on S? and

g _Azatsin®d ., 2Mrsin’d . o
tt pQ ’ top pQ ’ rr A ’
2 22 _ 2Asin2 ¢
Gy = (r” + %) p2a =2 7 sin®0, gey = P,
with
A =712 —2Mr+ a2, > =12+ a’cos’h.
Here M represents the mass of the black hole, and aM its angular momentum.
A straightforward computation gives us the inverse of the metric:
v (P +a®)?—a’A sin? 6 to  2Mr ——
9k = — 02A ) 9K ——(IpQ—Aa gK_Fu
¢¢7A—a2sin29 00 1
9K = p?Asin?6 IK = p?
The case a = 0 corresponds to the Schwarzschild space-time. We shall subsequently assume that a is small

0 < a < M, so that the Kerr metric is a small perturbation of the Schwarzschild metric. Note also that the coefficients
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depend only r and 6 but are independent of ¢ and t. We denote the d’Alembertian associated to the Kerr metric by
Ok.
In the above coordinates the Kerr metric has singularities at » = 0, on the equator § = 7/2, and at the roots of A,

namely r4+ = M + v M? — 2. To remove the singularities at » = r1 we introduce functions 7%, = ri(r), vy =t + 1}
and ¢ = ¢4 (¢, 7) so that (see [23])

dry. = (r* + a*)A™ar, dvy = dt + dry,, dp, = do + aA™dr.
Note that when a = 0 the 7} coordinate becomes the Schwarzschild Regge-Wheeler coordinate
r* =r+2Mlog(r —2M)
The Kerr metric can be written in the new coordinates (v, r, ¢, 6)

2Mr

ds* = — (1 - 7)@1 + 2drdvy — 4ap 2 Mrsin® 0dv, dé, — 2asin® Odrde, + p*db?

+ p72[(r* + a®)* — Aa? sin® 0] sin® 0 d¢?.
which is smooth and nondegenerate across the event horizon up to but not including » = 0. We introduce the function
EZ Ut — /’L(T)a
where 1 is a smooth function of 7. In the (£,7, ¢, ,0) coordinates the metric has the form

2Mr 2Mr ~
ds® = (1 — p )dt* + 2 <1 -(1-= ),u/(r)) didr

2Mr_, , 9 9
) )7 )dr

—2a(1+2p 2 Mry/(r)) sin® Odrdé. + p*d6?
+ p72[(r* + a®)* — Ad? sin® 0] sin® 0d¢? .
On the function p we impose the following two conditions:

i) p(r) > r3 for r > 2M, with equality for r > 5M /2.
K
(ii) The surfaces ¢ = const are space-like, i.e.

— 4ap~?Mrsin® 0dtdd, + (2//(7“) —(1-

2Mr
() > 0.

As long as a is small, we can use the same function p as in the case of the Schwarzschild space-time in [52].
We also introduce

w'(r) >0, 2—-(1-

¢ =¢(r)o4 + (1 —¢(r)o,
where ( is a cutoff function supported near the event horizon.
We fix 7. satisfying r— < r. < r4. The choice of r, is unimportant, and for convenience we may simply use r, = M

for all Kerr metrics with a/M < 1. Let M = {t >0, r > r.}, X(T) = MN{t =T}, and d¥k be the induced volume
element on X(7T).

Let 7 denote a smooth strictly increasing function (of r) that equals r for » < R and r}; for r > 2R for some large
R. We will use the coordinates (f,2%), where z* = 7w. Note that, since r ~ 7, we can use r* and 7* interchangeably
when defining our spaces of functions in what follows.

2.2. Vector fields and spaces of functions.
Our favorite sets of vector fields will be

0= {8;,(%}, Q= {xzﬁj —,Tjai}, Szf@g—i—f“@;,
namely the generators of translations, rotations and scaling. We set Z = {9, Q, S}.
We also denote by @ the angular derivatives,
0 = =0 +
T
and let
0:=(0y, @), 0Oy =0;+0;

denote the tangential derivatives. We also let L = 0; — 0.
For a triplet a = (4, 7, k) we define || =i + 3j + 3k and

i()J Qk
Ug = 0"V S U, U<m = (U’A)|A\§m
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Given a norm || - || x, we write

Ju<mlx = D luallx

|Al<m
We define the classes S (r*) of functions in Rt x R? by
feS(rt) = 127(t,x)] < c;(r)*, j 0.
Given a family of functions G, we will also use the notation
fes?it)g
to mean that
f=> higi hieS?(*), gi€g.

We will also use the notation U for an element of S%(1)Z, and T for an element of SZ(1)0.
An important observation is that, since
t—7 1
d, = T’”af +25, 9657
we have

T 1
|ow| + —|Qu.
T T

(2.2) [Ow] <
Moreover, an easy computation gives
Ok, 8¢ € SZ(r~2)00='¢, [Ok,Qé € SZ(r~2)d0<e,
Ok, Sl¢ € SZ(1)Txo + SZ(r~2M)0¢ + SZ(r~21)0Q¢ + SZ(r~2)00= ¢,

and thus by induction we obtain that

(23) [DK, Za](b =F+F,, Fe€ SZ(l)(DKgZ/))Sm‘, ;e SZ(’I”72+)8¢S‘O¢|.
We now claim that
(2.4) [2,0] € S (1) + SZ(r~ )0

Indeed, we compute

[5{,(9] =0
[aivav] = [aivaf] € SZ(T_l)@
[0:, @] € SZ(T_l)a

[Qaav] =0
[, 9] € S7(1)
[S,0v] = 0y
[S. 9] € S%(1)@

This proves (2.4).
Given vector fields X and Y, we define

dxy = XY Poas

Similarly, we can write the coefficients P with respect to the vector frame {L, 0} as
pobys — pLLYSparB + Z pTU~dparrB

Paﬁ’yé — Paﬁ@L'yLJ + Z PQBTUT'VU(;
The assumptions on the coefficients P*#7 are the following:

(2.5) PP € §Z(1),

(2.6) pLLof — paBLL _ ),

(2.6) means that terms like L¢rr0¢ do not appear on the right hand side of (1.1).
The assumption on the null forms @, is that

(2.7) Quv|09,0¢] € S7(1)0¢0¢.
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2.3. Local energy estimates.
We consider a partition of R? into the dyadic sets Ag = {R < (F) < 2R} for R > 1.
We now introduce the local energy norm LE

1
lullLe = Slll%P [(r) ™ 2ull L2(Mmrrx AR)
1
||U||LE[EO,£1] = s1}1%p [[(r) 2u||L2(Mﬁ[fo,El]><AR)a

its H' counterpart
lull e = 10ulle + [[(r) " ull e
||“||LE1[£0,£1] = ||5U||LE[£0,£1] + ||<7">_1“||LE[£0,£1]7

as well as the dual norm

If e =3 1% Fllamnzxan
R

1
1 fll L x70,7]) = Z €)% fll L2 (Mo fa] x Ar)-
R
We also define similar norms for higher Sobolev regularity

lagmllier = 3 Tuallm

la|<m
||U§m||LE1[£O,£1}: Z ||Ua||LE1[£0,£1]
la|<m
||U5m||LE[£0,£1]: Z ”uOtHLE[Eo,El]v
la|<m

respectively

1 lpper = D 10°fllze-

la| <k

||f||LE* klio,t1] — Z ||8 f”LE*[to 1]

la| <k
Finally, we introduce a weaker version of the local energy decay norm
lullzms, = 11 = xps)Oull L5 + [0rullLe + [(r) " ull e
-1
lull Lt 7,7 = (1 = Xps)Oull L iio,00) + 10rtll L. + 17 ull LEg0,0)
To measure the inhomogeneous term, we define

1 lee;, = b [lAllzze + 10— xps) foll e

Il L Es o, = flil}zfzf||f1||L1[f(,,fl]L2 + 11 = Xps) foll L g+ 120 711

Here xps is a smooth, compactly supported spatial cutoff function that equals 1 in a neighborhood of the trapped
set. We also define the higher order weak norms as above.

We define the (nondegenerate) energy
1/2
Eu)(t) = </ i |8u|2d2K> .
(8
We now fix some d; < 1, and define
(2.8) En(T) = Oilt}ETEWSN]( t) + lp<nllLEs o, + 11— Ry a¢<N||L2 0, T]L2(r>R1)-

We will need the following local energy estimates for the linear problem:
Lemma 2.2. Assume that x¢ = F, and N is any nonnegative integer. We then have for any T > 0 that
(2.9) En(T) S EnO) + [F<nllLrjo,m124 LES 0,7)

where the implicit constant is independent of T'.
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Proof. Indeed, Theorem 4.5 from [64] gives the desired bound for the first two terms. On the other hand, Lemma 4.3
in [46] and Cauchy Schwarz yield

—1

~ - —81] —
(2.10) [ =72 09|l r2p0.1r205my) S I0llms o) + IFllLes 0,1,
which is the desired bound when N = 0. Moreover, for any multiindex « we have from applying (2.10) to ¢, that

—1

~ - —5] — -
I =7 "= 0¢all2pmizzesr) S 1allssor + 1 FallLes o0 + 1Dk, 2% Lex j0.1-
We are left with bounding the last term on RHS. By (2.3) we have
10k, Z%bll Le= 0.1 S 1 F<jalllLEs 0,17 + ||7672+a¢§\a|||LE;[O,T] S WF<iallzes 0,07 + 1é<jalllLEL 0,17
This finishes the proof of the lemma. O
The first estimate of this kind was obtained by Morawetz for the Klein-Gordon equation [59]. In the Schwarzschild
case, similar estimates were shown in [6, 7], [8], [13], [14], [52]. The estimate for Kerr with small angular momentum

was proven in [64] (see also [3] and [15] for related works). For large angular momentum see [16] (Ja| < M), and [5]
(la] = M).

3. POINTWISE ESTIMATES FROM LOCAL ENERGY DECAY ESTIMATES

The goal of this section is to show how to extract (weak) pointwise estimates from local energy norms. These bounds
will serve as the starting point in an iteration that will yield strong enough pointwise bounds to close the bootstrap
argument in Section 7.

Let

Cr={T<t<2T, #<t}.

We use a double dyadic decomposition of C with respect to either the size of t — 7 or the size of r, depending on

whether we are close or far from the cone,

Cr = UISRST/4CIE U U1§U<T/4Cg7
where for R,U > 1 we set
CR =Crn{R<r <2R}, C¥ =C0rn{U<t—7<2U},
while for R =1 and U = 1 we have
CR=l = Crn{0<r <2}, C¥=t=0rn{0<i—7<2}.

The sets C:,E and C':[F] represent the setting in which we apply Sobolev embeddings, which allow us to obtain pointwise
bounds from L? bounds. Precisely, we have (see Lemma 3.8 from [58] and Lemma 6.2 in [46]):

Lemma 3.3. For any function w and oll T > 1 and 1 < R,U < T/4 we have
1 1

3.11 wl| 7o < —— S w +— S ow ,
(311) lwli~em S 7773 MZJ;@n l2em + 7171 ig@” lz2 )
respectively
1 ior Us cord
(3.12) lolliee) S mamr 2. 1wy + 75 D 150wl cy).
20" i<1,j<2 1 i<1,j<2

Using the lemma above, we prove the following pointwise bound:
(3.13) [wll L (ery S @O7HE =) llwsre| Lo 2r)-

Indeed, in the region C’QI?, this is an immediate application of (3.11). On the other hand, in the region C':[F] this
follows from (3.12) and Hardy’s inequality, see (6.7) in [46].

We also need an L* bound on the derivative that is better than (3.13) for large r. This is the content of the
following, which is essentially Proposition 3.5 in [50]

Proposition 3.4. Let
1= min({R), {7 — 7)/2.
Assume that ¢ solve (1.1) for t € [T,2T]. Then for any dyadic region C € {C®,CH} and m > 0 we have
1

=1
(3.14) J00cmlieic) < G (5 + 106 limicr ) Iomsslumran
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Here the crucial estimate was the following Klainerman-Sideris type estimate, see Lemma 6.3 in [46] (for Schwarzschild)
combined with the remarks after (5.13) in [47]:

Lemma 3.5. For any w we have in the Tegion r > 2Ry that

|0%w| < Z 10510 w| + ——|Drw|

< i

< )

We now apply (3.12) to d¢a. We obtain

1 i Uz o
10¢All L ory Seor D 1S V0n 2 cny + =5 D 15'Q70%6all 12
202, 17, T, 5
1
S ﬁ”%bgw-'rmHLEl[T,zT] + (TU)l 1Oxé)<iaj+10llL2cw)

Since
Ok )<iajri0l S 100 101 51100<|a 410l

the conclusion follows in the region C¥. A similar computation yields the result in CE.

4. IMPROVED POINTWISE BOUNDS

We will use three lemmas that will help us improve our pointwise bounds. The first one is Proposition 3.14 from
[58], which will allow us to turn r-decay into t-decay in the region r < t/2.

Lemma 4.6. The the following estimate holds for all m > 0 and some fized (m-independent) n:

I

lusmlly progrrey ST I u<mnllppr ozmr2) + 1(Bxw) <mtnllp e oz7/2)-

The second lemma is a slight modification of Lemma 3.11 from [58] the difference being that we may not enlarge
our regions in time. The role of the lemma is to gain a factor of ( ) for the derivative.
We let CF and C¥ denote enlargements of CE and C¥ in space (but not in time) that contain all the integral

curves of the scaling vector field S (i.e. if (t,x) € C¥ then (st,sz) € CR as long as T < st < 2T and similarly for
CY). More precisely, let

- ~ t ~

R _ <t< e G =
- . 8 T t 12 2T ~ ~ -
U—{Tr<i< 0T 30 <7510 Yiry=C¥% =

An important observation here is that # ~ R and t — 7 ~ U in C:,E and C':[F] respectively.

Lemma 4.7. For 1 < U,R < T/4 we have

(4.15) 10wl L2 (omy S B HIwll g2y + T (15wl agamy + 15wl p2ay) + RIOxw] 2o,
respectively
(4.16) 10wl 20g) S U (lwllpaepy + 15wl g2y + 15wl p2eny) + TIOKwI 2y

Proof. The proof is similar to the one in Lemma 3.11 from [58], except that we need to estimate the boundary terms

att =T and t = 27T.
To keep the ideas clear we first prove the lemma with O replaced by [J. We consider a cutoff function x supported

in [8/20,22/10] which equals 1 on [9/20,21/20]. Let
- rT
B(t,7) = X(;E)

Note that 3 =1 on CE, and that 3 is supported in CN'%%
Integrating 3 w?/2 = B(wa +m*P 9w Bﬂw) by parts twice gives

/;T/ﬁ(Iawa— |atw|2)dxdt=/2T/Dw-ﬁwd:vdt—E/QT/@ﬁ)w?dwdt—/(Bwatw—ﬁtw2/2) dw!f

Since we can write w; = (Sw — 2°0;w)/t it follows after integration by parts that

/ﬂw@twdx— /Bwad:z:+—/ w?0; (2" B) d
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Since |9;(x?8)| + t0;8| < C on the support of 3, it follows that the boundary terms are bounded by
(0@ pary + 10T gm0 gy, + 10T )

Let x(t/T) be another smooth cutoff such that x(2) =1 and x(1) = 0. We write

' d ! s [*" dt

w(2T, x)? :/ — (xw?)(s2T, sz) ds :/ S(xw?)(s2T, sx) — :/ S(xw?)(t, tz/2T)
1/2 ds 1/2 S T

and thus

1
||’U}(2T, )HLQ(CR(2T HS(X’LU )(t ‘T)HLQ CR) S _(Hw”LZ CR + ”SwHLQ CR))

A similar argument holds for 27" replaced by T, and for w replaced by Sw. Hence the boundary term can be estimated
by

» Z 1570l g

To estimate Jw we use the pointwise inequality

(4.17) |ow|? <

(El) + = (0l — o)

which is valid inside the cone C for a fixed large M. Hence

(4.18) /[3|8w|2da:dt§/(t 1 oE

where all weights have a fixed size in the support of 3. The function 3 also satisfies |[[J3| < R™2. Then the conclusion
of the lemma follows by applying Cauchy-Schwarz to the last term.
The argument for C¥ is similar. We now consider

+ - ~|D[3|w + —[3|Dw||w|dazdt

6.1 =x(F1F)

We multiply by fw and integrate by parts as above. The boundary terms are now controlled by
(I oy + 150@T e oy + 10T Py ) + 150V s oy )

which in turn is controlled, by using the scaling S as above, by

Z ”S wHLQ(CR

The estimate now follows from (4.18), using the fact that |[08| < T UL
Now consider the above proof but with O replaced by Og. Integrating 8 Oxw?/2 = S(wOgw + g%ﬁaaw dsw) by
parts twice gives

27 27 oT
—/ ﬁgK 0w Dgw/|gx|dz dt = / ﬁwDKw—— Ok B)w )\/|g dwdt——/(ﬁg Baw2—g‘}‘(0w28a6) \/|gK|d:E’T
T

First we estimate the boundary term. The terms with @ = 0 are handled as before and so is the second term with
a > 0. For the first term with a > 0 we integrate by parts and see that it is bounded by a term of the same form as
the second term plus a term of the form

5 [ ot Vil o 5 [ 6r-2ut s

which can be estimated as above. To estimate the interior term we just note that

V09|95 daw 5w = |0;w]* — 0w]* + O(r~)[0w]?,

where the error term can be absorbed in the left of (4.17) for large enough R.
This finishes the proof of (4.15). (4.16) follows in a similar manner. O
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Applying Lemma 4.7 to w, for some multiindex «, and using (2.3) we obtain the higher order version of the
estimates:

(4.19) 10wall 2oy S B™HIwjagsnll p2an) + RIOxw) a4l L2

(4.20) ||5wa||L2(c¥) S U71||w\a|+n||L2(C~‘¥) + T||(DKw)\a|+n||L2(c”g)

Combining the two estimates above (4.19) and (4.20) with the Sobolev embeddings from Lemma 3.3 and the
pointwise estimate for second order derivatives in Lemma 3.5 we obtain

Corollary 4.8. For allT > 1 and 1 < R,U < T/4 we have for some n independent of «:

1
||5wa||Loo(c§?) S §||w5\a|+n||mo(é;i) + R||(DKw)\a|+n||Loo(c”§)v
respectively
9l o) S g lwstoenle ey + TNOxW)arenl e g,
Finally, we will derive a sharp estimate for the bad first order derivative, following [37].
Lemma 4.9. Let Dy = {z; 0 <t—|z| <t/4}, C! = {z; t —|z| = q}, and let W(q) be any positive continuous function,
where ¢ =t — r. Suppose that O¢ = F. Then the following holds in Dy, t > 1:

106t 2)T@)] < s (19000 ) Tlliowon + X2, 127007, ) Tl o= (cn))

49<7t<

t
+/ (<T>H E(m ) W= cn + Z|1|+\J\§2<T>_l||6[QJ¢(T’ ')EHL“’(CE)) ar.

4q
Proof. We write
1 1
Up=—= avau(r¢) + —QAW¢,
r r
where 9, = 0; — 0, and 0, = 9; + 9,. Hence in Dy

)| S ’I“|:|¢‘ + <7“>—1 Z‘I‘HJISQ 10707 ¢| < ’<t>D¢’ + <t>_1 Z|1|+mg2 19707 g|

Integrating this along the flow lines of the vector field 0, from the boundary of D = U,>9D, to any point inside
D, for t > 1. Using that w is constant along the flow lines, and (4.21), we obtain

(<T>” F(r ) @llimen+ D e 1072760, ')WIILwcz)) dr.

(4.21)

t

0.(ro(t,2)) wla)] 5 10.(r0)4a.300w(o)] + [

4q
Moreover
t0ud(t, )W (q)| < [0u(ro(t, x)) W(q)| + |p(t, z)w(q),
and
|0u(r¢)(4q, 3q)w(q)| < la0ud(4q, 3¢)w(q)| + [¢(4q, 3q)w(q)|.
The last three inequalities yield

10,6t 20| S sp_ (119967, ) Tlwies) + 190 ) Tl cn)
49<Tt

t
+/ (<T>H F(r, )| pee gy + Z|1|+\J\§2<T>_l||6[QJ¢(T’ ')EHL“’(CE)) dr.

4q
The lemma follows from also using that r|0¢| < [rdg¢| + [S¢| + Q4] O

5. POINTWISE ESTIMATES FROM THE MINKOWSKI FUNDAMENTAL SOLUTION

In this section, we translate pointwise bounds on the inhomogeneous terms into pointwise bounds for the solution
by using the fundamental solution of the Minkowski metric.
For any 3,v,n € R, we define the weighted L> norms

1G]l eg

Byv.m

2
= [Pt =) H(tr) g Htr) =Y I0G(E 7w)] 12 s2)-
0

We use the following lemma (see Section 6 of [65]).
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Lemma 5.10. Let v solve

where G is supported in {|z| < t+ Ro}. Assume also that 2 < < 3 and n > —1/2. We define, for any arbitrary
0> 0,

1) If v > 0, we have

1
(5.22) ro(t2) S g Eee Gl
ii) If v < 0, we have
=
(5.23) Yt z) S W”GHLE’M’
iii) If x| <t —1, and n > 1, we have
t
(5.21) ro(t) Sin Gy,

Proof. Note first that, after a translation in time, we may assume that Ry = 0.
We use the ideas from [58]. Define

2
H(t,r) =) Gt )] 2 (e2)-
0

By Sobolev embeddings on the sphere, we have |G| < H. Let v be the radial solution to
Ov=H, v[0] = 0.
By the positivity of the fundamental solution, we have that || < |v|. On the other hand, we can write v explicitly:

1
rottr) = [ pH(s.p)dsdp,
Dy,

where Dy, is the rectangle
Dy ={0<s—p<t—r, t—r<s+p<t+r}
We partition the set Dy, into a double dyadic manner as

Dy =|JDfl, Dff=Dy,n{R<r<2R}
R<t
and estimate the corresponding parts of the above integral.
We clearly have

| otasdo S 1Glus,, [ 07 s = p) Vg
R DR

Byvsm
tr tr

We now consider two cases:
(i) R < (t —r)/8. Here we have p ~ R and s = s — p ~ (t — r); therefore we obtain

/ PP (s) s — p)Mdpds < BBt — )T,
DE

and after summation, using that § < 3, we obtain

In{t —r){t — )37 1
Hdsdp < < ]
R<(tz)/8/D§;p e~ (t —r)rtn Nt =)

which is the desired bound in all cases.
(ii) (t —r)/8 < R < t. Here we have p ~ R and t > s 2 R. Denote u = s — p.
Assume first that v > 0; then

t—r
[ o = o) rdpds S P[RS - o,
DE 0

tr
where

_ ) 1=-n n<1,
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If 54+~ > 2, we obtain after summation

Z pHdsdp < (t — ,¢>2fﬁfv+u(n)7
R>(t—r)/8 7 Dir
which is (5.22).
On the other hand, if 3 = 2 and v = 0, and taking into account that there are lnﬁ dyadic regions when

(t —r)/8 < R < t, we obtain (5.24) after summation.
Finally, if v < 0 we obtain

t—r
[ r = o s S R [ ) au S B,
DE 0
Since 8 > 2, we obtain after summation
Z / pHdsdp < t77(t — )27 A+r0m),

R>(t—r)/8

which is (5.23). O

6. SETUP FOR POINTWISE ESTIMATES

In this section, we will slightly adjust (g to an operator closer to [ (with respect to the (£, ) coordinates). Indeed,
we let

1/4( )_1/2|:|K( ) 1/2 | 1/4'

= lgk]| 9K
P is self-adjoint with respect to dfdz. More importantly, a quick computation yields that

P =0, (957 (=g)05) + V. V = lgxl (=g /O (=g 2lgnc| /%)

It is easy to see that V € SZ(r=3). B i
Let us first consider the Schwarzschild metric. In this case we have that for large r, —g% = gg*r* and gtsr* =0. We
thus have

P=0O+ BTv
where the long range spherically symmetric part P, has the form
(625) Hr = glr('r)Aw + ‘/7 gir € SZ(T_B)u Ve SZ(T_3)'
For the Kerr metric, we use the fact that the metric coefficients have the following properties:
(6.26) gl — g3 € S2(r7?),
(6.27) dgi € SZ(r=%), 9%gx € SZ(r3)

Using (6.25) and (6.26) we see that we can write
(6.28) P=0+ Py + Py,
where the short-range part P;, has the form
(6.29) Py = 0agel 0, 9ol € S7(r7?).
Using (6.27) we see that for any function ¢ we have
(6.30) Po = (—g)Ox¢ +hid+ hadp, € SZ(r%), hy e S%(r2).
Now pick any multiindex «. After commuting with vector fields, using (6.28), (6.25), and (6.29), we obtain
Poo € SZ(1)(Ok¢)<jal + 57 (%) d<iatrs + S (r72)0¢<al 15,
which in turn implies, using (6.28)
(6.31) O¢a € 87(1)(Oxd)<ja) + S (7% )b<jals + 57 (r72)0d<|al+5-

Moreover, by finite speed of propagation, and the assumption on the support of the initial data, the right hand side
is supported in the forward light cone {|z| <t + Ry}.
We will use (6.31) in the next section to extract more decay for the solution.
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7. THE BOOTSTRAP ARGUMENT FOR THE EINSTEIN MODEL
We now prove Theorem 1.1 by using a bootstrap argument. We first write
En(0) = pne
where pn > 0 is a fixed, small N-dependent constant to be determined below (see (7.36), (7.37)).

Let N7 = % We will assume that the following a-priori bounds hold for some large constant C' independent of €
and t, and a fixed small § > 0

(7.32) En(t) < Cune(t)’,

erd €
(7.33) |p<ny 42| < @7 |0¢< N, +2| < m
(7.34) |(0drv) <Ny +2| < %

Clearly (7.32), (7.33) and (7.34) hold for small times. We assume now that the bounds hold on some time interval
0 <t < T, and we improve the constants by 1/2. By the continuity method this implies that the solution exists
globally, and that the bounds also hold globally.

In order to improve (7.32), we show that, for small enough ¢, there is Cy independent of T so that

(7.35) En(t) <On(BVEN(D), 0<I<T
If we now additionally take C' = 2Cy and € < % we thus improve the a-priori bound for Ex(f) to
- 1~ ~
En(t) < §C‘LLN€<t>6.

In order to improve the pointwise bounds, we will show that, for some fixed positive integer m, independent of N,
we have

En(0) tEn(0)
(7.36) [p<n—m| < @_;VW, |0¢<n-m| < i - _]\;>1+5
En(0)
(7.37) |(0drv)<n-m| < T<t~iv7:>1—6

We can now pick a small py to improve (7.33) and (7.34).

7.1. The energy estimates. We will now use assumptions (7.33) and (7.34) to show (7.35) for small enough e.
By Gronwall’s inequality and (2.9), it is enough to show that

(7.39) IOxd)enlisyon S [ Senthir+ cen(d)

We can write, using (2.5), (2.6) and (2.7):

Ox¢ € SZ(1)(0¢rv) + S7(1)0¢0¢

After commuting with vector fields, and using (2.4), we also get that
(7.39) (Ox¢)<n S (0¢10)<n, (0¢70)<n + Ip<n,0b<N + Odp<n, Op<n + 7' 0dp<n, Op<n -1

The first term is easy. By (7.34) we have

[(0d1v) <Ny (Odru) <Nl L1j0,q02 < /Ot EEN(T)dT-
Similarly, the last term can be estimated in L!L2. Indeed, we note that (7.33) implies that
[ 06<m| £ 3
and thus :
71 0¢<n,0b<n 1l 10,22 S /O EEN(T)dT-

For the second term, we divide it into two parts. When r < Ry we have by (7.33):

t
— €
10¢<N,0b<N|lL1j0.5L2(r<R1) 5/0 ;5N(7')d7'
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2,26

When r > R;, we use (7.33) and the last term in (2.8):
< 0 24V < ) 2 < (eén(D)”
2+25| p<n| S lle(r =) ¢§N||L2[0,t]L2(r2R1) ~ (6 N ( ))

t
= T
06<wToenle0a S [ [ :
ST TS AL 0 Jrsg, (T —T)
For the third term, note that (2.2) and (7.33) imply that

(7.40) 0¢<,| < 7=

Using (7.40) gives

o+

[Bocmd0ellrpase < [ Sew(rdr
0

Putting all these together we obtain (7.38).

7.2. The decay estimates. We now show that (7.36) and (7.37) hold.

The proof uses an iteration procedure. The most important part here is to obtain pointwise decay rates of £~ ! near
the trapped set for all components. We start with a weak decay rate of t~1/2tC¢ given by the slow growth ¢©¢ combined
with the results of Section 3. We then use Lemma 5.10 to improve decay in r, followed by Corollary 4.8 to improve the
decay of derivatives. Lemma 4.6 then allows us to turn the r-decay into £ decay. This yields an improved global decay
rate of £71+Y¢ which is barely not enough. We then use Lemma 4.9 to improve the decay of the derivative of the
good components d¢ry to ! near the cone. We can now go back to the iteration procedure, and use the improved
bounds combined with Lemma 5.10, Corollary 4.8 and Lemma 4.6 to improve the decay rate of all components to £~ !
away from the cone. This finishes the proof.

Let No = N — 13. We first note that (3.13) and (3.14), combined with the energy bounds (7.35), yield the weak
pointwise bounds

{H)“<En(0) (t —7)'/2En(0)
r(f— 7:>1/2 ’ <£>1—06

We now need to improve the decay of ¢<n_r, and 0p<n_r,. To that extent, we will use Lemma 5.10, followed by
Lemma 4.6 and Corollary 4.8.

We cannot apply Lemma 5.10 directly. On one hand, we have no control on the solution for r < 2M, and on the
other hand, the initial data is not trivial. Instead, let

(7.41) |0d<n,| S |p<n,| S

x = x1(F)xa()
Here x1 = 1 for # > R > M and supported in # > R/2, while yo =1 for # > 1 and supported in ¢ > 1/2.
We now consider ¥og = Xpap. Using (6.31), we see that 1) satisfies the system

O(<n) = Gy G € S7(r72)0b<nss + 7 (1) p<nrs + 57 (1)(9d<n)?

with trivial initial data, and G,, supported in the region » > R/2. Using (7.41), we see that, for all n < N3 := Ny — 12,
we have

<£>Ce <£ _ 7:>1/2 <£>Ce
Gosa £ 850 (55 + i * 7))

We now apply Lemma 5.10. The first term on the right hand side is controlled by the other two terms. For the
second term we use (5.22) with § =3, v =1 — Ce and n = —1/2. For the third term, we use (5.22) with g = 2,
v=—Ce and n =1 — Ce. We obtain

{Ce

(7.42) lp<ns| S . En(0).

We now plug in the bounds (7.42) and (7.41) into Corollary 4.8. We thus obtain for Ny = N3 — n with n from
Corollary 4.8:
Ce

RT1/2

2 TCE

1 TCe gN(0)> < 72 En(0)

Ry S —
0wz icpy 5 - En(0)+ R

1 Ce TCE 2 TCE
00w~y S 5 €50+ T (v S Fren(0)
The last two inequalities can be written as
{1+Ce
(7.43) [0d<n,| < ﬁf;N(O)
r2(t — )
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We now use Lemma 4.6. Note that (7.42) and (7.43) yield
” <T>¢SN4 ”LEl(C;T/?) S T1/2+C€5N (0)
Moreover, (7.41) implies that
|| (DK¢)§N4 ||LE*(C;T/2) 5 T71/2+C€5N(0)
The two inequalities above and Lemma 4.6 with N5 = Ny —n give us
||¢§N5 ”LEl(C;T/?) S T71/2+C€5N (0)
which combined with the Sobolev embeddings from Lemma 3.3 give for Ng = N5 — 13:
(7.44) <ol SETHEN(0)
We now plug in the bounds (7.44) and (7.41) into Corollary 4.8. We thus obtain for N; = Ng — n

1 TCe TCe 2 TCe
100 <Ny ll Loy S BT En(0)+ R (W&v(o)> S RTgN(O)

which combined with (7.43) gives

7Ce
(7.45) 06<n;| S —=—=¢n(0)
r{t —7)
This finishes the proof of (7.36) when 7 > £/2.
Note also that (2.2), (7.44) and (7.45) give
_ {Ce
(7.46) |0h<nN—2| S —=En(0)

r{t)

We now use the fact that ¥y actually satisfies better decay estimates. Indeed, note first that
O(TUP pop) — T*UPOap € SZ(r 2)d<1

Using (6.28) and (6.30) we obtain

Oéru € $7(1)(Okd)rv + 87 (r™?)o<o
and since
(Ox¢)rv € S7(1)060¢
we thus have
O¢ru € S7(1)069¢ + 57 (r~?)p<e
After commuting with vector fields (in particular using (2.4)) and applying the cutoff we thus obtain

O@rv)<m = Hm, Hp € SZ(r™)d<mre + SZ(1)0¢<mOp<m + SZ(r™ 1) (0p<m)?
Using (7.44), (7.45) and (7.46), we see that

En(0)

7.47 H, < ——"_,
( ) ~ T2<t>l—Ce

m S N7 -2
Let Ng = N7 — 6. We now apply Lemma 4.9 with w(q) = (g)*~° to (¥rv/)<ns. Note first that, due to (7.45) and
(7.44) we have
— I —
4(15;\17]5;1F (|| qO0< Ny (T,) 0| Lo () + ZIIISHZ d<ng(T:7) w||Loo(C$)) S En(0)
Moreover, (7.44) implies that

g ¢ 1-6
/4 2 e 19 s () Bl oy dr / <T>_1WW S En(0).

4q
Finally, we obtain by (7.47) that
t i 1-45
_ {9) —°En(0)
[ttty wlieen < [ 02 E58ar sevo).
4q 4q <T>
Lemma 4.9 thus implies, in conjunction with (7.45), that

En(0
(7.48) 0(rv)<ns| S %

This finishes the proof of (7.37).
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Finally, to obtain a decay rate of 1/f in the interior, we see that, using (6.31) and (7.39), we can write our system
as

D(¢gm) =Jm, Jm € SZ(T72)8¢SW+5 + SZ("rB)(bSm-i-G + SZ(l)(a¢TU)2§m + SZ(1)8¢Sm5¢Sm + SZ(Til)(a(bSmy

and J,, is supported in the region {f > 1/2,7# > R/2}. Due to the improved bounds (7.44), (7.45) and (7.48) we obtain
tee N 1

3t —7F)  r2(f—7)2-2

We now apply Lemma 5.10 and in particular (5.23) to control the last term. We obtain

Jm+6§5N(0)< ), m < Ng := Ng — 8.

~

(7.49) beny < %5N(0), 7 < 37/4.
Corollary 4.8 thus implies, with Nig = Ng — n:
(7.50) Do<ny < T%EN(O), 7 < 37/4.
We now use Lemma 4.6. Note that (7.49) and (7.50) yield
) o<nvioll pprogmrey S T'/2EN5(0)

Moreover, (7.45) implies that
” (DK¢)§N10 HLE* (C;T/2) S T_1/28N (0)
The two inequalities above and Lemma 4.6 give us for N1; = Nyg — n:
||¢SN11 ”LEl(C;T/Z) S Tﬁl/QgN (0)
which combined with the Sobolev embeddings from Lemma 3.3 give with N1o = N1 — 13
En(0 .
bl s 2D <2

(t)
Finally, one last application of Corollary 4.8 with N13 = N15 — n gives
En(0 -
|6¢SN13|§ wa rgt/2
r(t)

This finishes the proof of (7.36) if we pick N large enough so that N3 > Nj.
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