
Characteristic polynomials of sparse non-Hermitian random

matrices

Ievgenii Afanasiev∗ Tatyana Shcherbina †

Abstract

We consider the asymptotic local behavior of the second correlation functions of the

characteristic polynomials of sparse non-Hermitian random matrices Xn whose entries

have the form xjk = djkwjk with iid complex standard Gaussian wjk and normalised iid

Bernoulli(p) djk. It is shown that, as p→ ∞, the local asymptotic behavior of the second

correlation function of characteristic polynomials near z0 ∈ C coincides with those for

Ginibre ensemble: it converges to a determinant with Ginibre kernel in the bulk |z0| < 1,
and it is factorized if |z0| > 1. For the finite p > 0, the behavior is different and exhibits

the transition between different regimes depending on values p and |z0|2.

1 Introduction

Introduce n× n non-Hermitian random matrices

Xn = (xjk)
n
j,k=1, (1.1)

whose entries can be written in the form

xjk = djkwjk

with i.i.d. complex random variables wjk such that

E{wjk} = E{w2
jk} = 0, E{|wjk|2} = 1, (1.2)

and normalized i.i.d. Bernoulli(p), 0 < p f n, indicators djk independent of {wjk}, i.e.

djk =
1√
p

{

1, with probability p
n ,

0, with probability 1− p
n .

(1.3)

We will refer to this ensemble as to sparse non-Hermitian random matrices. Parameter p
can be fixed or may depend on n. Clearly, this ensemble interpolates between non-Hermitian
random matrices with iid entries for p = n and very sparse matrices (which have, on average,
p non-zero entries in a row) for a fixed p.

The limiting empirical spectral distributions for such matrices with p growing together
with n was excessively studied in the mathematical literature (see, e.g., [28], [14], [30], [7] and
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references therein) with an optimal result obtained by Rudelson and Tikhomirov in [21]: as
soon as p → ∞ together with n, the empirical spectral distribution of sparse non-Hermitian
random matrices converges weakly in probability to the circular law, i.e. to the uniform
distribution on a unit disk. The existence of the limiting empirical spectral distributions for
finite p > 0 (in this case it is not a circular law anymore) was obtained very recently in [22].

The local eigenvalue statistics of (1.1) is much less studied. For a non-Hermitian matrices
with iid random entries (i.e. p = n case) the local eigenvalue statistics in the bulk and at
the edge of the spectrum coincide with those of the Ginibre ensemble, i.e. matrices with iid
Gaussian entries. This is known as the universality of non-Hermitian random matrices (see
[29], [11],[17], [20], [12], [4] and references therein). For the sparse case, the universality at
the edge of the spectrum for nα j p f 1

2 was obtained recently in [15]. The bulk universality
with pj n is still an open question.

In this paper we are going to study the local behavior of correlation functions of charac-
teristic polynomials. For the non-Hermitian random matrices it can be defined as

fk(z1, . . . , zk) = E

{

k
∏

s=1

det(Xn − zs) det(Xn − zs)
∗
}

. (1.4)

We are interested in the asymptotic behavior of f2 for matrices (1.1) as n→ ∞ and

zj = z0 +
ζj√
n
, j = 1, 2. (1.5)

Characteristic polynomials are the objects of independent interest because of their connec-
tions to the number theory, quantum chaos, integrable systems, combinatorics, representation
theory and others. In additional, although fk is not a local object in terms of eigenvalue statis-
tics, it is also expected to be universal in some sense. In particular, it was proved in [2] (see
also [6] for the Gaussian (Ginibre) case) that for non-Hermitian random matrices H with iid
complex entries with mean zero, variance one, and 2k finite moments for any zj = z0+ζj/

√
n,

j = 1, .., k and |z0| < 1 we get

lim
n→∞

n−
k2−k
2

fk(z1, . . . , zk)
∏

j f1(zj)
= Ck

det(K(ζi, ζj))
k
i,j

|∆(ζ)|2 , (1.6)

where
K(w1, w2) = e−|w1|2/2−|w2|2/2+w1w̄2 , (1.7)

∆(ζ) is a Vandermonde determinant of ζ1, . . . , ζk, and Ck is constant depending only on
the fourth cumulant κ4 = E[|H11|4] − 2 of the elements distribution, but not on the higher
moments. In particular, this means that the local limiting behavior (1.6) of non-Hermitian
matrices with iid entries coincides with those for the Ginibre ensemble as soon as the elements
distribution has four Gaussian moments, i.e. the local behavior of the correlation functions
of characteristic polynomials also exhibits a certain form of universality. Similar results were
obtained for many classical Hermitian random matrix ensembles (see, e.g., [9], [10], [27],[24],
[25],[1], [26], etc.)

Notice that the local asymptotic behavior of characteristic polynomials of the sparse Her-
mitian random matrices was obtained in [1]. In particular, it was shown that while for p→ ∞
the behavior coincides with that for Gaussian Unitary Ensemble (GUE), i.e. Hermitian ma-
trices with iid (up to the symmetry) Gaussian entries. For the finite p the local asymptotic
behavior of the second correlation function of characteristic polynomials of sparse Hermitian
random matrices demonstrates the transition: when p < 2 the second correlation function of
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Figure 1: phase diagram of the three different types of behavior of f2

characteristic polynomials factorizes in the limit n→ ∞, while for p > 2 there appears an in-
terval (λ−(p), λ+(p)) such that inside (λ−(p), λ+(p)) the second correlation function behaves
like that for GUE, while outside the interval the second correlation function is still factorized.

The goal of the current paper is to establish similar result for the sparse non-Hermitian
matrices (1.1). Define

b =
√

2(n−p)
np (1.8)

with p of (1.3). Notice that if p is finite, then

b =

√

2

p
+O(n−1), n→ ∞, (1.9)

and
b = O(p−1/2), n→ ∞, (1.10)

if p→ ∞ but p < (1− ε)n for some ε > 0.
The main result of the paper is the following theorem:

Theorem 1. Let Xn be the sparse non-Hermitian complex random matrices (1.1) with the
standard complex Gaussian wjk and finite fixed p > 0. Then for the second correlation function
of characteristic polynomials f2 of (1.4) with z1, z2 from (1.5) we have

(i) if (b, |z0|2) ∈ Ω1, then

lim
n→∞

f2(z1, z2)
√

f2(z1, z1)f2(z2, z2)
= e−γ(ℜ(z̄0(ζ1−ζ2)))2

det(K(
√
βζi,

√
βζj))

2
i,j=1

β |△(ζ)|2
, (1.11)

where K is defined in (1.7) and β ∈ [0, 1] is a solution (the largest one, if several) to
the equation

pβ − p+ 2 = p |z0|2 (1− β)2(2− p |z0|2 (1− β)),
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and γ > 0 is a certain constant depending on p and |z0|2 (see (3.71)).

(ii) if (b, |z0|2) ∈ Ω2, then

lim
n→∞

f2(z1, z2)
√

f2(z1, z1)f2(z2, z2)
= e−p(ℜ(z̄0(ζ1−ζ2)))2 . (1.12)

(iii) if (b, |z0|2) ∈ Ω3, then

lim
n→∞

f2(z1, z2)
√

f2(z1, z1)f2(z2, z2)
= 1. (1.13)

The domains Ωi, i = 1, 2, 3 are shown in Figure 1. Here γ1 is the curve

|z0|2 =
b2 − b

√
2− b2

2
, b ∈ [1,

√
2],

and γ2, γ3 are certain explicit curves that will be defined later (see Lemma 4 and Lemma 7).

Remark 1. The asymptotic behavior of the second correlation function is given by

(i) for (b, |z0|2) ∈ Ω1

f2(z1, z2) = C(ζ1, ζ2)n
2 exp

{

C1n+ C2(ζ1, ζ2)
√
n
}

det
{

eβζj ζ̄k
}2

j,k=1

β |△(ζ)|2
(1 + o(1)), (1.14)

(ii) for (b, |z0|2) ∈ Ω2

f2(z1, z2) = CII√n exp
{

n

(

−1 +
|z0|4
b2

+ log b2

)

+
√
n
2 |z0|2
b2

ℜ(z̄0(ζ1 + ζ2))

}

× exp
{p

2

[

2(ℜ(z̄0(ζ1 + ζ2)))
2 −ℜ(z̄20(ζ21 + ζ22 ))

]

}

(1 + o(1)),

(1.15)

(iii) for (b, |z0|2) ∈ Ω3

f2(z1, z2) =
(1 + o(1))

(

1− 1
|z0|2

)4 (

1− b2

|z0|4
)
exp

{

n log |z0|4 +
2
√
n

|z0|2
ℜ(z̄0(ζ1 + ζ2))

}

× exp

{

− 1

|z0|4
ℜ(z̄20(ζ21 + ζ22 ))

}

,

(1.16)

where C, C1, C2, C
II will be defined later (see (3.73), (3.74), (3.75), (3.78)).

In the case p→ ∞ we can also get

Theorem 2. Let Xn be the sparse non-Hermitian complex random matrices (1.1) with the
standard complex Gaussian wjk and p → ∞ but p < (1 − ε)n for some ε > 0. Then the
limiting behavior of second correlation function of characteristic polynomials f2 of (1.4) with
z1, z2 from (1.5) coincides with those for Ginibre ensemble (1.6) in the bulk, i.e. if |z0| < 1.
If |z0| > 1, then (1.13) holds.
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In order to prove Theorems 1-2 we are going to apply the supersymmetry techniques
(SUSY). SUSY techniques is based on the representation of the determinant as an integral
(formal) over the Grassmann variables, which allows to obtain the integral representation for
the main spectral characteristics of random matrices (such as density of states, correlation
functions, characteristic polynomial, etc.) as an integral containing both complex and Grass-
mann (anticommuting) variables. Although at a heuristic level SUSY was actively used in
theoretical physics literature (see e.g. reviews [13], [19]) for several decades, the rigorous anal-
ysis of such integrals poses a very serious challenge. However, the method was successfully
applied to the rigorous study of local regime of some random matrix ensembles, including
the most successful applications to the Gaussian Hermitian random band matrices (see [23]
and reference therein). The asymptotic behavior of characteristic polynomials is known to be
especially convenient for the SUSY approach and were successfully studied by the techniques
for many Hermitian (see, e.g., [9], [10], [24], [25],[1], [26] etc.) and some non-Hermitian (see,
e.g., [5], [2], [3]) ensembles.

The paper organized as follows. In Section 2 we give the brief outline of SUSY techniques
and obtain the SUSY integral representation of f2 of (1.4). Section 3 is devoted to the proof of
Theorem 1 by performing the saddle-point analysis of the obtained representation: in Section
3.1 we determine the main saddle-points that can give the leading contribution to the integral;
in Section 3.2 we determine the domain of domination of each of the obtained saddle-point;
finally, the contribution of each of the saddle-points is computed in Section 3.3.

2 Integral representation for f2

In this section we obtain a convenient integral representation for the correlation function of
characteristic polynomials f2 defined by (1.4).

Proposition 1. Let Xn be defined by (1.1) and (1.2). Then the second correlation function
of the characteristic polynomials f2 defined by (1.4) can be represented in the following form

f2(z1, z2) =
(n

π

)5
∫

enf̂(Q,v)dQdv̄ dv, (2.1)

where Q is a complex 2× 2 matrix, v ∈ C,

dQ =

2
∏

j,k=1

dQ̄jk dQkj

and

f̂(Q, v) = − trQ∗Q− |v|2 + log h(Q, v); (2.2)

h(Q, v) = detA+ bv detQ∗ + bv̄ detQ+ b2 |v|2 ; (2.3)

A = A(Q) =

(

−Z Q
−Q∗ −Z∗

)

, Z =

(

z1 0
0 z2

)

(2.4)

with b of (1.8).

2.1 Proof of Proposition 1

To derive the integral representation of f2 we will use the SUSY. For the reader convenience,
we start with a very brief outline of the basic formulas of SUSY techniques we need. More
detailed information about the techniques and its applications to random matrix theory can
be found, e.g., in [13] or [19].
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2.2 SUSY techniques: basic formulas

Let us consider two sets of formal variables {ψj}nj=1, {ψj}nj=1, which satisfy the anticommu-
tation relations

ψjψk + ψkψj = ψjψk + ψkψj = ψjψk + ψkψj = 0, j, k = 1, . . . , n. (2.5)

Note that this definition implies ψ2
j = ψ

2
j = 0. These two sets of variables {ψj}nj=1 and

{ψj}nj=1 generate the Grassmann algebra A. Taking into account that ψ2
j = 0, we have that

all elements of A are polynomials of {ψj}nj=1 and {ψj}nj=1 of degree at most one in each
variable. We can also define functions of the Grassmann variables. Let χ be an element of A,
i.e.

χ = a+
n
∑

j=1

(ajψj + bjψj) +
∑

j ̸=k

(aj,kψjψk + bj,kψjψk + cj,kψjψk) + . . . . (2.6)

For any sufficiently smooth function f we define by f(χ) the element of A obtained by sub-
stituting χ− a in the Taylor series of f at the point a:

f(χ) = a+ f ′(a)(χ− a) +
f ′′(a)
2!

(χ− a)2 + . . .

Since χ is a polynomial of {ψj}nj=1, {ψj}nj=1 of the form (2.6), according to (2.5) there exists

such l that (χ − a)l = 0, and hence the series terminates after a finite number of terms and
so f(χ) ∈ A.

Following Berezin [8], we define the operation of integration with respect to the anticom-
muting variables in a formal way:

∫

dψj =

∫

dψj = 0,

∫

ψjdψj =

∫

ψjdψj = 1,

and then extend the definition to the general element of A by the linearity. A multiple
integral is defined to be a repeated integral. Assume also that the “differentials” dψj and
dψk anticommute with each other and with the variables ψj and ψk. Thus, according to the
definition, if

f(ψ1, . . . , ψk) = p0 +

k
∑

j1=1

pj1ψj1 +
∑

j1<j2

pj1,j2ψj1ψj2 + . . .+ p1,2,...,kψ1 . . . ψk,

then
∫

f(ψ1, . . . , ψk)dψk . . . d ψ1 = p1,2,...,k.

The key formulas we need in this subsection are the well-known complex Gaussian inte-
gration formula for a complex n-dimensional vector t

∫

Cn

exp {−t∗Bt− t∗h2 − h∗
1t} dt∗dt = πndet−1B exp{h∗

1B
−1h2}, (2.7)

valid for any positive definite matrix B and its analog for Grassmann n-dimensional vector τ
(see [13], Ch 2.4):

∫

exp
{

−τ+Aτ − τ+υ2 − υ+
1 τ
}

dτ+dτ = detB exp{υ+
1 B

−1υ2} (2.8)
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valid for an arbitrary complex matrix B. Here and below τ+ = (τ̄1, . . . , τ̄n).
We will need also the following Hubbard-Stratonovich transformation formulas which ba-

sically is an employment of (2.7) in the reverse direction:

eab = π−1

∫

C

eaū+bu−ūudū du. (2.9)

Here a, b can be complex numbers or sums of the products of even numbers of Grassmann
variables (i.e. commuting elements of Grassmann algebra).

2.3 Integral representation

Rewrite the expression (1.4) for f2 using (2.8)

f2(z1, z2) = E

{

∫

exp

{

−
2
∑

j=1

φ+
j (Xn − zj)φj −

2
∑

j=1

θ+
j (Xn − zj)

∗
θj

}

dΦdΘ

}

,

where φj , θj , j = 1, 2 are n-dimensional vectors with components φkj and θkj respectively, Θ
and Φ are n× 2 matrices composed of columns θ1,θ2 and φ1,φ2, and

dΦ =

2
∏

j=1

dφ+
j dφj , dΘ =

2
∏

j=1

dθ+
j dθj .

Denoting ϕk = (φk1, φk2)
t, ϑk = (θk1, θk2)

t we can rewrite the previous formula as

f2(z1, z2) = E

{

∫

exp

{

n
∑

k=1

ϕ+
k Zϕk +

n
∑

k=1

ϑ+
k Z

∗ϑk

+

n
∑

k,l=1

(ΦΦ+)lkxkl +

n
∑

k,l=1

(ΘΘ+)klx̄kl

}

dΦdΘ

}

, (2.10)

where Z is defined in (2.4) and Θ+, Φ+ are 2 × n matrices composed of rows θ+
1 ,θ

+
2 and

φ+
1 ,φ

+
2 respectively.

Let us introduce a notation

ψ (t1, t2) := E
{

et1x11+t2x̄11
}

.

Then the expectation in (2.10) can be written in the following form

f2(z1, z2) =

∫ n
∏

k,l=1

ψ
(

(ΦΦ+)lk, (ΘΘ+)kl
)

× exp

{

n
∑

k=1

ϕ+
k Zϕk +

n
∑

k=1

ϑ+
k Z

∗ϑk

}

dΦdΘ

=

∫

exp

{

n
∑

k=1

ϕ+
k Zϕk +

n
∑

k=1

ϑ+
k Z

∗ϑk

+
n
∑

k,l=1

logψ
(

(ΦΦ+)lk, (ΘΘ+)kl
)

}

dΦdΘ.
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Expansion of log Φ into series gives us

f2(z1, z2) =

∫

exp

{

n
∑

k=1

ϕ+
k Zϕk +

n
∑

k=1

ϑ+
k Z

∗ϑk

+
n
∑

k,l=1

2
∑

p,s=0

κp,s
p!s!

(

(ΦΦ+)lk
)p (

(ΘΘ+)kl
)s

}

dΦdΘ, (2.11)

with

κp,s =
∂p+s

∂py1∂sy2
logψ (y1, y2)

∣

∣

∣

∣

y1=y2=0

.

Using (1.1)–(1.3), one can compute

κ0,0 = 0;

κ1,0 = κ0,1 = E{x11} = 0;

κ2,0 = κ0,2 = E{x211} −E
2{x11} = 0;

κ1,1 = E{|x11|2} − |E{x11}|2 =
1

n
;

κ2,2 = E{|x11|4} − 2E2{|x11|2} =
2(n− p)

pn2
.

(2.12)

Let us transform the terms in the exponent again. Denote

I2,1 = {1, 2}, I2,2 = {{1, 2}} (2.13)

For non-zero terms with p = s = 1 or p = s = 2 one can write

n
∑

k,l=1

(

(ΦΦ+)lk
)p (

(ΘΘ+)kl
)s

=

n
∑

k,l=1

(

2
∑

j=1

φljφkj

)p( 2
∑

j=1

θkjθlj

)s

= p!s!

n
∑

k,l=1

∑

α∈I2,p
β∈I2,s

p
∏

q=1

φlαq
φkαq

s
∏

r=1

θkβr
θlβr

= (−1)p
2

p!s!

n
∑

k,l=1

∑

α∈I2,p
β∈I2,s

s
∏

r=1

θkβr

p
∏

q=1

φkαq

p
∏

q=1

φlαq

s
∏

r=1

θlβr

= p!s!
∑

α∈I2,p
β∈I2,s

(

n
∑

k=1

(−1)p
s
∏

r=1

θkβr

p
∏

q=1

φkαq

)(

n
∑

k=1

p
∏

q=1

φkαq

s
∏

r=1

θkβr

)

. (2.14)

At this point the Hubbard–Stratonovich transformation (2.9) is applied. It yields for
p = s = 1 or p = s = 2

exp

{

κp,s

(

n
∑

k=1

(−1)p
s
∏

r=1

θkβr

p
∏

q=1

φkαq

)(

n
∑

k=1

p
∏

q=1

φkαq

s
∏

r=1

θkβr

)}

=
n

π

∫

exp

{

−
n
∑

k=1

ỹ
(k,p,s)
βα q

(p,s)
αβ −

n
∑

k=1

q̄
(p,s)
αβ y

(k,p,s)
αβ − n

∣

∣

∣q
(p,s)
αβ

∣

∣

∣

2
}

× dq̄
(p,s)
αβ dq

(p,s)
αβ , (2.15)
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where

ỹ
(k,p,s)
βα =

√
nκp,s(−1)p

s
∏

r=1

θkβr

p
∏

q=1

φkαq
;

y
(k,p,s)
αβ =

√
nκp,s

p
∏

q=1

φkαq

s
∏

r=1

θkβr
.

(2.16)

Then the combination of (2.11), (2.14) and (2.15) gives

f2(z1, z2) =
(n

π

)5
∫

e− trQ∗Q−|v|2
n
∏

k=1

jk dQ
∗dQdv∗dv (2.17)

where

jk =

∫

exp {ak,2 + ak,4} dϕ+
k dϕkdϑ

+
k dϑk, (2.18)

ak,2 = −
(

tr Ỹk,1Q+ trQ∗Yk,1
)

+ϕ+
k Zϕk + ϑ+

k Z
∗ϑk,

ak,4 = −
(

vỸk,2 + v̄Yk,2

)

, (2.19)

In the formulas above Q, Ỹk,1 and Yk,1 are matrices whose entries are q
(1,1)
αβ , ỹ

(k,1,1)
βα and y

(k,1,1)
αβ

with α, β = 1, 2 respectively, and v = q
(2,2)
αα , Ỹk,2 = ỹ

(k,2,2)
αα , Yk,2 = y

(k,2,2)
αα with α = {1, 2}.

Therefore, v ∈ C, and Q is a 2× 2 complex matrix.
Fortunately, the integral in (2.17) over Φ and Θ factorizes. Therefore, the integration

can be performed over ϕk and ϑk separately for every k. Lemma 1 provides a corresponding
result.

Lemma 1. Let jk be defined by (2.18). Then

jk = detA+ bv detQ∗ + bv̄ detQ+ b2 |v|2 , (2.20)

where A is defined in (2.4) and b =
√
nκ2,2 =

√

2(n−p)
pn .

Proof. The integral jk is computed by the expansion of the exponent eak,4 into series. We
have

jk =

∫

(

1 + ak,4 +
a2k,4
2

)

eak,2dϕ+
k dϕkdϑ

+
k dϑk, (2.21)

because a3k,4 = 0. Recalling the definition (2.16) of y
(k,p,s)
αβ and the values (2.12) of κp,s, one

can render ak,2 and ak,4 in the form

ak,2 = −ρ+
k Aρk, (2.22)

ak,4 = −b
(

θk2θk1φk2φk1v + v̄φk1φk2θk1θk2
)

, (2.23)

where A is defined in (2.4),

ρk =

(

ϕk

ϑk

)

(2.24)
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and b =
√
nκ2,2 =

√

2(n−p)
pn . Then we can compute the integral (2.21) term-wise using (2.8):

∫

e−ρ
+
k
Aρkdρ+

k dρk = detA;

−
∫

b
(

θk2θk1φk2φk1v + v̄φk1φk2θk1θk2
)

e−ρ
+
k
Aρkdρ+

k dρk = b(v detQ∗ + v̄ detQ);

b2

2

∫

(

θk2θk1φk2φk1v + v̄φk1φk2θk1θk2
)2
e−ρ

+
k
Aρkdρ+

k dρk =

b2
∫

|v|2 θk2θk1φk2φk1φk1φk2θk1θk2dρ+
k dρk = b2 |v|2 .

A substitution of (2.20) into (2.17) gives (2.1).

3 Saddle-point analysis

In order to perform the asymptotic analysis of (2.1) let us change the variables

Q = UTV ∗, v → v detUV ∗,

where Q = UTV ∗ is the singular value decomposition of the matrix Q, i.e.

T = diag{tj}2j=1, tj g 0, U, V ∈ U(2).

The Jacobian of such change is 2π4△2(T 2)
2
∏

j=1
tj (see e.g. [16]) with ∆(T 2) = (t21 − t22)

2, and

hence we obtain

f2(z1, z2) =
2n5

π

∫

D

△2(T 2)t1t2 exp {nf(T, U, V, v)}

× dµ(U)dµ(V )dTdv̄dv,

(3.1)

where

D = {(T, U, V, v) | tj g 0, j = 1, 2, U, V ∈ U(2)}, dT =
2
∏

j=1

dtj , (3.2)

µ is a Haar measure on U(2), and

f(T, U, V, v) = f0(T, v) +
1√
n
fr(T, U, V, v); (3.3)

f0(T, v) = − trT 2 − |v|2 + log h0(T, v); (3.4)

h0(T, v) =
2
∏

j=1

(|z0|2 + t2j ) + 2bt1t2ℜv + b2|v|2; (3.5)

fr(T, U, V, v) =
√
n(f̂(UTV ∗, v detUV ∗)− f0(T, v)) (3.6)

with f̂ of (2.2). Note that h of (2.3) in new variables takes the form

h(Q, v) = detA+ bv detT ∗ + bv̄ detT + b2 |v|2 . (3.7)

10



3.1 Saddle-points

Since we use the Laplace method to analyse (3.1), we are interested in the saddle-points where
the global maximum of f0(T, v) = f0(T, x, y) with v = x+ iy is achieved.

We start with the following simple lemma

Lemma 2. The function f0 : [0,∞)2 × C → R defined by (3.4) attains its global maximum
value. Moreover, if (T̂ , v̂) is a point of the global maximum then t̂1 = t̂2.

Proof. The function f0(T, v) is continuous and

lim
T→+∞
v→∞

f0(T, v) = −∞.

Therefore, f0 attains its global maximum. Next, by AM-GM and QM-GM inequalities

(|z0|2 + t21)(|z0|2 + t22) f
(

|z0|2 +
t21 + t22

2

)2

, (3.8)

2bt1t2x f b(t21 + t22) |x| .

Note that the inequality (3.8) is strict if t1 ̸= t2 g 0. Hence, for t1 ̸= t2 we have

f0(T, v) = − trT 2 − |v|2 + log
[

(|z0|2 + t21)(|z0|2 + t22) + 2bt1t2x+ b2 |v|2
]

< − trT 2 − |v|2 + log

[

(

|z0|2 +
t21 + t22

2

)2

+ b(t21 + t22) |x|+ b2 |v|2
]

= f0(tI, |x|+ iy),

where t =

√

t21+t22
2 . Thus, a point with t1 ̸= t2 cannot be a global maximum point of f0.

Now we are ready to prove

Proposition 2. Function f0(T, v) = f0(t1, t2, x, y) with v = x + iy of (3.4) may attain its
global maximum only at the saddle-points of these three types:

I. ∗-saddle point: t1 = t2 = t∗ ̸= 0, x = x∗, y = 0.

Here x∗ = αb and α ∈ [0, 1] is a real solution to the equation

2α(1− α)2b2 + 1− α = |z0|2, (3.9)

such that
(6α2 − 8α+ 2)b2 − 1 f 0, (3.10)

and

t2∗ =
α|z0|2
1− α

− αb2 > 0. (3.11)

The value of f0 at this point is

FI(α, b, |z0|2) = f0(t1, t2, x, y)
∣

∣

∣

I
= −α2b2 − 2α|z0|2

1− α
+ 2αb2 + log

|z0|2
1− α

. (3.12)

II. v-saddle points: t1 = t2 = 0, |v|2 = x2 + y2 = 1− |z0|4/b2.
The value of f0 at this point is

FII(b, |z0|2) = f0(t1, t2, x, y)
∣

∣

∣

II
= −(1− |z0|4

b2
) + log b2. (3.13)
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III. Zero saddle-point: t1 = t2 = x = y = 0.

The value of f0 at this point is

FIII(b, |z0|2) = f0(t1, t2, x, y)
∣

∣

∣

III
= log |z0|4. (3.14)

Proof. Taking the derivatives of f0 of (3.4), we get the following system of equations for the
stationary points















































−x+
bt1t2 + b2x

h0(T, v)
= 0

−y + b2y

h0(T, v)
= 0

−t1 +
t1(|z0|2 + t22) + bxt2

h0(T, v)
= 0

−t2 +
t2(|z0|2 + t21) + bxt1

h0(T, v)
= 0

According to Lemma 2, we want to consider only points with t1 = t2 = t, so the system
transforms to































−x+
bt2 + b2x

h0(t, v)
= 0

−y + b2y

h0(t, v)
= 0

−t+ t(|z0|2 + t2) + bxt

h0(t, v)
= 0

(3.15)

To find the solutions of (3.15), consider first the case y = 0. Then (3.15) can be rewritten as















−x+
bt2 + b2x

h0(T, v)
= 0

−t+ t(|z0|2 + t2) + bxt

h0(T, v)
= 0

Clearly, if t = 0, then we can have x = 0, or

h0(0, v) = b2 =⇒ x2 = 1− |z0|4
b2

.

which gives two solutions:

t1 = t2 = t = 0, x = y = 0, (3.16)

t1 = t2 = t = 0, x2 = 1− |z0|4
b2

, y = 0. (3.17)

If t ̸= 0, we get
h0(T, v) = bx+ t2 + |z0|2, (3.18)

and hence from the first equation of (3.15)

bt2 + b2x = xh0(T, v) =⇒ t2 =
x|z0|2
b− x

− bx (3.19)
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if x ̸= b. Substituting this to the r.h.s of (3.18), we get

bx+ t2 + |z0|2 =
b|z0|2
b− x

,

and hence

h0(T, v) =
b2|z0|4
(b− x)2

− 2bx|z0|2 =
b|z0|2
b− x

=⇒ 2x(b− x)2 + b− x = |z0|2b, (3.20)

if b ̸= 0 and |z0| ̸= 0. The last one is a cubic equation with respect to x, which may have
three real roots. It is convenient to write

x = αb, (3.21)

and hence from (3.19), (3.20) we get

t2 =
α|z0|2
1− α

− αb2, h0(T, v) =
|z0|2
1− α

, (3.22)

2α(1− α)2b2 + 1− α = |z0|2.

Now we need

Lemma 3. Among all stationary points corresponding to real roots of the equation

2α(1− α)2b2 + 1− α = |z0|2, (3.23)

the global maximum of f0 can be achieved only at the saddle point corresponding to the solution
α of (3.23) lying on [0, 1] and such that (3.10) holds, i.e.

(6α2 − 8α+ 2)b2 − 1 f 0. (3.24)

The saddle-point corresponding to this solution exists if and only if one of the following holds

(i) b f 1√
2
, |z0|2 f 1;

(ii) b ∈ ( 1√
2
, 1], |z0|2 f z−(b), where

z−(b) =
4b2 + 9

27
+

4b2 + 6

27

√

1 + 3
2b2

; (3.25)

(iii) b ∈ (1,

√

5+
√
5

5 ), |z0|2 ∈ [ b
2−b

√
2−b2

2 , z−(b)];

(iv) b ∈ [

√

5+
√
5

5 ,
√
2], |z0|2 ∈ [ b

2−b
√
2−b2

2 , b
2+b

√
2−b2

2 ];

In addition, at this saddle-point

b2 f 1

1− 2α(1− 2α)
, (3.26)

h∗ = h0(t∗, x∗, 0) =
|z0|2
1− α

= bx∗ + t2∗ + |z0|2. (3.27)
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The proof of Lemma 3 is given after the proof of Proposition 2.
If b = 0, then the first equation of (3.15) implies x = 0, and then

h0(T, v) = t2 + |z0|2 =⇒ (t2 + |z0|2)2 = t2 + |z0|2 =⇒ t =
√

1− |z0|2

for |z0| f 1.
If |z0| = 0, then

h0(T, v) = t2 + bx =⇒ (t2 + bx)2 = t2 + bx =⇒ t2 + bx = 1,

and hence the first equation of (3.15) gives x = b, thus

t1 = t2 =
√

1− b2, x = b, y = 0

for b f 1. Notice also that x = b ̸= 0 always implies

t2 + b2 = t2 + b2 + |z0|2 =⇒ |z0| = 0.

Thus, the case t1 = t2 = t ̸= 0, y = 0 for |z0| ≠ 0, b ̸= 0 gives the solution

t1 = t2 = t∗, x = x∗ = αb, y = 0 (3.28)

where α ∈ [0, 1] and

2α(1− α)2b2 + 1− α = |z0|2, t2∗ =
α|z0|2
1− α

− αb2

if such solution exists and (3.26) holds (see Lemma 3).
If z0 = 0, but b f 1, then the solution takes the form

t1 = t2 =
√

1− b2, x = b, y = 0.

Notice that the last solution can be considered as a limiting case of (3.28), so one can consider
(3.28) also for |z0| = 0. Same is true for the solution

t1 = t2 =
√

1− |z0|2, x = y = 0

obtained for b = 0, |z0| f 1.
Assume now that y ̸= 0. Then the second equation of (3.15) gives

h0(T, v) = b2,

and hence the first equation gives t = 0. Thus the previous equation implies

|z0|4 + b2(x2 + y2) = b2 =⇒ x2 + y2 = 1− |z0|4
b2

if |z0|2 f b. Hence, another family of solutions takes the form

t1 = t2 = 0, x2 + y2 = 1− |z0|4
b2

(3.29)

if |z0|2 f b. Note that this includes (3.17), so one can include here y = 0.
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Proof of Lemma 3.

Notice that as soon as (3.23) is satisfied we get

f0(T, v) = −2t2 − x2 + log h0(T, v) = α2b2 − 2α|z0|2
1− α

+ 2b2α(1− α) + log
|z0|2
1− α

= α2b2 − |z0|2
1− α

+ log
|z0|2
1− α

+ 2|z0|2 − 1.

Here we used (3.21) – (3.22) and

2b2α(1− α) =
|z0|2
1− α

− 1.

Taking the derivative with respect to α of the function above we get

2αb2 − |z0|2
(1− α)2

+
1

1− α
=

2α(1− α)2b2 + 1− α− |z0|2
(1− α)2

. (3.30)

Suppose (3.23) has three real roots. Then, according to (3.30), two of them are the local
minimums, and the middle one is a local maximum of the function above, and hence the
value of f0 in the saddle-point associated to the middle root of (3.23) is greater then those of
other two. Notice that if p(α) = 2α(1− α)2b2 + 1− α− |z0|2, then

p(0) = 1− |z0|2, p(1) = −|z0|2,

and hence the biggest root of p(α) is always grater than 1. If |z0|2 f 1, then (3.23) must has
a non-positive root and the root between 0 and 1, and so the middle root belongs to [0, 1].
If |z0|2 > 1, then one root is still bigger than 1, and two other roots, if exist, must be of the
same sign (since the product of three roots is (|z0|2 − 1)/2b2). It is easy to see that the point
with negative x and t ̸= 0 cannot be a global maximum of f0 since changing the sign of x
evidently increases the value of f0, thus we interested only in the case when all three roots
are positive. As was mentioned, one of them is greater than 1. Two other roots should be
at the same side of 1, and since the sum of all three roots is 2 according to Vieta’s formula,
it implies that two smaller roots must lie on [0, 1]. In addition, at the middle root p′ must
be negative which gives (3.10). Notice also that if t2 of (3.22) corresponding to this middle
root is negative, then t2 corresponding to the smallest root is also negative (since 1/(1 − α)
increases on [0,1)), and the corresponding t2 is always negative for α > 1. This also implies
that in the case when p(α) has only one real root α > 1 the saddle-point corresponding to
the root does not exists since t2 < 0.

Thus, the saddle-point corresponding to the solution of (3.23) exists and can be a global
maximum of f0 only if (3.23) has a solution α ∈ [0, 1] and this solution satisfies (3.10) and

α|z0|2
1− α

g αb2 =⇒ 2α(1− α)b2 + 1 g b2 ⇐⇒ α ∈ [ b−
√
2−b2

2b , b+
√
2−b2

2b ]. (3.31)

The last condition guarantees the existence of t∗ (see (3.11)) and implies (3.26). Notice that
since 0 f 2α(1 − α) f 1/2, we immediately get that b f

√
2 and (3.31) is always satisfied if

b f 1.
From the discussion above, if |z0| f 1, then the solution α of (3.23) satisfying (3.10) exists.

Note that

p′(α) = 0 ⇐⇒ α = α± =
2±

√

1 + 3
2b2

3
. (3.32)

15



Therefore, since α+ > 1, if |z0| > 1, then two positive solutions on [0, 1] exist if

α− > 0, p(α−) g 0

which is equivalent to b > 1√
2

and 1 < |z0|2 f z−(b) = p(α−) + |z0|2 with z−(b) of (3.25).

Therefore, if b f 1, then ∗-saddle point exists if and only if (i) or (ii) holds, and if b ∈ (1,
√
2]

and |z0|2 f z−(b), then the solution α of (3.23) satisfying (3.10) exists.
If b ∈ (1,

√
2], then in order to satisfy (3.31) we must have

α ∈ [ b−
√
2−b2

2b , b+
√
2−b2

2b ]. (3.33)

Notice that if b ∈ [

√

5+
√
5

5 ,
√
2], then it is easy to check that

[ b−
√
2−b2

2b , b+
√
2−b2

2b ] ¢ [α−, 1],

and hence p′(α) < 0 for all α satisfying (3.33). Therefore, if

|z0|2 ∈ [p( b+
√
2−b2

2b ) + |z0|2, p( b−
√
2−b2

2b ) + |z0|2] = [ b
2−b

√
2−b2

2 , b
2+b

√
2−b2

2 ],

then the solution α∗ of (3.23) satisfying (3.10) and (3.33) exists, and so does ∗-saddle point,
which gives (iv).

If b ∈ [1,

√

5+
√
5

5 ), then it is easy to check that

b−
√
2−b2

2b < α− < b+
√
2−b2

2b < 1,

and so possible values of |z0|2 should correspond to α ∈ [α−, b+
√
2−b2

2b ] which gives (iii).
The expression for h∗ can be obtained straightforwardly from (3.22). 2

3.2 Main saddle-points

Depending on the values of |z0| and b, the main contribution to (3.1) is given by the different
saddle-points.

Notice first that if |z0|2 f b and so the v-saddle point exists, then

FII(b, |z0|2) g FIII(b, |z0|2). (3.34)

Indeed, according to (3.13) – (3.14)

FII(b, |z0|2)− FIII(b, |z0|2) =
|z0|4
b2

− 1− log
|z0|4
b2

g 0.

Compare now the values at ∗-saddle point and v-saddle points:

Lemma 4. Let |z0|2 f b (i.e. v-saddle point exists). Then

(i) If one of the following holds

• b f 1, |z0| f 1

• b ∈ (1,
√
2] and

b2 − b
√
2− b2

2
f |z0|2 f 1,
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then ∗-saddle point exists and

FI(α, b, |z0|2) g FII(b, |z0|2),

where FI , FII are defined in (3.12) – (3.13).

(ii) If b ∈ (1,
√
2], but |z0| > 1, then there exists a curve z1(b) such that ∗-saddle point exists

for 1 f |z0|2 f min(z1(b), b) and

FI(α, b, |z0|2) g FII(b, |z0|2), 1 f |z0|2 f min(z1(b), b). (3.35)

If min(z1(b), b) f |z0|2 f b, then either ∗-point does not exist, or

FI(α, b, |z0|2) < FII(b, |z0|2). (3.36)

Therefore, the curve γ2 on Figure 1 is

|z0|2 = z1(b), b : z1(b) < b.

It coincides with

|z0|2 =
b2 + b

√
2− b2

2

for all b ∈ [

√

5+
√
5

5 ;
√
2].

Proof. We start with (i). It is easy to check that z−(b) g 1 (see (3.25)) and, given b g 1,

b2 + b
√
2− b2

2
g 1.

Thus the existence of ∗-saddle point in the conditions of (i) follows from Lemma 3.
Now, according to (3.9), we have

|z0|2
1− α

= 2α(1− α)b2 + 1.

Therefore,

FI(α, b, |z0|2)− FII(b, |z0|2) = −|z0|2( |z0|
2

b2
+ 2α

1−α) + 2αb2 − α2b2 + 1

+ log(2α(1− α) + 1
b2
) = b2(2α− 5α2 + 4α3 − 4α2(1− α)4)− (1− α)2

b2

+ (1− 2α− 4α(1− α)3) + log(2α(1− α) + 1
b2
),

(3.37)

where to obtain the last equality we substitute |z0|2 = 2α(1 − α)2b2 + 1 − α and open the
parentheses.

Fix α and consider s = 1/b2 g 1− 2α(1− α) (recall that if ∗-saddle point exists, then we
have (3.26)). Denote

H(s) =s−1 · (2α− 5α2 + 4α3 − 4α2(1− α)4)− (1− α)2s (3.38)

+ (1− 2α− 4α(1− α)3) + log(2α(1− α) + s).

One can easily check that
H(1− 2α(1− α)) = 0. (3.39)
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Moreover, computing

H ′(s) = −2α− 5α2 + 4α3 − 4α2(1− α)4

s2
− (1− α)2 +

1

2α(1− α) + s
,

one can also check
H ′(1− 2α(1− α)) = 0

and

H ′(s) =
s− 1 + 2α(1− α)

s2(s+ 2α(1− α))
· g(s),

where
g(s) = −(1− α)2s2 + (2α− α2)s+ 4α2(1− α)4 + 2α3(1− α). (3.40)

Since
s− 1 + 2α(1− α)

s2(s+ 2α(1− α))
g 0

for s g 1− 2α(1− α), the sign of H ′(s) is determined by the sign of g(s).
Recall that the existence of v-point implies

|z0|2 = 2α(1− α)2b2 + 1− α f b =⇒ b ∈ (b−(α), b+(α)),

where

b±(α) =
1±

√

1− 8α(1− α)3

4α(1− α)2
. (3.41)

Since it is easy to check that b+(α) >
√
2 and b−(α)2 f (1− 2α(1− α))−1 for any α ∈ [0, 1],

we are interested in b ∈ [b−(α), (1− 2α(1− α))−1/2], i.e.

s ∈ [1− 2α(1− α), s0(α)], s0(α) = (b−(α))
−2. (3.42)

Notice that

g(1− 2α(1− α)) = −(1− α)2(1− 2α(1− α))2 + (2α− α2)(1− 2α(1− α))

+ 4α2(1− α)4 + 2α3(1− α) = −(4α2 − 6α+ 1)(1− 2α(1− α)),

and hence we get

g(1− 2α(1− α)) < 0, α ∈ [0, 3−
√
5

4 ), (3.43)

g(1− 2α(1− α)) g 0, α ∈ [3−
√
5

4 , 1]

Now we need the following simple lemma

Lemma 5. If |z0|2 f 1, b f (1− 2α(1− α))−1/2 and |z0|2 f b, then α g 1− 1√
2
.

Proof. Indeed, according to (3.9), |z0|2 f 1 implies

2α(1− α)2b2 + 1− α f 1 =⇒ α g 1− 1

b
√
2
, (3.44)

which gives the statement for b g 1. If b f 1, then we must have b−(α) f 1 (see (3.41)) which
also implies 1− α f 1/

√
2.

18



According to Lemma 5, in the conditions of Lemma 4 (i) we have α > 1− 1/
√
2 > 3−

√
5

4 ,
and thus g(1− 2α(1− α)) g 0. As g is a quadratic polynomial with negative top coefficient,
it has exactly one root on [1 − 2α(1 − α),∞), hence, the same is true for H ′(s). Thus H(s)
increases for [1− 2α(1− α), a) with a certain a g 1− 2α(1− α), and then decreases.

Therefore, if H(s0(α)) g 0, then H(s) g 0 for all s ∈ [1 − 2α(1 − α), s0(α)] and α g
1− 1/

√
2.

It remains to check
H(s0(α)) g 0, α g 1− 1/

√
2. (3.45)

If s = s0(α) (i.e. b = b−(α)), then

|z0|2 = 2α(1− α)2b2 + 1− α = b, (3.46)

i.e.

H(s0(α)) = − 2αb

1− α
+ 2αb2 − α2b2 − log(b(1− α))

= b− 1− α2b2 − α+ 2α3b2 − log(b(1− α)) =: r(b, α)

where we have used (3.37), (3.38), (3.46) and

2αb2 − α2b2 = 2α(1− α)b2 + α2b2 =
b

1− α
− 1 + α2b2

b

1− α
= 2α(1− α)b2 + 1.

Taking the derivative with respect to α we get

r′α(b, α) =
α

1− α
(1− b2(2− 8α+ 6α2)).

Taking into account (3.10), r′α(b, α) g 0, and hence r(b, α) increases in α. At α = 1 − 1/
√
2

we get

r(b, 1− 1/
√
2) = b− 2 +

1√
2
− (

√
2− 1)3b2/2− log

b√
2
,

which, as one can easily check, is positive for all b ∈ (0,
√
2). Therefore, r(b, α) g 0 for all

α g 1− 1/
√
2, and hence we obtain (3.45), which finishes the proof of Lemma 4 (i).

Let’s now prove (ii). Suppose |z0| > 1. Proceeding similarly to the proof of (i), we want
to study when H(s) g 0 for 1 − 2α(1 − α) f s f s0(α), where H is defined at (3.38) and
s0(α) is defined in (3.42). Since g(0) g 0, 1− 2α(1−α) > 0, and according to (3.43), we have
for all s > 1− 2α(1− α)

g(s) < 0, α <
3−

√
5

4
,

and hence

H ′(s) < 0, α <
3−

√
5

4
=⇒ H(s) < 0 if α <

3−
√
5

4
, s > 1− 2α(1− α).

Therefore, if α < 3−
√
5

4 , and ∗-saddle point exists, then (3.36) holds.

Let α g 3−
√
5

4 . According to (3.43), then

H(s) g 0, s ∈ [1− 2α(1− α), s1(α)], (3.47)

H(s) < 0, s g s1(α),
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where s1(α) is a solution of H(α, s) = 0 bigger than 1 − 2α(1 − α) (which exists since
H(s) → −∞, s→ ∞) for α < 1. Notice that

s1(
3−

√
5

4 ) = 1− 2α(1− α)
∣

∣

∣

α=
3−

√
5

4

=
5−

√
5

4
< s0(

3−
√
5

4 ).

Recall that we are interested in s such that 1 − 2α(1 − α) f s f s0(α). If H(s0(α)) g 0
(i.e. s1(α) g s0(α)), then H(s) g 0 for all such s. Numerically, one can compute that this
happens if α g α0 ≈ 0.22. Note that the exact numerical value of α0 is not important here
and is given for reference only. What we really going to use is that

3−
√
5

4 < α0 < 1− 1√
2

(3.48)

which follows from (3.45).

If 3−
√
5

4 f α f α0, then H(s) g 0 for s ∈ [1 − 2α(1 − α), s1(α)], and H(s) < 0 for
s ∈ [s1(α), s0(α)].

Notice also that if 3−
√
5

4 f α f 1, then

6α2 − 8α+ 2 f 1− 2α(1− α) f s =⇒ (6α2 − 8α+ 2)b2 − 1 < 0 (3.49)

for all b2 = 1/s with s g 1− 2α(1− α).
Now we will need

Lemma 6. In the notations above we have

s′1(α) > 0

as soon as 3−
√
5

4 < α < 1− 1√
2

(and so, in particular, if 3−
√
5

4 < α f α0)

The proof of Lemma 6 is given after the proof of Lemma 4.

Note that it is easy to check that s′0(α) > 0 for 1 g α g 3−
√
5

4 . This and the lemma
implies that (3.47) can be rewritten as

H(α, s) g 0

if

1
2 f s f 5−

√
5

4 , α ∈ [1−
√
2s−1
2 ; 1+

√
2s−1
2 ] or (3.50)

5−
√
5

4 f s f 1, α ∈ [α̃1(s),
1+

√
2s−1
2 ]

and H(α, s) < 0 or ∗-saddle point does not exist in the remaining domain. Here α̃1(s) is

an inverse function to s1(α) for 3−
√
5

4 f α < α0 and to s0(α) for α ∈ [α0, 1]. In terms of

b ∈ (1,
√
2] the domain (3.50) can be rewritten as

√

5+
√
5

5 f b f
√
2, α ∈ [ b−

√
2−b2

2b ; b+
√
2−b2

2b ] or (3.51)

1 < b f
√

5+
√
5

5 , α ∈ [α1(b),
b+

√
2−b2

2b ]

where α1(b) = α̃1(1/b
2).

It remains to notice that for α g 3−
√
5

4 , b2 f 1
1−2α(1−α)

(2α(1− α)2b2 + 1− α)′α = (6α2 − 8α+ 2)b2 − 1 < 0,
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and hence in terms of b, |z0|2 (3.51) takes the form

√

5+
√
5

5 f b f
√
2, |z0|2 ∈ [ b

2−b
√
2−b2

2 ; b
2+b

√
2−b2

2 ] or (3.52)

1 < b f
√

5+
√
5

5 , |z0|2 ∈ [ b
2−b

√
2−b2

2 ; z1(b)]

with
z1(b) = 2α(1− α)2b2 + 1− α

∣

∣

∣

α=α1(b)
.

According to the definition of α0, we get z1(b) = b for 1 f b f 1/
√

s1(α0). Notice that
because of Lemma 6 and (3.48), s0(α0) f s0(1 − 1√

2
) = 1, and hence 1/

√

s1(α0) > 1. The

exact value of
√

s1(α0) is not important here, but numerically, 1/
√

s1(α0) ≈ 1.11.
The existence of ∗-saddle point in the domain (3.52) follows from (3.49) (which gives

z1(b) f z−(b)) and Lemma 3. This finishes the proof of Lemma 4.

Proof of Lemma 6 Taking into account the definition of s1(α), we get

H(α, s1(α)) = 0 =⇒ H ′
α(α, s1(α)) + s′1(α) ·H ′

s(α, s1(α)) = 0.

Since H ′
s(α, s1(α)) < 0, it is enough to check that H ′

α(α, s1(α)) > 0. Taking the derivative of
(3.38) one get

1

2
H ′

α =
1

s
· (1− 5α+ 6α2 − 4α(1− α)4 + 8α2(1− α)3) + (1− α)s

− 1− 2(1− α)3 + 6α(1− α)2 +
1− 2α

s+ 2α(1− α)

=
s+ 2α(1− α)− 1

s(s+ 2α(1− α))
· q(α, s),

where

q(α, s) = (1− α)s2 + s(−α− 2(1− α)3 + 6α(1− α)2)− 2α(1− α)(1− 3α)(2(1− α)2 − 1).

If 3−
√
5

4 f α < 1− 1√
2
, then it is easy to check that

q(α, 0) < 0.

In addition,

q(α, 1− 2α(1− α)) = 8α3 − 16α2 + 8α− 1 = (2α− 1)(4α2 − 6α+ 1) > 0

for 3−
√
5

4 < α < 1− 1√
2
. Since q(α, s) is a quadratic polynomial in s and 1− 2α(1− α) > 0,

the consideration above gives
q(α, s) > 0

for all s g 1− 2α(1− α) including s = s1(α), which implies the lemma. 2

Next we compare the values at v-saddle points and the zero saddle point:

Lemma 7. (i) If |z0| f 1, then

FI(α, b, |z0|2) g FIII(b, |z0|2)

wherever ∗-saddle point exists, i.e.
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• b f 1, |z0| f 1;

• b ∈ (1,
√
2], b2−b

√
2−b2

2 f |z0|2 f 1.

(ii) if |z0|2 > max(1, b), b g 1/
√
2, then there exists a curve z2(b) such that

FI(α, b, |z0|2) g FIII(b, |z0|2), max(1, b) f |z0|2 f z2(b).

If |z0|2 > z2(b), then ∗-saddle point does not exist or

FI(α, b, |z0|2) < FIII(b, |z0|2).

(iii) if |z0| > 1, but b < 1/
√
2, then ∗-saddle point does not exist.

Therefore, the curve γ3 on Figure 1 is

|z0|2 = z2(b), b : z2(b) > b.

Proof. We start with (i). Notice that if |z0|2 f b and so the v-point exists, then the statement
follows from (3.34) and Lemma 4. It is easy to see also that the second derivative with respect
to t of f0(tI, v) at zero saddle-point has the form

(f ′′0 )t(0, 0) = 4
( 1

|z0|2
− 1
)

,

and hence it is positive for |z0|2 < 1. Therefore, this stationary point cannot be a point of
local maximum. Hence, if |z0|2 > b and so the v-point does not exist, the global maximum
can be achieved only at the ∗-saddle point (see Proposition 2) which implies (i). (iii) follows
from Lemma 3.

It remains to prove (ii). Assume |z0|2 > 1, b g 1/
√
2. Since we are interested in the case

|z0|2 > b and the ∗-point exists, according to Lemma 3, we need to consider b ∈ [ 1√
2
,

√

5+
√
5

5 ]

max(1, b) f |z0|2 f z−(b)

with z− of (3.25). Since
z−(b) > b =⇒ b f b0 ≈ 1.128, (3.53)

we are interested in b ∈ [ 1√
2
, b0].

In addition, we get
α g α−(b)

with α− of (3.32) and, since |z0| > 1 (see (3.44)),

α < 1− 1

b
√
2
.

Define

W (α, b) = FI(α, b, |z0|2)− FIII(α, b, |z0|2) (3.54)

= −α2b2 − 2α|z0|2
1− α

+ 2αb2 − log(|z0|2(1− α))

= b2(2α− 5α2 + 4α3)− 2α− 2 log(1− α)− log(1 + 2α(1− α)b2).

Here we used
|z0|2
1− α

= 1 + 2α(1− α)b2.
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Consider now

1
2

∂

∂α
W (α, b) = b2(1− 5α+ 6α2)− 1 +

1

1− α
− (1− 2α)b2

1 + 2α(1− α)b2

=
α

(1− α)(1 + 2α(1− α)b2)
(1 + b2(−3 + 11α− 8α2) + 2b4(1− α)2(1− 5α+ 6α2))

=
α

(1− α)(1 + 2α(1− α)b2)

(

2(1− α)(3α− 1)b2 + 1
)(

(1− α)(2α− 1)b2 + 1
)

.

According to (3.24),

2(1− α)(3α− 1)b2 + 1 = 1− b2(6α2 − 8α+ 2) g 0.

Since α < 1− 1
b
√
2
f 1/2, we have for α ∈ [α−(b), 1− 1

b
√
2
]

(1− α)(2α− 1)b2 + 1 g 1− b2(1− α−(b))(1− 2α−(b)) =
6− b2 −

√

b4 + 3b2/2

9
> 0

for b <
√
2. Therefore, we obtain

W ′(α, b) g 0, α ∈ [α−(b), 1− 1
b
√
2
]

and hence W (α, b) increases on α ∈ [α−(b), 1− 1
b
√
2
].

In addition, if α = 1− 1
b
√
2
, then

|z0|2 = 1, b2 = 1
2(1−α)2

,

and so

W (1− 1
b
√
2
, b) = b2(2α− 5α2 + 4α3)− 2α− log(1− α)

=
2α− 5α2 + 4α3

2(1− α)2
− 2α− log(1− α)

g 2α− 5α2 + 4α3

2(1− α)2
− 2α+ α+

α2

2
=

α4

2(1− α)2
g 0.

Therefore,

W (α, b) g 0, α ∈ [α1(b), 1− 1
b
√
2
] (3.55)

where α1(b) = α−(b) if W (α−(b), b) g 0 and α1(b) ∈ [α−(b), 1− 1
b
√
2
] such that

W (α1(b), b) = 0

if W (α−(b), b) < 0.
According to (3.24), it gives that (3.55) holds for any b ∈ [1/

√
2,
√
2], max(1, b) f |z0|2 f

z2(b) where
z2(b) = 2α1(b)(1− α1(b))

2b2 + 1− α1(b),

and the opposite inequality holds if |z0|2 > z2(b), as desired.
Notice that one can compute numerically that starting from b > b1 ≈ 1.11 we get z2(b) < b,

and so the interval max(1, b) f |z0|2 f z2(b) is empty.
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3.3 Integral estimates

Now we proceed to the integral estimates. Consider first the domain Ω1 where the ∗-saddle
point dominates (see Lemmas 4-7). In a standard way the integration domain in (3.1) can be
restricted as follows

f2(z1, z2) =
2n5

π

∫

Σr

△2(T 2)t1t2 × enf(T,U,V,v)dµ(U)dµ(V )dTdv̄dv +O(e−nr/2),

where
Σr = {(T, U, V, v) ∈ D | ∥T∥+ |v| f r}

and D is defined in (3.2).
The next step is to restrict the integration domain by logn√

n
-neighborhood of the *-saddle

point. To this end we need to expand f near the ∗-saddle point (t∗I, x∗):

Lemma 8. Let T̃ be a 2 × 2 diagonal matrix such that ∥T̃∥ f log n and ṽ = x̃ + iỹ be a
complex number with |ṽ| f log n. Then uniformly in U and V

f(t∗I + 1√
n
T̃ , U, V, x∗ + 1√

n
ṽ) = f0∗ + n−1/2 |z0|2 + t2∗

h∗
tr(z̄0Z + z0Z∗)

+n−1ξ(T̃ , U, V, ṽ) +O
(

n−3/2 log3 n
)

(3.56)

where

ξ(T̃ , U, V, ṽ) =
1

2h∗
tr
[

−4(t2∗ + bx∗)T̃
2 − 4t∗T̃P1 − P 2

1 + 2(|z0|2 + t2∗)ZUZ∗
V

]

+
1

2h∗

[

(2t∗ tr T̃ + trP1)
2 + 4bt∗x̃ tr T̃ + 2bx∗(tr T̃ )

2 + 2b2 |ṽ|2
]

− 1

2h2∗

[

2h∗(t∗ tr T̃ + x∗x̃) + (|z0|2 + t2∗) trP1

]2
− |ṽ|2 ;

(3.57)

Z =

(

ζ1 0
0 ζ2

)

, ZB = B∗ZB; (3.58)

P1 = z̄0ZU + z0Z∗
V ,

and f0∗ = f0(t∗I, x∗).

Proof. If Q = U(t∗I + n−1/2T̃ )V ∗ then the matrix A (2.4) has the form

A =

(

U 0
0 V

)(

A0 +
1√
n
A1

)(

U∗ 0
0 V ∗

)

,

where

A0 =

(

−z0I t∗I
−t∗I −z̄0I

)

, A1 =

(

−ZU T̃

−T̃ −Z∗
V

)

.

One gets

log detA = log detA0 + log detA−1
0 A = log detA0 + tr log(1 + n−1/2A−1

0 A1)

= log detA0 +
1√
n
trA−1

0 A1 −
1

2n
tr(A−1

0 A1)
2 +O

(

log3 n√
n3

)

(3.59)
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uniformly in U and V . Moreover,

A−1
0 =

1

|z0|2 + t2∗

(

−z̄0I −t∗I
t∗I −z0I

)

,

A−1
0 A1 =

1

|z0|2 + t2∗

(

z̄0ZU + t∗T̃ −z̄0T̃ + t∗Z∗
V

−t∗ZU + z0T̃ t∗T̃ + z0Z∗
V

)

,

trA−1
0 A1 =

1

|z0|2 + t2∗
tr
[

2t∗T̃ + P1

]

,

tr(A−1
0 A1)

2 =
1

(|z0|2 + t2∗)2
tr
[

2(t2∗ − |z0|2)T̃ 2 + 4t∗P1T̃

+ z̄20Z2
U + z20(Z∗

V )
2 − 2t2∗ZUZ∗

V

]

where P1 = z̄0ZU + z0Z∗
V . (3.59) implies

detA = (|z0|2 + t2∗)
2

(

1 +
1√
n
trA−1

0 A1

+
1

2n

(

trA−1
0 A1)

2 − tr(A−1
0 A1)

2
)

)

+O

(

log3 n√
n3

)

. (3.60)

Further,

xt1t2 = x∗t
2
∗ +

1√
n
(t2∗x̃+ x∗t∗ tr T̃ )

+
1

2n

(

2t∗x̃ tr T̃ + x∗(tr T̃ )
2 − x∗ tr T̃

2
)

+O

(

log3 n√
n3

)

.

(3.61)

Equations (3.60) and (3.61) yield for Q = U(t∗I + n−1/2T̃ )V ∗, v = x∗ + n−1/2ṽ

h(Q, v) = h∗ +
1√
n

[

(|z0|2 + t2∗)a1 + 2bt2∗x̃+ 2bx∗t∗ tr T̃ + 2b2x∗x̃
]

+
1

2n

[

a21 − a2 + 4bt∗x̃ tr T̃ + 2bx∗(tr T̃ )
2 − 2bx∗ tr T̃

2 + 2bx̃2 + 2bỹ2
]

+O

(

log3 n√
n3

)

,

(3.62)

where h is defined in (3.7), h∗ is defined in (3.27), and

a1 = (|z0|2 + t2∗) trA
−1
0 A1 = tr

[

2t∗T̃ + P1

]

,

a2 = (|z0|2 + t2∗)
2 tr(A−1

0 A1)
2

= tr
[

2(t2∗ − |z0|2)T̃ 2 + 4t∗P1T̃ + z̄20Z2
U + z20(Z∗

V )
2 − 2t2∗ZUZ∗

V

]

.
(3.63)

Using (3.27) and (3.15), the equation (3.62) can be transformed to

h(Q, v) = h∗ +
1√
n

[

2h∗t∗ tr T̃ + 2h∗x∗x̃+ (|z0|2 + t2∗) trP1

]

(3.64)

+
1

2n

[

a21 − a2 + 4bt∗x̃ tr T̃ + 2bx∗(tr T̃ )
2 − 2bx∗ tr T̃

2 + 2bx̃2 + 2bỹ2
]

+O

(

log3 n√
n3

)

.
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Substituting (3.64) into (3.3) and expanding the logarithm, we obtain

f
(

t∗I + 1√
n
T̃ , U, V, x∗ + 1√

n
ṽ
)

= f0∗ + n−1/2 |z0|2 + t2∗
h∗

tr(z̄0Z + z0Z∗)

+ n−1

{

− tr T̃ 2 − x̃2 − ỹ2 − 1

2h2∗

[

2h∗t∗ tr T̃ + 2h∗x∗x̃+ (|z0|2 + t2∗) trP1

]2

+
1

2h∗

[

a21 − a2 + 4bt∗x̃ tr T̃ + 2bx∗(tr T̃ )
2 − 2bx∗ tr T̃

2 + 2bx̃2 + 2bỹ2
]

}

+O
(

log3 n
n3/2

)

.

The last expansion, (3.63), and (3.27) imply (3.56).

We also need

Lemma 9. Let the ∗-saddle-point (t∗, t∗, x∗, 0) defined by Proposition 2 be a unique global
maximum point of the function f0(T, v) = f0(t1, t2, x, y). Set

f̃(T, U, V, v) = f(T, U, V, v)− f∗,

where f∗ = f(t∗I, I, I, x∗) with f of (3.3). Then for sufficiently large n and c > 0 there exists
C > 0

max
logn
√
n

f∥T−t∗I∥+|v−x∗|fc
f̃(T, U, V, v) f −C log2 n

n

uniformly in U and V .

Proof. First let us check that the first derivatives of fr are bounded in the δ-neighborhood of
the manifold (t∗I, U, V, x∗), U, V ∈ U(2), where fr is defined in (3.6) and δ is n-independent.
Indeed, since h and h0 are polynomials,

∣

∣

∣

∣

1√
n

∂fr
∂s

∣

∣

∣

∣

=

∣

∣

∣

∣

∂(f − f0)

∂s

∣

∣

∣

∣

=

∣

∣

∣

∣

∂(log h− log h0)

∂s

∣

∣

∣

∣

f
∣

∣

∣

∣

1

h0
· ∂h0
∂s

− 1

h
· ∂h
∂s

∣

∣

∣

∣

f C√
n
,

where s is either t1, t2 x or y. Let TE be a real diagonal 2 × 2 matrix of unit norm and let
vE ∈ C be a number on the unit circle. Then for any TE and vE and for logn√

n
f σ f δ we

have

d

dσ
f̃(t∗I + σTE , U, V, x∗ + σvE) = ï∇T,x,yf0(t∗I + σTE , x∗ + σvE),uEð

+ n−1/2ï∇T,x,yfr(t∗I + σTE , U, V, x∗ + σvE),uEð
= ï∇T,x,yf0(t∗I + σTE , x∗ + σvE),uEð+O(n−1/2),

where uE denotes a vector (tE1, tE2, xE , yE) and ï·, ·ð is a standard real scalar product. Ex-
panding the scalar product by Taylor formula and considering that ∇T,x,yf0(t∗I, x∗) = 0, we
obtain

d

dσ
f̃(t∗I + σTE , U, V, x∗ + σvE) = σïf ′′0 (t∗I, x∗)uE ,uEð+ r1 +O(n−1/2),

where f ′′0 is a matrix of second order derivatives of f0 w.r.t. T , x and y and |r1| f Cσ2.
f ′′0 (t∗I, x∗) is non-negative definite, because (t∗I, x∗) is a global maximum. Putting Z = 0
into (3.56) and (3.57) one obtains

f ′′0 (t∗I, x∗) = −2















2t2∗ +
bx∗

h∗
2t2∗ − 2t2∗+bx∗

h∗
t∗
(

2x∗ − b
h∗

)

0

2t2∗ − 2t2∗+bx∗

h∗
2t2∗ +

bx∗

h∗
t∗
(

2x∗ − b
h∗

)

0

t∗
(

2x∗ − b
h∗

)

t∗
(

2x∗ − b
h∗

)

1 + 2x2∗ − b2

h∗
0

0 0 0 1− b2

h∗















.
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A straightforward check shows that det f ′′0 (t∗I, x∗) > 0. Hence f ′′0 (t∗I, x∗) is negative definite
and d

dσ (t∗I + σTE , U, V, x∗ + σvE) is negative and

max
logn
√
n

f∥T−t∗I∥+|v−x∗|fδ
f̃(T, U, V, v) = max

∥T−t∗I∥+|v−x∗|= logn
√
n

f̃(T, U, V, v)

f f(t∗I, U, V, x∗)− C
log2 n

n
− f∗.

(3.65)

Notice that fr is bounded from above uniformly in n and (t∗, t∗, x∗, 0) is a point of global
maximum of the function f0. These facts imply that δ in (3.65) can be replaced by c

max
logn
√
n

f∥T−t∗I∥+|v−x∗|fc
f̃(T, U, V, v) f f(t∗I, U, V, x∗)− f∗ − C

log2 n

n
.

It remains to deduce from Lemma 8 that f(t∗I, U, V, x∗) − f∗ = O(n−1) uniformly in U
and V .

Lemma 9 yields

f2(z1, z2) =
2n5enf∗

π

(

∫

Ωn(t∗I,x∗)

△2(T 2)t1t2e
nf̃(T,U,V,v)dµ(U)dµ(V )dTdv̄dv +O(e−C1 log

2 n)

)

,

where by Ωn(T̂ , v̂) we denote a logn√
n

-neighborhood of the point (T̂ , v̂), i.e.

Ωn(T̂ , v̂) =

{

(T, U, V, v) ∈ D |
∥

∥T − T̂
∥

∥ f log n√
n
, |v − v̂| f log n√

n

}

, (3.66)

Changing the variables T = t∗I + 1√
n
T̃ and v = x∗ + 1√

n
ṽ, and expanding △2(T 2)t1t2 and

the function f according to Lemma 8, we obtain

f2(z1, z2) =
8t4∗
π

kn

∫

√
nΩn(0)

△2(T̃ ) exp
{

ξ(T̃ , U, V, ṽ)
}

dµ(U)dµ(V )dT̃ d¯̃vdṽ(1 + o(1)) (3.67)

with ξ of (3.57) and

kn = n2 exp

{

nf0∗ +
√
n
|z0|2 + t2∗

h∗
tr (z̄0Z + z0Z∗)

}

. (3.68)

Let us change the variables V =WU . Taking into account that the Haar measure is invariant
w.r.t. shifts, we get

f2(z1, z2) =
8t4∗
π

kn

∫

R4

dT̃ dx̃dỹ

∫

U(2)

dµ(U)

∫

U(2)

dµ(W )△2(T̃ ) exp
{

ξ1(T̃ , U,W, ṽ)
}

(1 + o(1)),

where

ξ1(T̃ , U,W, ṽ) =
1

2h∗
tr
[

−4(t2∗ + bx∗)UT̃
2U∗ − 4t∗UT̃U

∗P − P 2 + 2(|z0|2 + t2∗)ZZ∗
W

]

+
1

2h∗

[

(2t∗ tr T̃ + trP )2 + 4bt∗x̃ tr T̃ + 2bx∗(tr T̃ )
2 + 2b2 |ṽ|2

]

− |ṽ|2

− 1

2h2∗

[

2t∗h∗ tr T̃ + 2x∗h∗x̃+ (|z0|2 + t2∗) trP
]2
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with

P = z̄0Z + z0Z∗
W .

The next step is to change the variables (T̃ , U) → H such that H = UT̃U∗. The Jacobian is
2
π△−2(T̃ ) (see e.g. [16]). Thus

f2(z0 +
ζ1√
n
, z0 +

ζ2√
n
) =

16t4∗
π2

kn

∫

H2

dH

∫

R2

dx̃dỹ

∫

U(2)

dµ(W ) exp {ξ2(H,W, ṽ)} (1 + o(1)),

where H2 is a space of hermitian 2× 2 matrices and

dH = d(H)11d(H)22dℜ(H)12dℑ(H)12,

ξ2(H,W, ṽ) =
1

2h∗



− tr

(

2
√

t2∗ + bx∗H +
t∗

√

t2∗ + bx∗
P

)2

+ 2(|z0|2 + t2∗) trZZ∗
W





+
1

2h∗

[

(2t∗ trH + trP )2 + 4bt∗x̃ trH + 2bx∗(trH)2 + 2b2 |ṽ|2 − bx∗
t2∗ + bx∗

trP 2

]

− 1

2h2∗

[

2t∗h∗ trH + 2x∗h∗x̃+ (|z0|2 + t2∗) trP
]2

− |ṽ|2 .

Shifting the variables H → H − t∗
2(t2∗+bx∗)

P and moving integration back to the real axis, one

has

f2(z0 +
ζ1√
n
, z0 +

ζ2√
n
) =

16t4∗
π2

kn

∫

H2

dH

∫

R2

dx̃dỹ

∫

U(2)

dµ(W ) exp {ξ3(H,W, ṽ)} (1 + o(1)),

where

ξ3(H,W, ṽ) =
1

2h∗
tr

[

− bx∗
t2∗ + bx∗

P 2 + 2(|z0|2 + t2∗)ZZ∗
W

]

− 4(t2∗ + bx∗)
h∗

|(H)12|2 −
(

1− b2

h∗

)

ỹ2 − 1

2
ïBu,uð − ïq,uð

+
bx∗(h∗t2∗ + 2(h∗ − |z0|4)bx∗)

4h2∗(t2∗ + bx∗)2
(trP )2

with

B = 2











2t2∗ +
bx∗

h∗
2t2∗ − 2t2∗+bx∗

h∗
t∗
(

2x∗ − b
h∗

)

2t2∗ − 2t2∗+bx∗

h∗
2t2∗ +

bx∗

h∗
t∗
(

2x∗ − b
h∗

)

t∗
(

2x∗ − b
h∗

)

t∗
(

2x∗ − b
h∗

)

1 + 2x2∗ − b2

h∗











,

u =





(H)11
(H)22
x̃



 , q =
b trP

h∗(t2∗ + bx∗)





x∗t∗(2 |z0|2 − 1)

x∗t∗(2 |z0|2 − 1)

t2∗ + 2 |z0|2 x2∗



 .
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The Gaussian integration over H and ṽ implies

f2(z0 +
ζ1√
n
, z0 +

ζ2√
n
) = C(ζ1, ζ2)kn

∫

U(2)

dµ(W ) (3.69)

× exp

{

1

h∗

[

−bx∗ |z0|
2

t2∗ + bx∗
+ (|z0|2 + t2∗)

]

trZW ∗Z∗W

}

(1 + o(1))

= C(ζ1, ζ2)kn

∫

U(2)

dµ(W ) exp

{[

1− b2

h∗

]

trZW ∗Z∗W

}

(1 + o(1)),

where

C(ζ1, ζ2) =
4πt4∗h∗
t2∗ + bx∗

√

8h∗
(h∗ − b2) detB

exp

{

− bx∗
2h∗(t2∗ + bx∗)

tr(z̄20Z2 + z20(Z∗)2)

}

(3.70)

× exp

{

1

2

〈

B−1
q, q

〉

+
bx∗(h∗t2∗ + 2(h∗ − |z0|4)bx∗)

4h2∗(t2∗ + bx∗)2
(trP )2

}

.

Straightforwardly substituting the expressions (3.22)–(3.23), (3.27) for t2∗, h∗, and then for
|z0|2 into (3.70) one can get

exp

{

1

2

〈

B−1
q, q

〉

+
bx∗(h∗t2∗ + 2(h∗ − |z0|4)bx∗)

4h2∗(t2∗ + bx∗)2
(trP )2

}

= exp
{

γ (trP )2/4
}

.

where

γ =
2b2(1− (1− 4α+ 2α2)b2)

(1− (1− 4α+ 3α2)b2)(1 + (2α− 2α2)b2)
(3.71)

and α is as in Lemma 3.
For computing the integral over the unitary group, we use the well-known Harish Chan-

dra/Itsykson–Zuber formula

Proposition 3 (see, e.g., [18], A5). Let A and B be normal d × d matrices with distinct
eigenvalues {aj}dj=1 and {bj}dj=1 respectively. Then

∫

U(d)

exp{t trAU∗BU}dµ(U) =

( d−1
∏

j=1

j!

)

det{exp(tajbk)}dj,k=1

t(d2−d)/2△(A)△(B)
,

where t is some constant, µ is a Haar measure, and △(A) =
∏

j>k

(aj − ak).

An application of the formula to (3.69) gives

f2(z0 +
ζ1√
n
, z0 +

ζ2√
n
) = C(ζ1, ζ2)kn

det
{

exp
[(

1− b2

h∗

)

ζj ζ̄k

]}2

j,k=1
(

1− b2

h∗

)

|△(Z)|2
(1 + o(1)), (3.72)

where

C(ζ1, ζ2) =
4πt4∗h∗
t2∗ + bx∗

√

8h∗
(h∗ − b2) detB

exp

{

− b2

2h2∗
tr(z̄20Z2 + z20(Z∗)2) + γ (trP )2/4

}

(3.73)
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with γ of (3.71). If we denote β = 1− b2

h∗
and

C1 = f0∗, (3.74)

C2(ζ1, ζ2) =
|z0|2 + t2∗

h∗
tr (z̄0Z + z0Z∗) , (3.75)

then (3.72) implies (1.14). The equation on β follows from

β = 1− b2(1− α)

|z0|2
=⇒ α = −(1− β)|z0|2

b2
+ 1

and (3.23). Here we also used (3.27). Now using

trP = z0(ζ̄1 + ζ̄2) + z̄0(ζ1 + ζ2),

(z0(ζ̄1 + ζ̄2) + z̄0(ζ1 + ζ2))
2 − 2(z̄0ζ1 + z0ζ̄1)

2 − 2(z̄0ζ2 + z0ζ̄2)
2 = −4(ℜ(z̄0(ζ1 − ζ2)))

2,

we get (1.11).
Suppose now (b, |z0|2) ∈ Ω2 where the main contribution is given by v-saddle point.

Writing

v0 = r0e
iϕ, r0 =

√

1− |z0|4 /b2, ṽ = r̃eiϕ,

changing the variables T = 1√
n
T̃ and v = (r0 +

1√
n
r̃)eiϕ and proceeding similarly to Lemmas

8-9, we obtain

f2(z1, z2) =
2r0k

II
n

π

∫

√
nΩn(0)

△2(T̃ 2)t̃1t̃2 exp
{

ξII(T̃ , U, V, ṽ)
}

dµ(U)dµ(V )dT̃ dr̃dϕ(1 + o(1)),

(3.76)
where

ξII(T̃ , U, V, r̃eiϕ) =
1

2b2
tr
[

−2(br0 cosϕ+ b2 − |z0|2)T̃ 2 − z̄20Z2 − z20(Z∗)2
]

+
1

2b2

[

(trP1)
2 + 2br0 cosϕ(tr T̃ )

2
]

− 1

2b4

[

2b2r0r̃ + |z0|2 trP1

]2
,

k
II
n = n1/2 exp

{

n

(

−1 +
|z0|4
b2

+ log b2

)

+
√
n
|z0|2
b2

tr (z̄0Z + z0Z∗)

}

. (3.77)

Taking the integral w.r.t. r̃ one gets

f2(z1, z2) = CII
k
II
n exp

{

1

2b2
[

(tr z̄0Z + tr z0Z∗)2 − z̄20 trZ2 − z20 tr(Z∗)2
]

}

(1 + o(1)),

where

CII =

√

2

π

+∞
∫

0

dt̃1

+∞
∫

0

dt̃2

2π
∫

0

dϕ△2(T̃ 2)t̃1t̃2(1 + o(1))

× exp

{

1

b2

[

−(br0 cosϕ+ b2 − |z0|2) tr T̃ 2 + br0 cosϕ(tr T̃ )
2
]

}

.

(3.78)

Since 1/2b2 = p/4 according to (1.9), this implies (1.12) and (1.15).
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Similarly, if (b, |z0|2) ∈ Ω3 where zero saddle point is dominant, changing the variables
T = 1√

n
T̃ and v = ṽ√

n
, one obtains

f2(z1, z2) =
2kIIIn

π

∫

√
nΩn(0)

△2(T̃ 2)t̃1t̃2 exp
{

ξIII(T̃ , U, V, ṽ)
}

dµ(U)dµ(V )dT̃ dṽdṽ(1 + o(1)),

where

ξIII(T̃ , U, V, ṽ) =
1

2 |z0|4
tr
[

−2(|z0|4 − |z0|2)T̃ 2 − z̄20Z2 − z20(Z∗)2
]

+
b2

|z0|4
|ṽ|2 − |ṽ|2 ,

and

k
III
n = exp

{

n log |z0|4 +
√
n

|z0|2
tr (z̄0Z + z0Z∗)

}

. (3.79)

Taking integration with respect to t̃1, t̃2 > 0 and with respect to ṽ we get

f2(z0 +
ζ1√
n
, z0 +

ζ2√
n
) =

k
III
n (1 + o(1))

(

1− 1
|z0|2

)4 (

1− b2

|z0|4
)
exp

{

− 1

2 |z0|4
[

z̄20 trZ2 + z20 tr(Z∗)2
]

}

,

which implies (1.13) and (1.16).
Theorem 2 follows from the consideration above for b = 0 (see (1.10)) with minor modifi-

cations.
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[16] Hua, L. K. Harmonic Analysis of Functions of Several Complex Variables in the Classical
Domains, American Mathematical Society, Providence, RI, 1963

[17] Maltsev, A., Osman, M. Bulk universality for complex non-hermitian matrices with in-
dependent and identically distributed entries, arXiv:2310.11429v4 (2023)

[18] Mehta, M.L. Random Matrices. Academic Press Inc., Boston, second edition, 1991

[19] Mirlin, A. D.: Statistics of energy levels. New Directions in Quantum Chaos, (Proceedings
of the International School of Physics Enrico Fermi, Course CXLIII), ed. by G.Casati,
I.Guarneri, U.Smilansky, IOS Press, Amsterdam, 223-298 (2000)

[20] Osman, M. Bulk universality for real matrices with independent and identically dis-
tributed entries,arXiv:2402.04071 (2024)

[21] Rudelson, M. and Tikhomirov, K.: The sparse circular law under minimal assumptions,
Geom. Funct. Anal. 29 , no. 2, 561– 637 (2019)

[22] Sah, A., Sahasrabudhe, J. and Sawhney, M.,The limiting spectral law for sparse iid
matrices, https://arxiv.org/abs/2310.17635 (2023)

[23] Shcherbina, M., Shcherbina, T.: Universality for 1 d random band matrices, Commun.
Math. Phys. 385, 667 – 716 (2021)

[24] Shcherbina, T.: On the correlation function of the characteristic polynomials of the
Hermitian Wigner ensemble. Commun. Math. Phys., vol. 308, p. 1 – 21 (2011),

32



[25] Shcherbina, T.: On the correlation functions of the characteristic polynomials of the
hermitian sample covariance ensemble, Probab. Theory Relat. Fields, vol. 156, p. 449 –
482 (2013)

[26] Shcherbina, T. : On the second mixed moment of the characteristic polynomials of the
1D band matrices. Commun. Math. Phys., vol. 328, p. 45 – 82 (2014)

[27] Strahov and Y. V. Fyodorov, Y.V., Strahov, E. Universal results for correlations of
characteristic polynomials: Riemann-Hilbert approach Comm. Math. Phys., 241:2-3, p.
343-382 (2003)

[28] Tao,T., Vu, V.: Random matrices: the circular law. Commun. Contemp. Math.,
10(2):261–307 (2008)

[29] Tao, T., Vu, V.: Random matrices: universality of local spectral statistics of non- Her-
mitian matrices, Ann. Probab. 43, 782–874 (2015)

[30] Wood, P. M.. Universality and the circular law for sparse random matrices. Ann. Appl.
Probab., 22(3):1266–1300 (2012)

33


	Introduction
	Integral representation for f2
	Proof of Proposition 1
	SUSY techniques: basic formulas
	Integral representation

	Saddle-point analysis
	Saddle-points
	Main saddle-points
	Integral estimates


