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Interatomic potentials for single-layer MoS, and MoSe, were developed by training an artificial neural
network with a reference data set generated using density functional theory. High accuracy was
obtained for the phonon dispersion as well as a direct correspondence of the predicted Raman and
infrared (IR) active modes (between 100 cm™t and 600 cm™) with molecular dynamics results. The
ability to perform simulations with thousands of atoms allowed our system to accommodate
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1 Introduction

Transition metal dichalcogenides (TMDs) have the stoichiome-
try MX, with M being a transition metal (e.g., M = Mo, W...) and
X belonging to the oxygen family (e.g., X =S, Se, Te). Single-layer
(SL) TMDs present unique behavior,"* with potential optoelec-
tronic applications. Notably, SL-MoS, is known for having a
direct bandgap suitable for light absorption in the visible range
of 1.88 eV while its bulk counterpart has an indirect bandgap of
1.29 eV.? Furthermore, excitonic effects with strong binding
energies® play a major role in its optical properties. This system
with its unique optical response can be leveraged in nanoscale
transistors® and several photoactive devices. MoS, is also
known to have promising thermal properties due to carrier
transport.® Similarly, MoSe, is known to share such optical
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symmetry around the z-axis of the material, resulting in non-trivial IR modes.

properties with MoS, by having a direct bandgap of 1.63 +
0.01 eVv.’

Molecular dynamics (MD) simulation is a well-known tool
for studying structural and dynamical properties of TMDs that
which often strongly depend on the temperature of the
system®° such as thermal conductivity and expansion coeffi-
cients which can be compared with experimental results. How-
ever, one of the main limitations of using MD simulations to
explain real experiments is the accuracy of the interaction
potentials/force fields between atoms in the simulation. Poten-
tials with a complex functional form are usually developed in
order to close the gap between experiment and simulation, e.g.,
Tersoff for carbon,'* TIP3P for water,'>** Vashishta for Silica®®
and the Embedded Atom Method for metallic systems.'® A
widely employed potential for MoS, is the Stillinger-Weber
proposed by Jiang et al.'”*® to reproduce phonon dispersion
but the breaking and formation of bonds is better described by
the ReaxFF potential,'® which makes the work of simulating SL-
MoS, a challenging prospect as one needs to select which
potential is most suitable for the desired property, an indica-
tion of the non-transferability of these potentials such that
their lack of accuracy can raise the aforementioned problems.
Ab initio molecular dynamics (aiMD) could theoretically solve
this but the calculations are so computationally expensive that
only systems with at most a few hundred atoms could be
explored. One way to overcome these issues is to use Machine
Learning (ML) methods to develop potentials based on data
generated using Density Functional Theory (DFT), also known
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as Machine Learning Force Fields (MLFFs).>° The main idea is
to generate a reference data set with DFT calculations of several
structures and train a machine learning model (e.g. kernel
based or neural networks) to reproduce its results within the
desired accuracy. After training, the model will not have a
specific functional form like the conventional force fields but
will be able to reflect the DFT effective motion patterns with an
arbitrary accuracy and the reliability of the ML model will be
related with the structures included in the data set. Therefore,
simulations using MLFFs will have an accuracy similar to aiMD
with much less computational cost. To some extent, lattice
dynamics offer a solid theoretical background to several optical
experiments such as infrared (IR) terahertz (THz) absorption as
well as Raman scattering.>* On a crystalline system, the lattice
dynamics of a system is well described by its phonon dispersion
and a common criterion to test the reliability of a force field
(conventional or ML based) is to calculate its phonon disper-
sion and compare with ab initio calculations or experimental
results.*

Moreover, because SL-MoS, and MoSe, are ordered periodic
2D systems, one would expect them to be thermodynamically
unstable at finite temperatures according to the Mermin
Theorem,*® and that thermal fluctuations would inhibit any kind
of long-range order necessary in a 2D crystal. However, subse-
quent studies have shown that such fluctuations can be sup-
pressed by an anharmonic coupling between the “bend” and
“stretch” acoustic modes®** and that such materials could be
stable at finite temperature as long as they present large ripples.
In graphene such ripples tend to be between 50 and 100 A in
lateral size and around 5 to 10 A in height*® while in MoS, those
numbers vary between 60 to 100 A and 6 to 10 A respectively.*”
Also, ripples have an important role on the thermal expansion
proprieties®® and several efforts are underway to determine the
structure of ripples through image reconstruction.>® Here, we
present two MLFFs developed for SL-MoS, and MoSe,, we
validate our models by reproducing experimental dielectric spec-
tra results at low frequencies such as THz absorption with MD
simulations and present results on how the ripples propagating
through the system affect the spectra according to our MLFFs. In
our simulations, we observed that these ripples are responsible
for new peaks in the dielectric spectra beyond the usual peaks
pertaining to E’ and A modes, including ones next to phonon
modes known to be IR inactive. This paper is structured as
follows: in Section 2 we detail all models and methods used in
this study, Section 3 show our results and have the main
discussion, and we conclude in Section 4. Section 2 will be
divided into three different subsections: in 2.1 we will describe
the DFT calculations used to generate the reference data set, on
2.2 we will show the machine learning method selected to
produce the MLFF and on 2.3 we will present the MD simulations
and data analysis used on this study. Furthermore, Section 3 will
also be divided into three subsections: the discussions about the
development, accuracy and testing of the MLFFs for MoS, and
MosSe, will be on Sections 3.1 and 3.2 respectively while Section
3.3 contains all the discussions about the role of thermal ripples
on the THz spectra and the phonon modes for both compounds.
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2 Methodology
2.1 DFT calculations & data set

In order to generate our data set, we performed self-consistent
first-principle calculations using the plane wave pseudopotential
method within the density functional formalism as implemented
in the Quantum Espresso code.**> We used optimized norm-
conserving vanderbilt (ONCV) pseudopotentials®*~** to treat the
interaction between the atomic core and the valence electrons
and the PBE generalized gradient approximation for the
exchange-correlation potentials.*> A Monkhorst-Pack grid of
6 x 6 x 1 was used for the integration on the Brillouin-zone
and a kinetic energy cutoff of 70 Ry and 280 Ry was used for the
wavefunctions and charge density respectively (see Fig. S1 in
ESIt). The hexagonal primitive cell (see: red diamond on Fig. 1a)
relaxation was achieved when the total force on the unit cell was
less than 5.0 x 107> eV A™. A vacuum region of 20 A is set to
ensure negligible spurious interactions between neighboring
replicas. As a result of structure relaxation, the optimized lattice
constant (indicated as a, on Fig. 1a) of SL-MoS, was 3.186 A,
which has a 0.79% error with respect to the experimental value of
3.16 A.*® The Mo-S relaxed distance (shown as dy,x at Fig. 1b)
was calculated to be 2.414 A and the S-Mo-S angle as 80.76°
(shown as 0 at Fig. 1b). For MoSe,, we adopted a cutoff radius of
40 Ry for the wave functions and 160 Ry for the charge density
(see Fig. S1 in ESIt). The optimized lattice constant of SL-MoSe,
was 3.32 A, which has a 0.91% error with respect to the experi-
mental value of 3.29 A’ The Mo-Se relaxed distance was
calculated to be 2.541 A and the Se-Mo-Se angle was calculated
to be of 82.12°. Those are the main parameters of the cell
optimization and small displacements around those equilibrium
positions are expected to have restoring forces.
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Fig. 1 Top (a) and side (b) views of SL MoX, (X = S, Se). Mo is indicated in
purple while X is in yellow. The red diamond indicates the hexagonal
primitive cell with the lattice parameter ag indicated as an arrow. The green
rectangle shows the rectangular unit cell with the arrows indicating the
parameters |a;| = |ao| and |ay| = |ap|v/3. The distance between Mo and X is
shown by dme-x and the angle between X—Mo-X is shown by 0.
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Fig. 2 Flowchart of the adopted methodology for construction, improve-
ment and utilization of the machine learning force fields (MLFFs) generated
in this work.

The initial set of reference structures for the MLFF construc-
tion was generated by systematically distorting the ideal struc-
ture. The lattice constants of the crystal structures were scaled
within a range of £45% around the equilibrium value on the xy
and z directions#. To get a sample of the atomic forces, for each
pair (xy,z) of scale percentages we ran 3 to 5 different DFT
calculations with atomic positions randomly displaced about
their equilibrium positions with displacement amplitudes in
the range of 0.01-0.1 A. This initial set is used to generate a
preliminary MLFF which is used to calculate the phonon
dispersion and run a preliminary MD simulation to check the
stability of the system. As we proceed to satisfy both criterion,
additional structures were added to the initial data set. We shift
atoms along lines corresponding to normal modes on various
points of the Brillouin zone to ensure that our database con-
tains sufficient information to reproduce the phonon disper-
sion, especially in the vicinity of the I' point where the
preliminary calculations often presented dynamical instabil-
ities. This data collection method is known as normal mode
sampling® and the overall workflow is illustrated at Fig. 2. In
total, the reference data set comprises a total of 5259 structures
for MoS, and 6187 for MoSe,, each of which with has the
number of atoms in the unit cell ranging from 3 to 48.

2.2 Machine learning methods

Here we used an Artificial Neural Network (ANN) as implemen-
ted in the Atomistic Energy Network (znet)*®?° package based
on descriptors represented on the Chebyshev basis.”” This
package has tools for generating, training and testing ANNs.
In our model, we considered interactions up to a certain cutoff
radius r.., which are represented by an ANN as shown sche-
matically in Fig. 3. The ANN returns the potential energy FE:(r) of
one atom in the system (atom &) based on the position of itself
and its neighbors within the cutoff. These positions must be
represented in a set of coordinates {x,} that is invariant with
respect to translation, rotation and exchange of atoms, which

i The justification for the large variation of the lattice constant is that our
database needs to contain information for when atoms are very close (r — 0) and
very far (r — o) from each other to make our MLFFs reproduce those conditions.
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Fig. 3 Schematic representation of a MLFF that consists of an input layer,
three hidden layers and an output layer. The configuration of neighbors
around atom & within a cutoff r is transformed to a descriptor xo’ (i =
1,....6) and used as the input to the MLFF. Arrows connecting nodes in
adjacent layers represents weights. Biases and activation functions are not
shown for simplicity. The selection of number of nodes and layers in this
figure are only for illustration purposes.

are the descriptors indicated at Fig. 3 and are used as the input
layer for the MLFF.

In addition to the parameters that are determined during
the training process of a machine learning model, e.g., the
weights wi/ in ANNs present in Fig. 3, most of models contain
hyperparameters that are chosen before training and do not
change during it. Their choice can affect the accuracy of model
and its behavior during simulations since a model with too few
parameters may not capture all desired features in the database.
For our ANNS, there are two different types of hyperparameters.
The first set is related to the representation of the local structure
environment of the system, also known as “‘fingerprints”, which
must be defined for both Mo and S (Se) atom types. We have
used the same hyperparameters to define the descriptors for all
atom types: a radial r,; of 9.0 A, a radial order expansion of 16,
an angular 7, of 8.0 Aand an angular order expansion of 8. The
second set of hyperparameters is the number of hidden layers
that connects the input layer to the output layer as well as the
number of nodes in each. Moreover, an activation function is
defined between two successive layers. Here, for MoS, we built
an ANN composed by 2 layers with 24 nodes followed by 2 layers
with 20 nodes (a total of 4 hidden layers), using hyperbolic
tangent as the activation function. For MoSe, we built an ANN
composed by 2 layers with 20 nodes followed by 2 layers with 16
nodes and the same activation function. We also tested neural
networks with 2 and 3 hidden layers. However, none of them
were able to reproduce the desired dynamical properties of the
studied systems. Of the diverse number of nodes and layers that
were tried, those architectures showed the best results. On the
training process, the cost function chosen to be minimized is
the root mean squared error (RMSE):

1 NRef

> (BN (0) ~ B0 ()

RMSE =
Ref

with Nger being the number of reference structures and o
indicating each structure in the data set. We employed the
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Broyden-Fletcher-Goldfarb-Shanno (BFGS) method for weight
optimization.*"*> The reference data set was split into a training
set of 80% and a testing set of 20% to check the prediction
capability. A test of the accuracy and validation of the MLFFs
can be found in Section 4.2 of ESL

2.3 Molecular dynamics simulations

All MD simulations in this study were made using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)** with
the assistance of a module that allows Neural Networks generated
with the & net package to be used on LAMMPS simulations as
“pair styles”.** The procedure to obtain the complex dielectric
spectra at THz frequencies is based on expressing the dielectric
spectra as a Fourier transform of the average total dipole moment

correlation function on time domain:*®

{<M2> + iwro<M(t) SM(0))e™'dr|  (2)
0

1
S(w) =1+ 380 VkBT
where M = M(?) indicates total dipole moment of system, ¢, is the
vacuum permittivity, V is the volume and o the angular frequency.
For these simulations, we used a timestep of d¢ = 1 fs within the
following scheme: the first 250 000 steps were performed with the
Nosé-Hoover Thermostat (NVT ensemble) at a chosen temperature
to equilibrate the system and, after that, the thermostat is turned
off and the simulations were carried out in the NVE ensemble,
which is required to obtain dynamical properties. Since the Nosé-
Hoover Thermostat is based on a extended Lagrangian responsible
for coupling the system to an external heat-bath,*® oscillations of
the coupled heat-bath could affect the correlation functions
needed in eqn (2). By switching from the NVT to the NVE
ensemble, with the appropriate amount of equilibration steps,
we were able to prevent these “virtual” oscillations from influen-
cing the final result. After 8000 steps to equilibrate the system in
the NVE ensemble, the subsequent 3 992 000 additional NVE steps
were conducted to obtain individual M(¢)-M(0) functions where ¢
ranges from 0 to 22 ps. Then the overlap approach was used to
increase correlation between successive samples, reducing the
noise in the Fourier transform.'®" These individual functions
were averaged to obtain the main correlation function of dipole
moment which was used to obtain the dielectric spectra of the
material. To obtain the error bars in our calculations, all M(z)-M(0)
functions were partitioned in 10 different groups, each one of
them giving one estimate to the dielectric function. Then, those
estimates were averaged for the final results. The simulation cell
was a rectangular supercell (see green rectangle at Fig. 1) with a
total of 16320 atoms and dimensions 68 a; x 40 a, (a; = a, and
a, = a9+/3). This size was adopted to minimize finite size effects
and simulations with larger lattices did not improve the results.

3 Results & discussion
3.1 MoS,

3.1.1 Phonon properties. Fig. 4 shows the results for the
phonon dispersion calculated with the developed MLFF for
MoS; in this study. The comparison with DFT in Fig. 4a has the
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K-I" for MLFF, DFT calculations, Stillinger—Weber (SW-MoS,) potential
estimation and Inelastic X-ray scattering data.

purpose of verify how accurately the MLFF reproduces the data
on the reference set. We can see that all the main features of the
DFT dispersion are reproduced by our MLFF for both the optical
and acoustic branches, indicating that our model “learned” the
main motion patterns predicted by DFT. Fig. 4b shows the same
MLFF phonon dispersion as Fig. 4a but compares it with
Stillinger-Weber (referred in this section as SW-MoS, the para-
metrization on ref. 18) and with inelastic X-ray Scattering
measurements*® shown as the black dots. Both MLFF and
Stillinger-Weber (SW) dispersion curves were obtained with
the assistance of the Alamode package.*® The first thing to be
noticed here is that, although MLFF had a similar accuracy to
SW-MoS, for the acoustic branches when compared with experi-
mental data, MLFF follows the experimental results for optical
branches closer than SW-MoS,. When studying the lattice
dynamics of a given system, special attention must be paid to
the I' modes, as they can be determined experimentally by IR
and Raman measurements. Table 1 shows the predicted values
for the four modes at I', comparing it with SW-MoS, and
experimental results, each mode being drawn in Fig. 5. It is
worth mentioning that of all the modes, only E’ and A} are IR
active, since their oscillation generates an instantaneous dipole
moment and produces instantaneous polarization. All the

This journal is © the Owner Societies 2025
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Table 1 Phonon modes at T' of SL-MoS,. The unit is (cm™)

Mode MLFF SW-MoS, Exp. results

E" 291.5 267.3 286°

E/ 372.3 360.5 384.3%, 384.0%, 383°, 383.7°
Al 390.8 429.2 403.1%, 408°

Al 459.0 506.8 470.0%, 4669, 468.2¢

@ Ref. 50. ” Ref. 51. © Ref. 48. ¢ Ref. 52. ° Ref. 53.

:X(S, Se)

Qw ©

(Raman;i z ,<€ " g
(Raman+IR) man) (IR)

(Ra

Fig. 5 Sketch of the optical phonon modes of SL MoX; (X = S, Se) at T". Mo
and X atoms were colored with turquoise and orange respectively.

, and both E’
and A being used widely in literature to characterlze MosS,
samples.

3.1.2 THz dielectric spectra. Fig. 6 shows the MD results
for the dielectric spectra for MoS, at 300 K at THz frequencies
(from 100 cm™ " to 600 cm ™ '). The spectra are divided into two
parts: in-plane (considering only the components of the dipole
moment that are parallel to the layer) and out-of-plane (con-
sidering only the component of dipole moment that is
perpendicular to the layer), represented by the blue and red
curves respectively. Fig. 6b has two narrow absorption peaks,
hence by fitting each peak to a Lorentzian oscillator,”" the peak
positions were calculated to be at 368.3 &= 0.1 cm ™' and 452.8 +
0.3 cm ! respectively. Fig. 5 shows that the eigenvectors of the
E’ mode only alter the dipole moment in the planar directions
while eigenvectors of the A} only alter the dipole moment in
the perpendicular ones. Thus, the peak illustrated by the blue
curve can be compared to the E’ value in Table 1 while the peak

modes are known to be Raman active except

denoted by the red curve can be compared with Aj. Its
noteworthy the proximity of the calculated values in Fig. 6b
and Table 1, with the presented redshift being attributed to
temperature effects of the MD simulation. We can compare our
simulation results with IR reflectivity measurements by Wieting
et al.>* (more specifically with Fig. 6 of the paper). The same
narrow peak found in our simulations are present in the
reflectivity measurements while their peak positions are
located at 384 ecm™* for the in-plane mode and 472 cm™* for
the out-of-plane mode, being very close to the values obtained
by the simulations using our MLFF.

Fig. 7 shows our MD results for the THz dielectric spectra of
MoS, obtained with the MLFF at 150 K, 350 K and 550 K. From
it, we can discern several trends: with increasing temperature,
both peaks in Fig. 7c and d broaden and redshift, a behavior in
accordance with experiments.>® Fig. 8 shows the temperature

This journal is © the Owner Societies 2025
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Fig. 6 Real (a) and imaginary (b) part of the dielectric function for MoS, as
a result of our MD simulations at 300 K.
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Fig. 7 THz dielectric spectra for MoS, at 150 K, 350 K and 550 K. Results
in Fig. 8 for E’ and A} modes are related to the peaks in (c) and (d)
respectively. We included fewer temperatures than in Fig. 8 for clarity.
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Fig. 8 Temperature dependence of IR-active modes at MoS, for MLFF
and SW-MoS, with error bars. Dashed lines indicates the linear fit per-
formed to obtain the coefficients at Table 2.

dependence of the E’ and A) modes based on the peak
positions of the imaginary part of the spectra. The numerical
values were obtained by fitting Lorentzian oscillators to the
peaks presented in the data. To obtain the SW-MoS, data
points, the same simulation procedure described in Section
2.3 was applied. Both simulations with MLFF and SW-MoS,
produced a redshift with increasing of temperature. For each
mode and for each potential, we performed linear fits (repre-
sented by dashed lines) and extracted the slope, which contains
information about the average redshift of the system due to
temperature. Table 2 shows results for the slopes and compares
it to experimental results, indicating that our calculations are
consistent with literature. Fig. 9 shows our MD results for the
THz dielectric spectra for MoS, obtained with the MLFF at
300 K using a unstrained lattice (0.0%), a lattice with 0.8%
strain of the original and a lattice with 1.8% strain of the
original. Qualitatively, the frequency peaks in Fig. 9(c and d)
become redshifted with the application of strain, similarly to
the reported temperature effects. However, for more strained
lattices the peaks are narrower than for unstrained ones. The
redshift can be attributed to the weakening of the bonds caused
by the tensile strain®® while the narrowing of the peaks can be
attributed to the fact that in a strained lattice, acoustic modes
do not propagate as freely as in an unstrained lattice and,
therefore, cannot interfere with the propagation of optical
modes. Fig. 10 shows the strain dependence of the of the E’
and A’ modes. Similar to Fig. 8, we performed linear fits and
extracted the slope for each mode and for each potential.
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Fig. 9 THz dielectric spectra for MoS, at 300 K for the strain percentages
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the peaks in (c) and (d) respectively. We included fewer strains than in
Fig. 10 for the sake of clarity.
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Fig. 10 Strain dependence of IR-active phonon modes at MoS;, for MLFF
and SW-MoS, with error bars. Dashed lines indicates the linear fit per-
formed to obtain the coefficients at Table 3.

Table 3 shows the results for the temperature coefficients and
compares it to experimental and other theoretical results. We
notice a qualitative difference between the behavior of the A}
mode for simulations with MLFF and SW-MoS,, the latter
presenting a slight blueshift with the application of strain, a
result significantly different from the DFT prediction. For both

Table 2 Temperature coefficient for E’ and A modes of MoS, (1072 cm~t K™

Mode MLFF SW-MoS, Exp. results
E' —2.2 —2.2 —1.32% —1.47%, —1.41°, —1.79%, —1.61°, —1.36/, —1.6%, —1.3"
A7 -3.1 —2.7 —1.99°

@ Ref. 55. ” Ref. 57. © Ref. 58. ¢ Ref. 59. ¢ Ref. 60./ Ref. 61. & Ref. 62. " Ref. 63.
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Table 3 Strain coefficient for E and A modes of MoS; (cm /%)
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Table 4 Phonon modes at T of SL-MoSe,. The unit is (cm™)

Mode MLFF SW-MoS, Exp. results DFT Mode MLFF SW-MoSe, Exp. results
E' —3.49 —4.98 —7.49, _3.2%, —4.28° FE’ 165.1  153.8 1687, 170, 175.87
—4.5%, —2.1¢, —4.67¢ Al 234.9  213.8 242°% 243%, 241.2¢
A} —4.87 0.26 -4.19° g 275.3 2522 286.99, 289% 287.3, 288°, 2867, 283¢
Ay 342.7 311.5 3529, 350°, 352/

@ Ref. 64. 7 Ref. 65.° Ref. 66. ¢ Ref. 67. ° Ref. 68./ Spin Coated PVA
encapsulation. ¢ Conventional exfoliation.

modes, the MLFF reproduces DFT results more closely than
SW-MoS,. When comparing with experimental results, both
potentials had similar performance for the E’ mode. However,
the diverse range of results for the E’ mode prevents us from
making any claims about the accuracy of our calculations
regarding the temperature coefficient. Moreover, since the A
mode is not Raman active, to our knowledge, there are not any
experimental results that studies the variation of that mode
with strain. In that sense, our results are a prediction of the A}
mode redshift including temperature effects.

3.2 MoSe,

3.2.1 Phonon properties. Fig. 11 shows the results for the
phonon dispersion calculated with the developed MLFF for
MosSe, in this study. The purpose for the comparison with DFT
had already been described in Section 3.1.1 but, to our knowl-
edge, there are not any experimental results in the literature on
the modes for MoSe, at several points in the Brillouin zone
(such as in ref. 48). We compare our results with Stillinger-
Weber (referred in this section as SW-MoSe,) as described in
the parametrization proposed by Kandemir et al.’® For the
optical phonon branches, we observe that the MLFF fits the
DFT dispersion more closely than SW-MoSe, as expected.
Table 4 shows the MLFF predicted values for the four modes
at I', comparing it to SW-MoSe, and experimental results. From
Table 4 we observe that SW-MoSe, predicts frequencies that are
considerably redshifted when compared to experiment and that
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N
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Fig. 11 Phonon dispersion for MoSe, along high symmetry directions
I'-M-K-T for the adjusted MLFF, DFT calculations and Stillinger—Weber
(SW-MoSe,) potential.
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the MLFF predicts more accurate values. It is worth mentioning
that the E' mode has a lower frequency than the A| mode in
MoS, while the opposite is observed in MoSe,.

3.2.2 THz dielectric spectra. Fig. 12 shows the MD results
for the MoSe, THz dielectric spectra at long wavelengths similar
to Fig. 6 in Section 3.1.1. In Fig. 12b, the peak for the blue and
red curves respectively are localized at 269.8 + 0.1 cm ™" and
334.9 + 0.1 cm™ " respectively, which can be compared directly
with the values from Table 4 for the E’ and A’ for the same
reasons given before. Similar to what was observed on MoS,, we
can assign those modes to the peaks, and the difference of the
peak positions and the tabled values also can be attributed to a

15
(@) i

10

Re(e)

(b) I —+— E 1z

—+— E|z

20

O 5 e
200 250 300 350 400
Frequency (cm™1)

Fig. 12 Real (a) and imaginary (b) part of the dielectric function for MoSe,
as a result of our MD simulations at 300 K.
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Fig. 13 THz dielectric spectra for MoSe, at 150 K, 300 K and 450 K.
Results in Fig. 14 for E’ and A modes are related to the peaks in (c) and (d)
respectively. We included fewer temperatures than in Fig. 14 for the sake of
clarity.

redshift effect due to temperature in our simulations. We can
compare our results to infrared reflectance results from Sekine
et. al.”® (see Fig. 6 of the referred work), as they assigned the
" and 352 em ' to the modes E' and A}
respectively. Fig. 13 shows our MD results for the THz dielectric
spectra of MoSe, obtained with the MLFF at 150 K, 300 K and
450 K. The same qualitative trends observed on our MLFF
simulations for MoS, can be observed on MoSe,, ie., the red-
shift and broadening of the peaks in Fig. 13c and d. However,
the broadening is less pronounced than those in Fig. 7c and d.
Fig. 14 and Table 5 shows our results for the temperature
dependence of the infrared active phonon modes, comparing
it with simulations with SW-MoSe, and experimental results.
We notice that, when comparing with experiments, the

values 289 cm™
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Fig. 14 Temperature dependence of IR-active phonon modes in MoSe,
for MLFF and SW-MoSe,. Dashed lines indicates the linear fit performed to
obtain the coefficients in Table 5.
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Table 5 Temperature coefficient for E’ and A} modes of MoSe,
(102em K

Mode MLFF SW-MoSe, Exp. results
E/ —0.79 —3.9 -1.18,* —1.21,> —0.69°
Al -2.1 -3.7 —0.64,° —0.867

@ Ref. 77. P Ref. 58. ¢ Ref. 78. ¢ Ref. 79.

RNe(g)

c — 0.0% d
08% |

250 275 300 325 300 325 350
Frequency (cm™1)

Fig. 15 THz dielectric spectra for MoSe; for the strain percentages 0.0%,
0.8% and 1.4%, Results in Fig. 16 for E’ and A modes are related to the
peaks in (c) and (d) respectively. We included fewer temperatures than in
Fig. 16 for the sake of clarity.

simulations with our MLFF predicts more accurate coefficients
than SW-MoSe, and, although the MLFF prediction for the
temperature coefficient of the A} mode is considerably different
than the experimental values, it is still a better prediction than
those given by SW-MoSe,. Also, SW-MoSe, predicts similar tem-
perature coefficients for the two distinct modes while in the MLFF
simulations the temperature coefficient seems to be sensitive to
the oscillation mode. Fig. 15 shows results for the THz dielectric
spectra of MoSe, at 300 K for the unstrained lattice (0.0%), and
lattices with 0.8% and 1.8% strain respectively. Although a redshift
of the peak is noticed, we did not observe any noticeable changes
on the breadth of the peaks. Fig. 16 and Table 6 shows our results
for the strain dependence of the infrared active phonon modes.
The lack of other reported experimental or theoretical results made
it difficult to rate the performance our MLFF. To our knowledge,
the references cited at Table 6 were the only studies that reported
the strain coefficients for the E' mode and there are no reports for
the A mode. When comparing to these reported data, neither our
MLFF nor SW-MoSe, presented accurate results.

3.3 Rippling effects

Fig. 17 illustrates the imaginary part of the dielectric spectra for
both systems (akin to Fig. 6(b) and 12(b)), but specifically
focusing on regions with low absorption intensities, with a
version of the same data plotted on a semi-log scale that is
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Fig. 16 Strain dependence of IR-active phonon modes at MoSe, for MLFF
and SW-MoSe,. Dashed lines indicates the linear fit performed to obtain
the coefficients at Table 6.

Table 6 Strain coefficient for E’ and A3 modes of MoSe;, (cm™*/%)

Mode MLFF SW-MoSe, Exp. results DFT
E’ —0.95 —-1.59 —4.93¢ —4.28°
Al —2.54 —5.6

@ Ref. 80. ” Ref. 81.

included in Fig. S7 in Section 4.3 of ESL.¥ Within the figure, it is
evident that each system exhibits four distinct new peaks.
Noticeably, two of these peaks align precisely with the frequen-
cies of the E’ and A} modes, however with reversed polarization
directions. Additionally, MoS, displays peaks at approximately
310 cm™ ' and 393 cm ™, whereas MoSe, features peaks around
163 cm ™' and 225 cm ™, values closely matching the frequen-
cies of the E” and A| modes as listed in Tables 1 and 4,
respectively. Observing these new peaks allows us to identify
two key characteristics in our simulations. Firstly, the E' and A}
modes exhibit infrared (IR) activity in a direction perpendicular
to their usual oscillation. Secondly, there is a manifestation of
some IR activity, although minimal, by the E” and A| modes,
traditionally considered IR inactive. Moreover, we noticed that
all of the newly observed peaks were extinguished under the
application of tensile strain (see Fig. S8 in ESIT).

Applying strain to the lattice reduces fluctuations in its
height, thereby diminishing the amplitude of ripples, as
depicted in Fig. 18. This figure demonstrates that in both
systems, the average height (defined as the difference in the z
coordinate between the highest and lowest Mo atom, as illu-
strated in the figure) decreases with increasing strain. For MoS,
the average height decreases from 9 A to 2 A while for MoSe, it
decreases from 6 A to 2 A when a strain 2% above the
equilibrium lattice constant is applied. Therefore, considering
the data presented in Fig. 17 and 18, it can be inferred that the
observed low-intensity peaks observed correlate with the ripples
present in SL-MoS, and MoSe,. In the vicinity of the peaks
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Fig. 17 Imaginary part of dielectric spectra for MoS, and MoSe; at 300 K

with insets in the small intensities region. Arrows indicate peaks centered

at 310(163), 368(225), 393(271) and 452(334) for MoS, (MoSe,) in cm™™.
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Fig. 18 Mean lattice height as function of strain for MoS, and MoSe,
during a simulation. The sketch of the rippled single-layer serves to outline
the definition of the height Az of the lattice.

corresponding to the frequencies adjacent to the E' and A’
modes, the mechanism by which ripples induce IR activity with
altered polarizations becomes clearer. By allowing the lattice to
ripple, the E’ mode is no longer confined strictly to the plane,
and similarly, the AJ mode is not restricted solely to the axis
perpendicular to the plane. This results in the E' mode acquir-
ing an out-of-plane component and the A} mode acquiring a
planar component, as depicted in Fig. 19. However, this expla-
nation alone does not suffice to elucidate the observed IR
activity near the frequencies associated with the E” and A
modes in our simulations. To gain further insight into the
influence of ripples on the dielectric spectra and to explore
potential explanations for the peaks observed at E” and A}, we
constructed a supercell composed of 1020 atoms. Within this
supercell, we introduced a sinusoidal wave characterized by a
wave vector k parallel to the %-axis, with a wavelength deter-
mined by the total length of the cell in the x-direction. This
supercell is depicted in Fig. S9 of the ESIf and maintains
translational symmetry along the y direction and this simpli-
fied model for the ripple was used to qualitatively investigate
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Fig. 19 Sketch of the decomposition of the components of the oscillation
modes E’ and A] in a rippled lattice.

the origins of the new peaks observed in the spectra. Using the
MLFFs to model atomic interactions, we employed the Alamode
package to compute the phonons of the primitive cell (see Fig.
S10 at ESIt) corresponding to the rippled supercell at the T’
point. The calculations also provided the eigenvectors U;(x)
associated with each frequency eigenmode w;. These eigenvec-
tors enable the determination of the IR intensities for each
mode, calculated using the equations defined in eqn (2.112)
and (2.114) of ref. 82:

flo)=>"

p=x.y.z

Nt

Z \/i{}—xuj(xv ﬁ)

K=1

®)

where e, and M, denote the charge and mass of atom «,
respectively§. An oscillation mode j contributes to Im[¢(w)] only
if f(w;) is non-zero, serving as a selection rule for IR
absorption.*>** Consequently, it becomes feasible to attribute
each peak in Fig. 17 to those specific oscillation modes with
non-zero f(w;).

The IR intensities results for MoS, and MoSe, are shown in
Fig. 20 and 21, respectively and the calculated frequencies for
all modes are listed in Tables S1 and S2 in ESIf In each, the
calculation for the unrippled (flat) cell was included at Fig. 20a
and 21a for comparison purposes and the insets were included
to facilitate visualization of all modes with low intensity f(w).
As expected for the flat cell in both compounds, only the E’ and
A’ modes showed a non-zero IR response. The E' mode
presents an in-plane response only while the A} mode presents
an out-of-plane response only. For the rippled cell, a degeneracy
breaking in frequencies is observed due to the breaking of
some symmetries of the system caused by the introduction of
the ripple. This symmetry breaking causes the only two modes
present in the flat cell to split into several bars located at
frequencies close to the E' and AJ modes in the flat cell.
However, it is still expected that the new modes introduced

§ The index x denotes the atom within the unit cell. The vector U;(x) can be
expressed in terms of the Cartesian unit vectors %, §, and z as U;(x) = U;(x, x)% +
U; (x, y)y + U (¥, 2)2. The components referenced in eqn (3) are defined accordingly
in this footnote.
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Fig. 20 IR intensities for the MoS,. (a) and (b) indicate the calculated
intensities for the cell without and with the ripple, respectively. The dotted
lines represent the frequencies listed in Table 1.

' MoSe; .
1| - fy(w) ' (a)
2
a
=
S o I
Eh ®)
5
= (iv)
0 : E
EI/ All E/ AI/2

Frequency (cm~1)

Fig. 21 IR intensities for the MoSe,. (a) and (b) indicate the calculated
intensities for the cell without and with the ripple, respectively. The dotted
lines represent the frequencies listed in Table 4.

by the ripple must have some similarity to those of the original
cell due to the fact that they share similar frequencies. In both
compounds the two largest bars, one blue and one red, corre-
spond to the vibrations that best represent the E’ and A modes
of the flat cell in the rippled cell, the characteristic vibration of
the E’ in the planar directions and the characteristic vibration
of the A’ in the out-of-plane direction. These bars would
correspond to the main peaks depicted in Fig. 6b and 12b.
Looking at the low IR intensity modes, it is noticeable that in
both Fig. 20b and 21b the presence of a mode with a frequency
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close to E’ that presents out-of-plane IR activity (indicated by
the red bar) as well as a mode with a frequency close to A] that
presents in-plane IR activity (indicated by the blue bar) in both
figures. Furthermore, both figures indicate the presence of
modes with IR activity at frequencies close to those of the E”
and A modes which, in the flat cell, are known to be IR
inactive. Thus, the degeneracy breaking caused by the intro-
duction of the ripple is also responsible for the splitting of the
E” and A| modes into several modes, some of which have some
IR activity. The results shown in Fig. 20 and 21 strengths the
hypothesis that lattice ripples would be responsible for the
appearance of new peaks present in the simulations and shown
in Fig. 17.

The main advantage of calculating the eigenvectors of the
ripples lattice lies in the ability to observe the patterns of new
vibrational modes and understand how these modes affect the
total electric dipole moment of the cell, which will be shown on
the following figures. Here, we denote the modes of the rippled
cell with the same notation of Tables 1 and 4 to indicate the
mode of the flat cell that generated the new mode, but we will
use a “*” to indicate that this mode belongs to the rippled cell
and we will indicate the direction of polarization of the mode in
parenthesis. Fig. 22 shows the modes *E’(z) and *A5(x), found
to have IR activity next to E’ and A’ with inverted polarizations
at Fig. 20(b-ii and iv) and 21(b-iii and iv). Upon comparing the
modes depicted in Fig. 5 and 22, a discernible similarity
emerges between modes *E’(z) and *Aj(x) in relation to modes
E' and A’ respectively. This similarity arises due to certain
MoS(Se), units within the rippled supercell exhibiting identical
vibrational pattern as those observed in the primitive flat cell,
leading to similar oscillation frequencies in these modes.
However, Fig. 22 reveals how the oscillation of the whole
rippled cell lead to alterations in its total dipole and in which
direction. In mode *E’(2), the cell exhibits a oscillation pattern
resembling E’; with atoms on either side of the ripple crest
moving in opposite directions, which results in the cancellation
of the horizontal component of total dipole moment of the
mode, leaving only a resultant vertical component. Thus, mode
*E'(z) manifests an out-of-plane infrared (IR) response with a
frequency close to E’, consistent with the results shown in
Fig. 17. Similarly, in mode A’ (x), the cell displays an oscilla-
tion pattern akin to A%, also with atoms on either side of the
ripple crest moving oppositely similar to *E’(z). This leads to
the cancellation of the vertical component, leaving predomi-
nantly only a resultant horizontal component. Consequently,

Mode *E'(z) Mode *A,"(x)

o
Front View

oDRRPRORPAOOIH SO

ew

Fig. 22 Sketch of the oscillation patterns of the modes *E’(z) and *A%(x)
in the rippled cell. The directions of displacements of the Mo and S(Se)
atoms are indicated by blue and red vectors respectively.

This journal is © the Owner Societies 2025

View Article Online

Paper

mode *A’(x) exhibits an in-plane IR response with a frequency
close to A}, which is also consistent with the results in Fig. 17. The
analysis of modes *E/(z) and *Aj(x) on Fig. 22 strengths the
hypothesis depicted in Fig. 19, wherein the rippled lattice causes
modes E’ and A’ to acquire out-of-plane and in-plane compo-
nents, respectively. Fig. 23 shows the modes *E’(x) and *E"(y)
related to the two highest blue bars at Fig. 20(b-i) for MoS, and
Fig. 21(b-i) for MoSe,, both of them presenting IR activity next to
E’". These modes exhibit an oscillation pattern similar to E”, where
atoms on opposite sides of the crest move in opposite directions.
However, both modes appear to curve next to the ripple, with the
*E(x) curving horizontally and the *E’(y) curving vertically. Thus,
the oscillation pattern depicted in Fig. 23, as predicted by the
MLFFs, suggests that the ripple induces curvature in the displace-
ment vector fields of S(Se) atoms, particularly near its inflection
point. This curvature, visible on the top view of the sketch of both
modes, is responsible for the emergence of a dipole moment
perpendicular to the axis along which the atoms predominantly
move. In the *E”(x) mode, for instance, S(Se) atoms primarily move
in the y direction and the curvature introduces a component of the
displacement patterns in the x direction while in the *E”(y) mode,
the atoms primarily move in the x direction and the curvature is
responsible for the component in the y direction. Therefore, the
dipole moment component on the primary axis of movement of
the atoms is canceled, and the resultant component on its
perpendicular axis is due to curvature induced by the ripple. The
emergence of a resultant dipole moment of the cell is apparent on
the front view of the *E”(x) mode, with all arrows slightly pointing
to the right, and on the side view of the *E"(y), with all arrows
slightly pointing to the right and other modes with similar
displacement patterns but with atoms on opposite sides of the
crest move in the direction were found to have no IR activity. Our
results for the eigenmodes suggest that this mechanism described
for the *E”(x) and *E"(y) modes is consistent with the appearance
of the peaks close to the E” frequency at Fig. 17 and provides a
feasible explanation for them. Fig. 24 illustrates mode *A(z)
associated with the red bars in Fig. 20(b-iii) for MoS, and
Fig. 21(b-ii) for MoSe,, indicating their IR activity near Al.
Displacement vectors are color-coded according to maximum
displacement along the z-axis over half oscillation period, with
red indicating greater displacement. This mode exhibit an oscilla-
tion pattern similar to A/, with the Mo-layer remaining stationary
while the top and bottom S(Se)-layers moving symmetrically.
However, upon examining the color of the displacement vectors,
it is evident that the bottom layer exhibits larger displacements on
average compared to the top layer, resulting in a greater distance
from the Mo-layer. This disparity in displacement between the
layers can induce a slight modification in the total dipole moment
of the cell, thereby generating the observed out-of-plane IR activity
depicted in Fig. 20(b-iii) for MoS, and Fig. 21(b-ii) for MoSe,. Our
results for the eigenmodes suggest that this mechanism described
for the *A (z) mode is consistent with the appearance of the peaks
close to the A/ frequency at Fig. 17 and provides a feasible
explanation for it. It is noteworthy that several modes exhibiting
planar IR activity were identified near the E’ mode in Fig. 20(b-ii)
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Fig. 23 Sketch of the oscillation patterns of the modes *E”(x) and *E”(y) in the rippled cell. The directions of displacements of the S(Se) atoms are

indicated by red vectors.

Mode *A,'(z)
A 4

Fig. 24 Sketch of the oscillation patterns of the mode *A/(z) in the
rippled cell. The directions of displacements along the z-axis of the S(Se)
atoms are indicated by vectors and its colors shows the maximum
displacement of each during the first half period of oscillation, with the
scale increasing from blue to red.

and near the A} mode in Fig. 21(b-ii). However, since the A
frequency is close to the E’ in both compounds, we believe that
these peaks were suppressed by the broadening of the E' mode
main blue peak in our simulations as shown in Fig. 17.

4 Conclusions

In this work, using machine learning, we developed two MLFFs
for MoS, and MoSe, that captures their main dynamical proper-
ties. We tested its validity by calculating its phonon dispersion

Phys. Chem. Chem. Phys.

and making an accurate correspondence between the struc-
tures included in the reference data set and the modes desired
to model on MD simulations. With that procedure, we were
able to reproduce known experimental dielectric spectra at THz
frequencies. To test the performance of the force fields gener-
ated in this work, we focused on reproducing results for the
peak-frequencies and their redshift due to temperature and
strain, comparing it with well known Stillinger-Weber parame-
trizations of the respective materials. In general, the phonon
dispersion obtained using our MLFF were more accurate than
Stillinger-Weber as well the MD results for the IR-active pho-
non frequencies. For the temperature coefficient, MLFF and SW
presented similar capability of recreating experimental results
for MoS, while for MoSe, the MLFF has a better performance.
For the MoS, strain coefficient, SW predicted that the A} mode
shows a blueshift, which contradicts other ab initio results
previously reported. Simulations with MLFF predicted a red-
shift for the strain coefficient of both infrared active modes,
which is in accordance to previous experimental and ab initio
results. Furthermore, our simulations reveal the appearance of
new low-intensity peaks in the THz dielectric spectra, especially
those in proximity to the IR-inactive frequencies E” and A].
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Molecular dynamics (MD) simulations investigating the height
Az of strained lattices establish a correlation between these
emerging peaks and the propagation of thermal ripples, as
evidenced by their significant reduction on lattices with smaller
Az. To explore potential explanations for the new observed
peaks, we have calculated the eigenfrequencies and eigen-
modes of a sine-rippled supercell with wave vector parallel to
the zigzag direction using our MLFFs for each compound. The
eigenmodes results for the frequencies next to E’ and A} with
IR activities with inverted polarizations strengths our initial
hypothesis suggesting that permitting the layer to undulate
frees the modes from oscillating exclusively along their original
axis, enabling a component along the perpendicular axis.
Moreover, the eigenmodes results for frequencies next to E”
suggests that, according the MLFFs modeled in this work, the
ripples induces a curvature on the displacement vector field of
the oscillation pattern and this curvature is responsible for the
appearance of the peaks related to E” on the spectra. The
reasons for the appearance of such curvature on a rippled layer
have not yet been discovered. Finally, the eigenmodes results
for frequencies next to A suggests that the resultant dipole
moment at z is originated by the disparity of the distance of the
top and the bottom layer with respect to the Mo-layer. These
results may have far-reaching implications on the understand-
ing of thermal ripples on 2D materials and, after testing the
reliability and functionality of the MLFFs, they can be applied
to study similar problems related to the phonon properties of
MoS, and MoSe,. In future work, we plan to extend both MLFFs
to study the role of defects, such as vacancies and dopants, on
the layer dynamics.®

Data availability

All data supporting the conclusions of this study, including the
MLFFs presented in this work, the database used for its
development and animations for the discussed modes are
available on the following Github repository: https://github.
com/gbsouza1997/TMD-MLFF-repo.git.
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