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A B S T R A C T 

Recent studies of ultra-diffuse galaxies (UDGs) have shown their globular cluster (GC) systems to be central in unveiling 

their remarkable properties and halo masses. Deep Hubble Space Telescope imaging revealed 54 GC candidates around the 
UDG NGC5846 UDG1 (UDG1), with a remarkable 13 per cent of the stellar light contained in the GC system. We present a 
kinematic analysis of UDG1’s GC system from observations with the integral field spectrograph Keck Cosmic Web Imager on 

the Keck II telescope. We measure recessional velocities for 19 GCs, confirming them as members of UDG1, giving a total 
of 20 confirmed GCs when combined with literature. Approximately, 9 per cent of the stellar light are contained just in the 
confirmed GCs. We determine the GC system’s velocity dispersion to be σGC = 29.8 

+ 6 . 4 
−4 . 9 km s −1 . We find that σGC increases with

increasing magnitude, consistent with predictions for a GC system that evolved under the influence of dynamical friction. The 
GC system velocity dispersion is constant out to ∼1 R eff . Using σGC , we calculate M dyn = 2 . 09 

+ 1 . 00 
−0 . 64 × 10 

9 M � as the dynamical
mass enclosed within ∼2.5 kpc. The dark matter halo mass suggested by the GC number–halo mass relationship agrees with
our dynamical mass estimate, implying a halo more massive than suggested by common stellar mass–halo mass relationships. 
UDG1, being GC-rich with a massive halo, fits the picture of a failed galaxy. 

Key w ords: galaxies: dw arf – galaxies: evolution – galaxies: haloes – galaxies: star clusters: general. 
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arge, diffuse, low surface brightness dwarf galaxies have been
tudied for decades (Reaves 1953 , 1956 ; Impey, Bothun & Malin
988 ; Bothun, Impey & Malin 1991 ). There has been a surge in
opularity since their disco v ery in large numbers in the Coma cluster
nd the subsequent definition of ultra-diffuse galaxies (UDGs) by van
okkum et al. ( 2015 ). By that definition, UDGs have an ef fecti ve

adius R eff larger than 1.5 kpc and central surface brightness μg , 0 

ainter than 24 mag arcsec −2 . This definition selects some of the most
xtreme galaxies in terms of size and surface brightness, although
ther selection criteria have been suggested (for a discussion of
election effects see e.g. Van Nest et al. 2022 ; Li et al. 2023 ). 

In seeking to understand their formation, UDGs have been studied
hrough characteristics like the numbers and physical size of their
 E-mail: lydia.haacke@gmail.com 
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lobular cluster (GC) systems (van Dokkum et al. 2016 ; Saifollahi
t al. 2021 ; Gannon et al. 2022 ; Forbes & Gannon 2024 ), their
ynamical mass (Danieli et al. 2019 ; Trujillo et al. 2019 ; van Dokkum
t al. 2019a ; Forbes et al. 2020 ; Gannon et al. 2022 ) and their dark
atter (DM) halo profile (van Dokkum et al. 2019b ; Forbes &
annon 2024 ). They stand out from other dwarf galaxies because
any of them have unusually rich GC systems (Dokkum et al. 2016 ;
im et al. 2018 ; Forbes et al. 2020 ). To explain the formation of

hese extreme objects the ‘failed galaxy’ scenario has been suggested
Dokkum et al. 2015 ; Lim et al. 2018 ; Danieli et al. 2022 ), for
hich rich GC systems and massive haloes are expected (Forbes

t al. 2020 ). In this scenario, star formation in the UDG-to-be is
nterrupted and it quenches early. This could be caused by early
nfall into a dense environment and ram pressure stripping of the
 alaxy’s g as component (Dokkum et al. 2015 ; Koda et al. 2015 ;
ozin & Bekki 2015 ; Benavides et al. 2021 ), although it is possible

hat the galaxy is quenched through other means before falling into
© 2025 The Author(s). 
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 cluster (Forbes et al. 2023 ). As a result of the early quenching, a
failed galaxy’ has a lower stellar mass than otherwise expected for
ts halo mass. 

The total mass content of a galaxy ( M 200 ) and its number of GCs
 N GC ) are connected through the total mass contained in the GC
ystem (Spitler & Forbes 2009 ; Harris, Blakeslee & Harris 2017 ).
his relationship has been shown to hold for a wide range of halo
asses, e xtending on av erage into the dwarf galaxy re gime. Assum-

ng an average mass per GC, the GC system mass can be converted to
 200 via the log-linear, empirical N GC –M 200 relationship (Burkert & 

orbes 2020 ): 

 200 = 5 × 10 9 M � × N GC . (1) 

 halo mass estimate can also be obtained through the stellar mass–
alo mass (SMHM) relation, of which there are multiple variations 
e.g. Behroozi, Wechsler & Conroy 2013 ; Moster, Naab & White 
013 , 2018 ; Behroozi et al. 2019 ; Danieli et al. 2023 ; Thornton et al.
024 ). It is not clear which of these relationships can be applied to
DGs, as the total halo mass based on their number of GCs is not
ecessarily consistent with the SMHM relation (e.g. Beasley et al. 
016 ; Lim et al. 2018 ; Forbes et al. 2020 ; Toloba et al. 2023 ; Forbes &
annon 2024 ). 
Apart from the halo mass, the shape of UDGs’ DM profile is

lso not well constrained, specifically whether they have a cusp (e.g. 
avarro, Frenk & White 1996 , hereafter “NFW”) or a core (e.g.
urkert 1995 ; Di Cintio et al. 2014 ; Read, Agertz & Collins 2016 ;
ead et al. 2017 ). The halo profile of the well-studied UDG DF
4 (Dokkum et al. 2016 , 2017 , 2019b ; Saifollahi et al. 2021 ) is
onstrained through the measurement of an increasing radial stellar 
elocity dispersion profile. Dokkum et al. ( 2019b ) found that a
ored profile is slightly preferred o v er a cuspy NFW profile. Their
orresponding mass, ho we ver, is consistent with both the SMHM and
he N GC –M 200 relationship and does not resolve which relationship 
an be applied to UDGs. 

The NGC 5846 group hosts a UDG which is particularly interesting 
n the context of its GC system, NGC5846 UDG1 (UDG1). The 
roup itself (Mahdavi, Trentham & Tully 2005 ; Eigenthaler & 

eilinger 2010 ; Marino et al. 2016 ) is at a distance of 25 ± 4 Mpc
Mahdavi et al. 2005 ). This close distance allows spectroscopic study
f the members’ GC systems that is not possible for DF44 and other
DGs in the Coma cluster. UDG1 was first classified as a UDG by
orbes et al. ( 2019 ). It is extremely GC-rich (Forbes et al. 2021 ;
 ̈uller et al. 2021 ; Danieli et al. 2022 ) and its stellar body and
Cs have matching ages, metallicities (M ̈uller et al. 2020 , hereafter
20 ) and colours (Danieli et al. 2022 , hereafter D22 ). Based on their

nding of ∼13 per cent of the stellar mass contained in GCs, D22
uggested UDG1 might be a failed galaxy that formed in a short,
ntense burst of star formation, which was largely confined to its
Cs. An intense episode of star formation could have quenched the 
alaxy and prevented further star formation, while the newly formed 
Cs then dissolved to form a significant fraction of the currently 
bservable stellar body. Recent disco v eries of galaxies at v ery high
edshifts with 50 per cent or more of their mass contained in GCs
Adamo et al. 2024 ; Mowla 2024 ) have sparked more interest in this
ossibility. 
UDG1’s GC system has been studied with the Very Large 

elescope (VLT) Surv e y Telescope (F orbes et al. 2019 ) and two
eparate Hubble Space Telescopes ( HST ) programmes (M ̈uller et al.
021 ; D22 ), as well as with the Multi Unit Spectroscopic Explorer
MUSE, M20 ). Imaging-based estimates for its GC numbers are 
vailable from Forbes et al. ( 2021 ), M ̈uller et al. ( 2021 ), Marleau
t al. ( 2024 ), and Danieli et al. ( 2022 ). Until now, only 11 of the GC
andidates have been spectroscopically confirmed ( M20 ). 

M ̈uller et al. ( 2021 ) estimated N GC = 26 ± 6 from single-orbit
ST /ACS observations, with GC candidates based on the colours 

nd sizes of M20 ’s confirmed GCs. Forbes et al. ( 2021 ) estimated
 GC ∼ 45 from ground based imaging with the VLT Surv e y Tele-

cope. Their estimate is based on the 20 GC candidates they found
n that imaging (Forbes et al. 2019 ). They assumed the peak of the
CLF at M V (TO) = −7 . 3 mag, typical for dwarf galaxies (Miller &
otz 2007 ), and inferred roughly 45 GCs for the whole GC system at
n assumed distance of 24.89 Mpc. Marleau et al. ( 2024 ) estimated
 GC from the same single orbit HST /ACS observations as M ̈uller

t al. ( 2021 ), also basing their candidates on the properties of
20 ’s spectroscopically confirmed GCs. Assuming a distance of 

0.3 Mpc and using the GCLF, they arrived at N GC = 38 ± 7 GCs.
22 estimated N GC from two orbits of HST /WFC3 observations. The
C candidates were selected in the F606W and F475W filters. They
tted a GCLF to their GC candidates and, assuming a distance of
6.5 Mpc, found 54 ± 9 GCs. 
All of the imaging estimates imply a rich GC system and, applying

he N GC –M 200 relationship, a total halo mass of > 10 11 M �. This is
n o v erly massiv e halo when compared to e xpectations based on the
MHM (Moster, Naab & White 2018 ; Behroozi et al. 2019 ; Danieli
t al. 2023 ). F orbes & Gannon ( 2024 ) e xamined the implications of
uspy and cored profiles using UDGs from the literature with more
han 20 GCs and a measured velocity dispersion for either the stars
r the GC system. With the velocity dispersion they calculated the
ynamical masses using the mass estimator from Wolf et al. ( 2010 )
nd extrapolated the halo mass from that. For UDGs they found
C-rich UDGs to be DM dominated within the half-light radius, 

nd fa v oured cored profiles to reproduce the high total halo masses
redicted through the high GC counts. 
A massive DM halo for UDG1 is also supported by the findings

f Bar, Danieli & Blum ( 2022 ), who analysed the mass se gre gation
n the GC system. They found mass se gre gation arising naturally
or different initial distributions of GCs and dynamical friction (DF) 
s a natural explanation for the observed segregation. Liang et al.
 2024 ) modelled UDG1’s GC system and also found DF to be an
xplanation for the present day distribution of UDG1’s GCs. For 
he high GC luminosity fraction observed, their conclusions rely 
n the assumption that all the stellar mass formed initially in GCs.
hey predicted inwards migration of GCs under the influence of 
F and the GC system velocity dispersion to be lower than the

tellar velocity dispersion. The eleven confirmed GCs from M20 
ave a measured velocity dispersion of σGC , M20 = 9.4 + 7 . 0 

−5 . 4 km s −1 ,
ower than, but within the joint uncertainties of, the stellar velocity
ispersion σ∗ = 17 ± 2 km s −1 (Forbes et al. 2021 ). So far, there
re only three other UDGs with both σ∗ and σGC measured (Gannon 
t al. 2024b ), NGC 1052-DF2 (Danieli et al. 2019 ; Emsellem et al.
019 ; Le wis, Bre wer & Wan 2020 ), NGC 1052-DF4 (Dokkum et al.
019a ; Shen, van Dokkum & Danieli 2023 ), and VCC 1287 (Gannon
t al. 2020 ). For all, σ∗ and σGC lie within the uncertainties of each
ther. 
In this work, we study UDG1 through spectroscopic data obtained 

ith the integral field spectrograph KCWI (Keck Cosmic Web Im- 
ger, Morrissey et al. 2018 ) with the aim of confirming more members
f the GC system and analysing the galaxy’s dynamics. In Section 2 ,
e describe the observations, data reduction, how sources were 

elected and their spectra extracted. In Section 3 , we describe the
esults of the data analysis, including the GC number, GC system’s
elocity dispersion, and the galaxy’s dynamical mass. In Section 4 ,
e discuss the implications of the number of confirmed GCs for
MNRAS 539, 674–689 (2025) 
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Figure 1. All pointings in which UDG1 was observed with KCWI, over- 
layed on a colour image from the F475W and F606W filters of the HST 
WFC3/UVIS. Shown in red (larger rectangles) and blue (smaller rectangle) 
respectively are the areas covered by observations with the BH3-Large and the 
BH3-Medium grating of KCWI. The white bar corresponds to one ef fecti ve 
radius of the galaxy, R eff = 1 . 9 kpc at an assumed distance of 26.5 Mpc 
( D22 ). A summary of the configuration and exposure time for each pointing 
can be found in Table 1 . 

Table 1. An o v erview of all observations of UDG1. All were taken with 
the BH3 grating of KCWI on the Keck II telescope. From left to right the 
columns contain the pointing as shown in Fig. 1 , the date of observation, the 
central wavelength λcentral , the position angle, the employed slicer, and the 
exposure time. 

Pointing Date λcentral Position Slicer Exposure 
( Å) angle ( ◦) time (h) 

A 2019-03-30 5110 60 Medium 2.3 
A 2019-05-01 5110 60 Medium 3.0 
A 2019-05-29 5110 60 Medium 0.6 
B 2021-04-15 5080 330 Large 3.3 
C 2021-04-15 5080 330 Large 3.3 
D 2021-04-16 5080 120 Large 1.3 
D 2021-04-17 5080 120 Large 3.1 
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he total N GC and the influence of DF on the GC system. Section 5
ummarizes our results and conclusions. We base our analysis on the
C candidates from D22 . Therefore, we refer to D22 for UDG1’s

tellar mass ( M ∗ ∼ 1 . 2 × 10 8 M �), ef fecti ve radius ( R eff = 1 . 9 kpc),
istance ( d = 26 . 5 Mpc), centre coordinates (RA = 226.334525 ◦,
ec = 1.81295 ◦), S ́ersic index ( n = 0 . 61) and the magnitudes of the
Cs throughout this work. We note, ho we ver, that slightly different

stimates can be found in M ̈uller et al. ( 2021 ), most noteably a larger
 ́ersic index ( n = 0 . 73), smaller ef fecti ve radius ( R eff = 1 . 7 kpc) and
 higher stellar mass ( M ∗ ∼ 1 . 7 × 10 8 M �) at their assumed distance
 d = 21 Mpc). Throughout this paper we use the AB magnitude
ystem, refer to projected radii as R and three dimensional radii as
, and assume � CDM cosmology with H 0 = 70 km s −1 Mpc −1 .

 DATA  AND  METHODS  

DG1 was observed for a total of ∼17 h with KCWI on the Keck II
elescope with the BH3 grating. Observations were made with both
he Medium slicer, which has a field of view of 16 . 5 × 20 . 4 arcsec 2 ,
nd the Large slicer, which has a field of view of 33 × 20 . 4 arcsec 2 .
ith the BH3 grating the slicers have a spectral resolution of R
 9000 (Medium) and R = 4500 (Large), respectively. On 2019,
arch 30th, May 1st, and May 30th, the galaxy was observed for

 h in total with the Medium slicer at the central wavelength of
110 Å and position angle (PA) of 60 ◦ under programme N061
PI Romanowsk y). The wav elength co v erage spans 4861–5336 Å.
DG1 was also observed with the Large slicer at central wavelength
f 5080 Å and PA = 330 ◦ on 2021, April 15th for 3.3 h each on two
ifferent pointings under programme Y228 (PI van Dokkum) and
n 2021, April 16th and 17th with the same central wavelength and
A = 120 ◦ for another 4.5 h under programme U105 (PI Brodie).
he wavelength coverage of these observations spans 4825–5313 Å.
tandard star observations were obtained in the respective same
onfigurations. The different pointings are shown on sky in Fig. 1 and
ummarized in Table 1 . Overall, the observing conditions were clear.
o we ver, 40 min of exposure have been excluded from the 5.9 h of
bservations with the Medium slicer because of configuration errors
nd deteriorating weather conditions. 

.1 Data reduction 

ll raw data were processed using the KCWI PYTHON data reduction
ipeline. 1 The pipeline was set to include barycentric wavelength
orrection. Automatic sky subtraction and air to vacuum wavelength
orrection was turned off. Running the pipeline in this configuration
esults in non-sky subtracted, flux (i.e. standard star) calibrated,
arycentrically corrected intensity cubes (henceforth ‘data cubes’). 
Since the world coordinate system from KCWI varied minutely

rom data cube to data cube, it was corrected to be consistent across
ll data cubes. For each pointing, a GC was matched in both the data
ubes and the HST data from D22 . Next, a two-dimensional Gaussian
istribution was fitted to the flux of the source in each data cube using
he fit feature in QFitsView. 2 The pixel value on which the peak of
he distribution was located was then fixed to the coordinates of the
C as determined from the central pixel of the same object in the
ST imaging. 
The data cubes were rebinned from the rectangular spaxels

nherent to KCWI to square spaxels (0.29 arcsec × 0.29 arcsec) using
NRAS 539, 674–689 (2025) 

 https:// kcwi-drp.readthedocs.io/ en/ latest/ 
 https:// www.mpe.mpg.de/ ∼ott/ QFitsView/ 

f  

3

he PYTHON package MONTAGEPY 
3 , which conserves flux. Using the

ame package, the rebinned data cubes were stacked to result in one
ombined data cube (henceforth ‘stacked cube’) per slicer. From
hese stacked cubes, spectra were extracted for each source fulfilling
he GC size and colour criteria in D22 . 

The criteria resulted in spectra for 39 sources, extracted by
umming the flux contribution from spaxels within a given aper-
ure around each source. The size of the aperture was chosen
o maximize the included flux from the source while minimizing
ncluded flux from any nearby sources with aperture radii between
.3 and 0.5 arcsec, corresponding to 1.1 to 1.7 spaxels, with a
ixel scale of 0.29 arcsec/spaxel. All spaxels were weighted by the
raction of the area included in the aperture. With seeing between
 https:// github.com/ Caltech-IPAC/ Montage/ tree/ main/ python/ MontagePy 

https://kcwi-drp.readthedocs.io/en/latest/
https://www.mpe.mpg.de/~ott/QFitsView/
https://github.com/Caltech-IPAC/Montage/tree/main/python/MontagePy
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0.8 and ∼2 arcsec this means that galaxy and sky contributions
ere minimized. The extraction of spectra with up to 0.65 arcsec

2.3 spaxels) radius was tested, ho we ver, it did not noticeably impro v e
he S/N ratio of the spectra and in the case of some fainter GCs, which
ppear smaller on the data cubes, it worsened the S/N ratio.

Background subtraction was carried out by selecting a nearby 
egion of the same size and approximately the same distance from
he galaxy centre. The spectrum from that area was then subtracted 
rom the source spectrum. For a small number of cases in which the
esulting spectrum contained a noise spike many hundred times the 
ux of an average noise fluctuation, the flux value of the affected
ixels was replaced with the median flux value. 

.2 Analysis 

he 39 spectra were fitted with the penalized pixel fitting code, 
PXF (Cappellari & Emsellem 2004 ; Cappellari 2017 , 2022 ), using
he high resolution spectral template library from Coelho ( 2014 ), as
one e.g. in Gannon et al. ( 2024a ) and Forbes et al. ( 2024 ). 
The first step was fitting the spectra on a grid of initial guesses for

he redshift spaced in �z = 0 . 000025 ( ∼10 km s −1 ) increments from
 = 0 . 006775 ( ∼2016 km s −1 ) to z = 0 . 007625 ( ∼2277 km s −1 ).
his range is informed by the galaxy recessional velocity having 
een previously determined to be at 2167 ± 2 km s −1 (Forbes et al.
021 , KCWI) and 2156 . 4 ± 5 . 6 km s −1 ( M20 , MUSE). 
In the allowed velocity range, each initial velocity guess was 

lso run across a grid of additive ( deg ) and multiplicative ( mdeg )
egrees in PPXF , ranging from −1 (no additive polynomial) to 14 for
he former and 1 to 8 for the latter. This method was intended to
etect convergence on a common recessional velocity regardless of 
he initial PPXF input parameters. In addition to requiring the fit to
onverge on one result over a wide range of input redshifts, we also
equired it to display at least two absorption lines, usually including 
ither H β or the Mg b absorption triplet. We found in this step that
he choice of additive and multiplicative degrees had no influence on 
he measured recessional velocity. 

A measurement of the velocity dispersion of the spectrum is 
eturned by PPXF . Cases in which this dispersion was much smaller
han the instrumental resolution, hence realistically not possible to 

easure, were discarded. Cases in which the exact input redshift 
as returned without any uncertainty or velocity dispersion were 

lso discarded. The median value of the remaining fits was then used
s the initial guess for obtaining the final velocity. The final fits were
un with PPXF parameters deg = 4 and mdeg = 4. 

We attempted to determine the uncertainty on the recessional 
elocities by masking out 2.5 Å at a time across the whole spectrum
ntil each part of the spectrum had been masked once. The mean of
hese fits is the recessional velocity listed in Table 2 . Determining the
tandard deviation of all fits as uncertainties yielded values smaller 
han the uncertainties returned by PPXF itself. Therefore, in Table 2 we
hose to instead quote the mean individual uncertainties returned by 
PXF from all final fits. We tested these uncertainties on the brightest
C (GC 1), the faintest GC (GC 19), and one of the GCs only
easured in the Medium slicer (GC 14). First, we got an empirical

stimate of the noise in the spectrum using the Normalized Mean 
bsolute Deviation ( σNMAD ); then 1000 Monte Carlo realizations of 

ach spectrum were generated and fitted, perturbing the spectrum 

ccording to the estimated noise in each realization. The standard 
eviation of these 1000 fits was compared to the uncertainty returned 
y PPXF . For GC 1 and GC 19, the uncertainties returned from this
pproach are within 1 km s −1 of the error returned by PPXF . For GC
4, the error from the σNMAD approach is ∼6 km s −1 larger, but still
f the same order as the PPXF error. The bootstrap test was repeated
or all GCs, o v erall showing agreement with the PPXF uncertainties.
nly one GC is not well behaved in these tests, which is marked in
able 2 . 
In total, we reco v ered recessional v elocities for 19 sources within
100 km s −1 of UDG1’s recessional velocity, which corresponds to 

oughly six times the stellar velocity dispersion of 17 ± 2 km s −1 

Forbes et al. 2021 ). Examples of accepted and rejected fits can be
een in Fig. 2 . 

For KCWI sources not confirmed as a GC at this stage, we ran an
dditional fit to check for foreground or background objects. PPXF 

oes not al w ays return a fit if the initial redshift (recessional velocity)
uess is too far from the true redshift, therefore we extended the
elocity range from −200 to 5500 km s −1 in 40 km s −1 increments
nd repeated the fitting process. None of these fits yielded a result
ulfilling all the same criteria applied to the confirmed GCs, hence not
onfirming any foreground or background objects. We therefore did 
ot find contaminants in the candidates of D22 from our observations
see Fig. 1 for spatial co v erage). 

Most of our GCs yield a recessional velocity from the Large slicer.
e therefore use this velocity as the final value in Table 2 . Two
Cs are only measured in the Medium slicer, and ‘GC 2’ from
20 is not within our area of co v erage. We therefore test potential

ffsets between the Large slicer and the Medium slicer and between
CWI Large slicer and MUSE v elocities. F or GCs confirmed in
oth the Medium and the Large slicer, we find a systematic offset of
0 . 8 ± 3 . 3 km s −1 between the two slicers, with the Medium yielding
 systematically higher velocity. Between GCs confirmed in this 
ork and in M20 , we find a systematic offset of 7 . 0 ± 4 . 4 km s −1 ,
ith MUSE yielding a systematically higher velocity. The statistical 

ignificance of the offsets is tested in multiple ways detailed in
ppendix A and B , respectively. The offsets are applied to the

espective GCs throughout this work and in Table 2 the velocities
re listed with the offsets applied. Errors on the measured offset are
ombined in quadrature with the errors of the respective measured 
ecessional velocities. 

The galaxy velocity in Forbes et al. ( 2021 ) had been measured with
he Medium slicer as well. We applied the offset between the two
licers to it and adopt from here on for UDG1 v UDG1 = (2167 −
0 . 8) ± 2 km s −1 = 2156 . 2 ± 2 km s −1 (noting that after applying
he offset it is nearly identical to the value in M20 , 2156.4 ±
.6 km s −1 ). 

 RESULTS  

e measured recessional velocities for 19 sources, confirming them 

s GCs of UDG1. These 19 and one GC from M20 (outside of our
rea of co v erage) are listed in Table 2 along with the internal ID used
hroughout this work, the position, the distance from the galaxy’s 
entre, the S/N ratio, the apparent magnitude from D22 , absolute
agnitude assuming the distance of 26.5 Mpc, and the colour. 
Fig. 3 shows the 20 confirmed GCs on sky, colour coded by their

ecessional velocity. Red sources are redshifted with respect to the 
C system’s mean velocity and blue sources are blueshifted. ‘GC 

’ from M20 is included in the confirmed GC system, but outside
f our area of co v erage. There is no visual sign of rotation in the
C system, agreeing with the analysis in M20 for the GC system

nd in Forbes et al. ( 2021 ) for the stellar body. As done in M20 , we
un a test for sinusoidal rotation follo wing Le wis et al. ( 2020 ) and
nd a clear preference for an amplitude of the rotation of 0 km s −1 .
he best-fitting velocity dispersion is σGC = 29 . 6 + 6 . 2 

−4 . 8 , in agreement
ith the value we find for the assumption of a fully dispersion
MNRAS 539, 674–689 (2025) 
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Table 2. Coordinates and measurements for GCs from this work. From left to right, the columns are the internal ID of the GC, the right ascension, the 
declination, the distance from the galactic centre in units of the ef fecti ve radius ( R eff = 1 . 9 kpc; D22 ), our measured recessional velocity, the signal-to-noise 
ratio, the apparent magnitude ( m F606W ; D22 ), the absolute magnitude ( M F606W ) computed assuming a distance of 26.5 Mpc, and the colour. GCs marked with 
† have counterparts in M20 . GCs marked with ∗ are those which have recessional velocities from observations with both the Medium and the Large slicer, 
with both velocities listed in Table A1 . Not included in our internal IDs is GC 2 from M20 . The value for v rec for that GC is as measured in M20 and corrected 
by the offset measured in Appendix B , otherwise all values for the GC are from D22 to stay consistent with the other GCs. GC 15, marked with an x, is not 
well behaved in our tests of the uncertainties described in Section 2.2 . 

ID RA Dec R/R eff v los S/N m F606W M F606W F475W −F606W 

(J2000) (J2000) (km s −1 ) ( Å−1 ) (mag) (mag) (mag) 

1 ∗† 226.3345400 1.8129642 0.10 2137.8 ± 4.5 7.4 22.0 −10 . 1 0.38 
2 ∗† 226.3339282 1.8124165 0.10 2143.5 ± 5.5 8.6 22.5 −9 . 6 0.37 
3 † 226.3365539 1.8175039 1.23 2130.0 ± 5.6 2.5 22.8 −9 . 3 0.43 
4 ∗† 226.3356742 1.8116267 0.44 2168.8 ± 5.9 9.4 22.9 −9 . 2 0.35 
5 † 226.3351644 1.8136775 0.31 2147.5 ± 6.0 8.4 23.0 −9 . 1 0.41 
6 † 226.3335077 1.8110790 0.42 2156.0 ± 9.4 4.8 23.1 −9 . 0 0.34 
7 ∗† 226.3338263 1.8106332 0.51 2131.3 ± 6.4 8.0 23.2 −8 . 9 0.37 
GC 2 ( M20 ) 226.3313573 1.8151232 0.85 2131.5 ± 23.7 4.5 23.2 −8 . 9 0.37 
8 ∗† 226.3364722 1.8152582 0.79 2164.8 ± 8.7 3.7 23.4 −8 . 7 0.40 
9 † 226.3299469 1.8115132 1.03 2167.0 ± 7.9 2.8 23.6 −8 . 5 0.40 
10 226.3340939 1.8101619 0.61 2176.7 ± 9.9 3.0 23.7 −8 . 4 0.38 
11 † 226.3358017 1.8136011 0.43 2171.0 ± 16.2 2.9 23.8 −8 . 4 0.40 
12 † 226.3355595 1.8125693 0.33 2129.5 ± 7.5 2.9 23.8 −8 . 3 0.35 
13 226.3375479 1.8173358 1.32 2142.2 ± 10.6 3.7 24.3 −7 . 8 0.43 
14 226.3350497 1.8109007 0.48 2104.6 ± 7.5 2.6 24.5 −7 . 7 0.34 
15 x 226.3328888 1.8126786 0.30 2201.8 ± 14.1 3.0 24.5 −7 . 6 0.41 
16 226.3383585 1.8183522 1.63 2178.7 ± 13.8 2.6 24.7 −7 . 4 0.39 
17 226.3336619 1.8157161 0.70 2180.4 ± 9.9 2.3 24.8 −7 . 3 0.43 
18 226.3340302 1.8110026 0.41 2104.5 ± 6.2 7.8 25.2 −6 . 9 0.55 
19 226.3348586 1.8100090 0.66 2221.5 ± 9.5 2.9 25.8 −6 . 3 0.20 

Figure 2. Examples of GC spectra and fits at different S/N ratios. (Left column) The full GC spectrum in black and the PPXF fit in red. (Right column) A zoomed 
in section around the H β line. From top to bottom: an accepted fit of GC 2 at S / N = 8 . 6, an accepted fit of GC 19 at S / N = 2 . 9, and a rejected fit at S / N = 1 . 1. 
NRAS 539, 674–689 (2025) 
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Figure 3. GCs displayed on the F475W and F606W combined image of 
UDG1, colour coded by recessional velocity and centred on UDG1’s centre. 
Circular points show KCWI GCs from this work, the square point is ‘GC2’ 
from M20 , which is outside the KCWI spatial co v erage. The colourmap is 
centred on the GC system’s mean velocity, v̄ GC = 2153 . 9 + 7 . 1 −7.0 km s −1 , which
is represented by a white colour. Red colours correspond to GCs redshifted 
with respect to v̄ GC , blue colours correspond to GCs blueshifted with respect 
to v̄ GC . There is no sign of rotation in the GC system of UDG1. 

Figure 4. The colour–magnitude diagram of confirmed GCs (blue circles) 
and candidates fulfilling D22 ’s colour and size criteria (orange squares), 
following D22 ’s fig. 2. The horizontal black dashed lines show the colour 
limits applied in D22 . The vertical black lines separate magnitude ranges 
within which different FWHM criteria were applied by D22 . The allowed 
FWHM range is labelled in the respective magnitude ranges. Down to 
m F606W ∼ 23 . 8 mag, all GC candidates are confirmed. The confirmed GCs 
occupy a very tight range of colours, although the spread increases for 
m F606W � 25 mag, where the allowed range expands as well in order to 
account for less precise photometry. 
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upported system (see Section 3.3 ). Therefore, we consider the 
ystem dispersion supported in line with the previous results from 

iterature. 

.1 Colours of globular clusters 

e examined the colours of GC candidates and confirmed GCs. 
ased on fig. 2 in D22 , Fig. 4 shows the colours of the confirmed
Cs, as well as all sources within 2 R eff which fulfill D22 ’s criteria
or GC candidates. Sources with m F606W < 24.5 mag have to be in
he colour range 0.2 < F475W –F606W < 0.6 and have a full-width
alf maximum (FWHM) of 2.5 pix < FWHM < 4.5 pix, i.e. be
artially resolved at the assumed distance of 26.5 Mpc. Sources with
4.5 mag < m F606W < 25 mag have to be in the widened colour range
.08 < F475W –F606W < 0.8 but have 2.1 pix < FWHM < 4.5 pix.
ources with m F606W > 25 mag have to be in the colour range 0.08
 F475W –F606W < 0.8 and have no restrictions on the FWHM. 
Fig. 4 shows the colours and magnitudes of candidates fulfilling 

he criteria of D22 , as well as of the confirmed GCs. Some of the GCs
 m F606W � 25 mag) could not be confirmed. This is the case if they
re affected by localized noise spikes (as for example the case of one
f M20 ’s candidates described in Appendix B ) or outside the area
f co v erage. The total e xposure time also varies across the galaxy,
ith multiple pointings o v erlapping in the centre of the galaxy and
nly individual pointings with less total exposure time available on 
he outskirts (see also Fig. 1 ). 

All of the confirmed GCs occupy a very tight range in colour (0.3
 F475W –F606W < 0.5), with only the f aintest tw o (GC 18 with
 F606W = 25 . 2 mag and GC 19 with m F606W = 25.8 mag) outside of

hat range. Both of the tw o f aint GCs are still fully consistent with the
ighter criteria for sources with m F606W < 25 mag. They do, ho we ver,
pread noticeably further in colour than the brighter GCs. 

.2 Potential contamination by intra-group globular clusters 

otential interlopers in the GC sample in the form of intra-group GCs
t the location of UDG1 would most likely be from the dominant
iant elliptical galaxies in the group, i.e. from NGC 5846 and NGC
813. Marleau et al. ( 2024 ) have also noted that the GC system is
longated in the direction of NGC 5838. Fig. 5 shows the distance
f these three galaxies from UDG1 in phase-space. 
NGC 5846 is projected at a distance of ∼20 arcmin from the

DG1. From the SAGES Le gac y Unifying Globulars and Galaxies
urv e y (Brodie et al. 2014 ) NGC 5846 is known to host o v er 200
pectroscopically confirmed GCs which are in the velocity range 
rom 900 to 2400 km s −1 and in a similar magnitude range to UDG1’s
Cs (Pota et al. 2013 ). This range includes the recessional velocity of
DG1 and the velocity range of its GCs from this work. Fig. 5 shows

he position and recessional velocity of spectroscopically confirmed 
Cs for NGC 5846 (red) and UDG1 (blue). Zhu et al. ( 2016 ) showed

n their fig. 1 that the surface number density of GCs falls below 1 GC
er arcmin 2 at a distance of ∼17 arcmin. At the projected distance
rom UDG1 ( ∼20 arcmin), the surface number density of red and
lue GCs around NGC 5846 are each already below 0.5 GCs per
rcmin 2 . UDG1’s GCs in this work are all contained within an area
f 0.85 arcmin 2 , within which ∼0.4 GCs from NGC 5846 would be
xpected. Less than 10 per cent of the NGC 5846 GCs have velocities
igher than 2100 km s −1 . Combined with the area, this leads to an
xpected contamination rate of < 0.04 GCs at the distance and in the
elocity range of UDG1. Therefore, we conclude that there are no
ikely interlopers from NGC 5846 in our sample despite the o v erlap
n velocity space. 

For NGC 5813, the radial velocity of 2065 km s −1 (Samsonyan
t al. 2016 ) is similar to UDG1’s 2156.2 km s −1 . Hargis & Rhode
 2014 ) estimated the photometric GC density to fall below 1 GC per
rcmin 2 at a distance of ∼14 arcmin. UDG1 is projected at almost
ve times that distance from NGC 5813 at ∼63 arcmin. Hence, we
lso do not expect interlopers from NGC 5813 despite the similar
adial velocities. 
MNRAS 539, 674–689 (2025) 
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Figure 5. Phase-space diagram for sources of possible interlopers. (Left) 
GCs belonging to NGC 5846 (red crosses) and UDG1 (blue plusses) in 
velocity space and their projected radial distance from UDG1. Also shown 
are the position of NGC 5846 (black circle) and NGC 5838 (black square) in 
phase space. NGC 5813 is marked at its recessional velocity of 2065 km s −1 

(Samsonyan et al. 2016 ) with a black arrow but it is projected much further 
from UDG1 than either NGC 5846 or NGC 5838. The vertical dotted line 
shows the distance at which the density of NGC 5846’s photometric GC 

candidates falls below 1 GC arcmin −2 (Zhu et al. 2016 ). (Right) The velocity 
distribution of the GC samples of UDG1 and NGC 5846. The y o v erlap in 
velocity space, ho we ver, they are separated by several arcmin in position. The 
likelihood of contaminants from NGC 5846, NGC 5813, or NGC 5838 in the 
GC system of UDG1 is very low. 
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Figure 6. The result of the MCMC fit for the velocity dispersion, σGC = 

29 . 8 + 6 . 4 −4 . 9 km s −1 , and mean velocity, v̄ GC = 2153 . 9 + 7 . 1 −7 . 0 km s −1 , of 20 GCs
confirmed around UDG1. v̄ GC is in good agreement with the value in M20 , 
while σGC is much higher than the corresponding value in M20 . σGC is also 
higher than the stellar velocity dispersion σ∗ = 17 ± 2 km s −1 (Forbes et al. 
2021 ). 
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For NGC 5838, there is no existing data on the GC system. The
alaxy itself is projected at ∼17 arcmin from UDG1, similar to the
istance between NGC 5846 and UDG1. NGC 5838’s recessional
elocity (1365 ± 46 km s −1 ; Paturel et al. 2003 ) is, ho we ver, much
ower than UDG1’s. It is therefore also not a likely source for
nterlopers. 

Although we cannot completely rule out intragroup GCs in our
ample of confirmed GCs, we suggest that it is highly unlikely. 

.3 Globular cluster system velocity dispersion 

o determine the velocity dispersion, we ran a Markov Chain Monte
arlo (MCMC) algorithm with Jeffreys prior following Doppel et al.
 2021 ). The same method has been applied to other observations
n Toloba et al. ( 2023 ). With the sum of the GC system’s velocity
ispersion, σGC , and the uncertainties on the measurements, δv , the
v erage v elocity of the GC system, ̄v GC , and the recessional v elocities
f the GCs, v obs , the log-likelihood function is: 

 = 

∑ 

i 

log 

(
1√

2 π ( σ 2 
GC + δ2 

v i 
) 

)
− 0 . 5

( v obs , i − v̄ GC ) 2 

σ 2 
GC + δ2

vi

. (2) 

he chain was implemented using the PYTHON package EMCEE

F oreman-Macke y et al. 2013 ) with 100 walkers. After a burn-in
hase of 1000 steps, it was run for another 20 000 steps. The result
as determined as the median of the w alk ers’ final positions. The up-
er and lower uncertainties on σGC are the 84th and 16th percentiles,
espectively. We restricted σGC and v̄ GC , allowing 0 km s −1 < σGC <

00 km s −1 and v min < v̄ GC < v max , respectively. v min and v max refer
o the lowest and highest recessional velocity measurements of all
ncluded GCs. 
NRAS 539, 674–689 (2025) 
Fig. 6 shows the result of the MCMC. We found an average velocity
or the GC system of v̄ GC = 2153 . 9 + 7 . 1 

−7 . 0 km s −1 in very good agree-
ent with M20 ( ̄v GC = 2150 . 9 + 5 . 3 

−4 . 9 km s −1 ) and a velocity dispersion
f σGC = 29 . 8 + 6 . 4 

−4 . 9 km s −1 , noticeably higher than previously reported
y M20 ( σGC , M20 = 9 . 4 + 7 . 0 

−5 . 4 km s −1 ) and also higher than the stellar
elocity dispersion reported by Forbes et al. ( 2021 ). 

In order to examine the possible influence of differences in the
ethod of determining σGC , we performed a series of tests on the

elocity dispersion. Although the uncertainties were estimated and
ell-tested as described in Section 2.1 , we perform an additional

est here to ensure that a high velocity dispersion is not caused by
mall uncertainties. We double the uncertainties, leading to a GC
ystem velocity dispersion of σGC = 25 . 2 + 7 . 1 

−5 . 8 km s −1 , showing that
he dispersion remains high and within uncertainties of the value
sing the quoted uncertainties. 
We determined σGC for different subsamples and compared to the

esult from M20 . A summary of the results for all subsamples is in
able 3 . 
We compared our GC system velocity dispersion with the value

eported in M20 . For this, we first calculated the velocity dispersion
ith the recessional velocities for the full sample of 11 GCs in M20
sing their reported recessional velocities in our dispersion fitting
ode. We found a systemic velocity of v̄ GC = 2150.7 + 5 . 2 

−4 . 8 km s −1 in
erfect agreement with M20 , and σGC , MUSE = 8.6 + 7 . 9 

−5 . 8 km s −1 , slightly
ower than reported by M20 , σGC , M20 = 9.4 + 7 . 0 

−5 . 4 km s −1 , but well
ithin the uncertainties. Since M20 used a prior suppressing small
alues of σGC , whereas we used Jeffreys prior, it is expected that our
elocity dispersion will be slightly lower. 

We then determined the velocity dispersion of the same 11 GCs
sing instead the velocities measured in this work, with ‘GC 2’
orrected as described in Section 2.2 . For this case, we found

¯ GC = 2147.7 + 4 . 8 
−4 . 7 km s −1 and σGC = 14.0 + 4 . 8 

−3 . 5 km s −1 . The systemic
elocity stays within the joint uncertainties of the whole system’s



Globular cluster kinematics in NGC5846 UDG1 681

Table 3. Values for the velocity dispersion σGC for different subsamples. 
The columns contain, from left to right, the sample, the source, method used 
to determine σGC , the number of GCs in the subsample, and the resulting 
velocity dispersion. The ‘source’ refers to the instrument used to measure the 
GCs’ velocities. From top to bottom, the samples are: (1) The full sample 
of confirmed GCs, (2) the result published in M20 , (3) GCs and velocities 
from M20 run with our MCMC, (4) GCs from M20 run with our MCMC 

and velocities from KCWI, (5) GCs contained in the same area from which 
Forbes et al. ( 2021 ) determined the stellar velocity dispersion, σ∗ = 17 ±
2 km s −1 . 

Sample Source MCMC N GC σGC 

(km s −1 ) 

This work KCWI This work 20 29.8 + 6 . 4−4 . 9
M20 MUSE M20 11 9.4 + 7 . 0−5 . 4
M20 MUSE This work 11 8.6 + 7 . 9−5 . 8
M20 KCWI This work 11 14.0 + 4 . 8−3 . 5
This work, F21 area KCWI This work 12 25.9 + 10 . 5
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Figure 7. Change in GC system properties with increasing magnitude. (Top) 
The mean radius of GCs within each magnitude bin from the spectroscopically 
confirmed GCs (blue circles) and the imaging candidates from D22 (purple 
Ys). The mean radius increases, suggesting mass se gre gation as found in 
Bar et al. ( 2022 ). The implications of this se gre gation are discussed in the 
context of DF in Section 4.3 . (Bottom) The velocity dispersion profile of GCs 
in bins of increasing magnitudes. σGC was determined in bins of seven GCs 
each, following a ‘moving window’ approach. The black dashed lines shows 
the stellar velocity dispersion, σ∗ = 17 ± 2 km s −1 , the blue dash-dotted line 
shows the whole GC system’s velocity dispersion, σGC = 29 . 8 + 6 . 4 −4.9 km s −1 .
In all panels, the values are plotted against the mean magnitude of all GCs 
contained in the respective bins. The magnitudes of the GCs range from 22.0 
to 25.8 mag. The velocity dispersion increases from σGC = 11 . 7 + 3 . 4 −2 . 6 km s −1

for the brightest seven to σGC = 31 . 3 + 8 . 0 −5 . 9 km s −1 for the faintest seven GCs. 
The velocity dispersion increasing with fainter magnitudes is consistent with 
the expected effect of DF. 
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¯ GC . The velocity dispersion is higher than when using M20 ’s
elocities, but still remains within the joint uncertainties. 

These tests show that there is no strong bias towards lower or higher
alues for the velocity dispersion due to the method or measured 
alues of the recessional velocities themselves. The choice of prior 
oes, ho we ver, influence the outcome. Doppel et al. ( 2021 ) and
oloba et al. ( 2023 ) examined the difference between a flat prior
nd Jeffreys prior for simulations and for GCs around Virgo cluster 
warf galaxies, respectively. Both found a flat prior to be biased 
owards higher velocity dispersions, although this effect becomes 
egligible for sample sizes of N GC > 10 (Doppel et al. 2021 ). In line
ith their results, we found for UDG1’s whole confirmed GC system

 N GC = 20) with a flat prior the same σGC = 29 . 8 + 6 . 4 
−4 . 9 km s −1 .

Most of the newly confirmed GCs in this work are fainter than
he ones confirmed by M20 . We examined the dependence of σGC 

n the GCs’ magnitudes by running the MCMC for bins of multiple
ub-samples, sorted by magnitudes. For this, similar to a moving 
oint average, we applied a ‘moving window’ approach. We first 
etermined the velocity dispersion for the brightest seven GCs. This 
in size is chosen to minimise sensitivity to individual outliers while 
lso providing enough bins to not miss smaller changes. In the 
ext step, we removed the brightest GC, added the next faintest 
C and re-computed the velocity dispersion for those seven GCs. 
his process was repeated until we reach the faintest seven GCs. The
C system velocity was fixed to the whole system’s mean velocity 

n all bins. The results of this are shown in Fig. 7 , where in the
ottom panel the velocity dispersion in each bin is shown at the mean
agnitude of the included GCs. The velocity dispersion increases 

rom 11 . 7 + 3 . 4 
−2 . 6 km s −1 for the brightest seven GCs to 31 . 3 + 7 . 8 

−5 . 9 km s −1 

or the faintest seven GCs. These two bins have no GCs in common.
he value increases especially with the addition of the faintest five 
Cs. 
To ensure the increase is not caused by the fixed mean velocity, we

epeat the same test with the mean velocity as a free parameter. For
his case, the mean velocity across the bins remains flat and within
he joint uncertainties. 

The influence of the GC velocities’ uncertainties, δv , on the 
elocity dispersion was tested in three ways. First, we ran the same
oving-window profiles with δv fixed to a constant, artificially small 

ncertainty for all GCs ( δv = 5 km s −1 ), second with δv fixed to
 constant, larger uncertainty for all GCs ( δv = 15 km s −1 ) and
hird assigning δv proportional to the square of the GCs’ magnitudes 
 δv = m 

2 
F606W 

× 0 . 02). For all cases we found the velocity dispersion
rofile to be rising with fainter magnitudes. For the tests run with
 constant, smaller uncertainty, the velocity dispersion in each bin 
s o v erall shifted upwards by ∼2 km s −1 and the uncertainties on
he dispersion are smaller. For the tests run with a constant, larger
ncertainty, the velocity dispersion of the brightest GCs is o v erall
hifted downwards by ∼6 km s −1 , whereas the velocity dispersion for
he fainter GCs is shifted downwards by ∼4 km s −1 . The uncertainties
n the velocity dispersion decrease in all bins, ho we ver, the v alue
s al w ays within the joint uncertainties of the original profile shown
n Fig. 7 . For the tests run with the uncertainties proportional to
he GCs’ magnitude, the velocity dispersion of the brightest GCs 
s o v erall shifted downwards by ∼5 km s −1 , whereas the velocity
ispersion for the fainter GCs does not change noticeably. The 
ncertainties on the velocity dispersion increase for the latter two 
ases so that the shifted velocity dispersion is al w ays within the joint
ncertainties of the original profile shown in Fig. 7 . In no case are
he last five bins within the joint uncertainties of the first five bins,
.e. the increase of the velocity dispersion with fainter magnitudes is
ot caused by under- or o v erestimated uncertainties on the individual
Cs’ velocities.
The process was repeated for a radial profile, shown in Fig. 8 . The

Cs are binned by radius in units of R/R eff instead of by magnitude.
gain, seven GCs were contained in each bin for which the velocity
ispersion was determined, and the dispersion is shown at the mean
adius of the GCs contained in each bin. The change in the velocity
ispersion with radius is less linear than with magnitude. There 
s an initial increase until ∼0 . 7 R eff , although the profile remains
MNRAS 539, 674–689 (2025) 
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Figure 8. The change in velocity dispersion with increasing projected radius. 
The dispersion was determined in bins of seven GCs each, following a 
‘moving window’ approach. The black dashed lines shows the stellar velocity 
dispersion, σ∗ = 17 ±2 km s −1 (Forbes et al. 2021 ), the blue dash-dotted line 
shows the whole GC system’s velocity dispersion, σGC = 29 . 8 + 6 . 4 −4.9 km s −1 .
The values are plotted against the mean radius of all GCs contained in the 
respective bins in units of the projected half-light radius, R eff = 1 . 9 kpc. The 
radius of the GCs range from 0.05 R eff to 1.63 R eff . The last bin, reaching 
out to the furthest radius, has a lower velocity dispersion than all other bins 
due to a GC with a high recessional velocity leaving the ‘moving window’. 
Otherwise, the profile is flat with increasing radius. 
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Figure 9. The dynamical masses calculated according to different methods: 
Wolf et al. ( 2010 ) based on the GC velocity dispersion shown as a blue 
triangle, based on the stellar velocity dispersion shown as a black star. Empty 
symbols represent the radius at which the data for each of the estimates 
actually probes. The estimate according to Watkins et al. ( 2010 ) is shown 
as a blue capped line, representing a range from the assumption of a cuspy 
profile (high end) to the assumption of a cored profile (low end). The Watkins 
et al. ( 2010 ) method is dependent on additional assumptions about additional 
parameters described in Section 3.4 , which the Wolf et al. ( 2010 ) is less 
sensitive to. The estimate based on σGC is higher than the one based on σ∗, 
possibly due to an increasing stellar velocity dispersion with radius. Also 
shown are a cuspy (dashed orange line) and a cored (dash-dotted orange 
line) halo profile, both with a total mass of M 200 = 2 . 7 × 10 11 M � from the 
N GC –M 200 relationship. This mass is calculated under the assumption that 
there are 54 GCs ( D22 ). 
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onsistent with a flat trend within the uncertainties. Notable, the
nclusion of the GC most distant from UDG1’s centre decreases the
ispersion by nearly 10 km s −1 . We tested the profile shape with
ndependent bins (GC numbers as listed in Table 2 ) of GC 1 to
C 7, GC 2 ( M20 ) to GC 13, and GC 14 to GC 19. The shape
f the radial GC velocity dispersion profile remains the same in
hese bins, with the highest value in the second bin and the lowest
alue in the last bin. The velocity dispersion profile remains flat with
adius, within the uncertainties of the whole system’s dispersion and
ithin the uncertainties of the stellar velocity dispersion. The only
in noticeably lower than the o v erall profile is the last bin (the same
s the case for the test with independent bins). This is due to the GC
ith the highest recessional velocity leaving the ‘moving window’

or this bin and we do not consider this representative of a true
ecreasing trend of the velocity dispersion with radius, although a
ecrease with larger radii could be possible within the errors of the
rofile. The radial profile could also be affected by selection and
rojection effects. Faint GCs are picked up in the central region only
hen the total exposure time of multiple pointings can be combined.
ig. 1 also shows sparser sampling of GCs of all magnitudes in the
uter regions of the galaxy. The analysis was also done entirely with
rojected radii, and therefore does not necessarily reflect the true
hange of the velocity dispersion with the 3D radius. 

As with the velocity dispersion profile by magnitude, we tested
he influence of δv on the radial velocity dispersion profile. Similarly
o before, the uncertainties on the velocity dispersion decrease for
 constant, smaller error and increase for a constant, larger error
nd for an error proportional to the GCs’ magnitude. The profile
 v erall shifts upwards by ∼1 km s −1 for the constant, smaller δv ,
ownwards o v erall by ∼5 km s −1 for the constant, larger δv and
ownwards o v erall by ∼3 km s −1 for δv proportional to the GCs’
NRAS 539, 674–689 (2025) 
agnitudes. In all cases, the velocity dispersion is within the joint
ncertainties of the original profile shown in Fig. 8 . 
Lastly, we tested the sensitivity of the whole confirmed sample’s

elocity dispersion to outliers. A jackknife procedure was applied
here we remo v ed one GC at a time and re-computed σGC . The mean
f all subsamples determined this way is σGC is 28.9 km s −1 with a
tandard deviation of 1.3 km s −1 . The largest deviation reduced σGC

y ∼15 per cent to 24 . 5 + 5 . 5 
−4 . 2 km s −1 . Within the joint uncertainties,

hat value still does not o v erlap with the stellar velocity dispersion.
 low number of GCs with velocities far from the system’s mean

an evidently have a noticeable influence on the result, but removing
hem does not change our findings qualitatively. All further analysis
ased on σGC makes use of the whole system’s velocity dispersion
ith Jeffreys prior, σGC = 29 . 8 + 6 . 4 

−4 . 9 km s −1 .

.4 Host galaxy mass 

ig. 9 shows dynamical mass estimates with the Wolf et al. ( 2010 )
ethod with the estimate based on the GC velocity dispersion shown

s a blue triangle, the estimate based on the stellar velocity dispersion
hown as a black star, and the dynamical mass estimate made with the
atkins, Evans & An ( 2010 ) method as a blue capped line. It should

e noted that the Wolf et al. ( 2010 ) method returns the dynamical
ass at the de-projected ef fecti ve radius under the assumption of a

epresentativ e, flat v elocity dispersion with radius. The stellar and GC
ystem velocity dispersion, ho we ver, in reality probe the dispersion
ut to ∼0 . 5 R eff ( ∼1 kpc) and ∼1 . 6 R eff ( ∼3 . 1 kpc), respectively.
hese radii are shown as empty symbols in Fig. 9 . Also shown
re a cuspy (orange dashed) and a cored (orange dot-dashed) DM
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alo profile, each with a total mass of M 200 = 2 . 7 + 2 . 7 
−1 . 4 × 10 11 M �,

he halo mass implied by the N GC –M 200 relationship and the 54 GC
andidates from D22 . The inherent scatter of 0.3 dex (Burkert &
orbes 2020 ) dominates the uncertainty in the GC number here and

s used as the uncertainty on the mass of UDG1 implied by the
 GC –M 200 relationship throughout this work. The masses and profile 
ere created as described below. 
Watkins et al. ( 2010 ) provided equations to estimate the enclosed

ynamical mass for a set of discrete tracers, in our case GCs, from
heir line-of-sight velocities and projected radial distance from the 
alaxy centre. We used their equation (26) for the scenario in which
nly projected radii, R, and line of sight velocity, v los , are available
or the mass tracers: 

( r < R) = 

C 

G 

〈 v 2 los R 
α〉 . (3) 

 is the gravitational constant and C is a constant depending on
he parameters α, β, and γ , describing the logarithmic slope of the
ravitational potential, the orbits of the tracers and the logarithmic 
lope of the tracer radial density profile, respectively. 

For γ , we followed Beasley et al. ( 2016 ) and Gannon et al. ( 2024a ),
ho have applied this estimator to Virgo cluster dwarfs choosing 

2D = 1 . 25. Assuming spherical symmetry, we deprojected to a 3D
ensity slope according to Alabi et al. ( 2016 ) to γ = γ2D + 1 = 2 . 25.
ecreasing γ decreases the inferred dynamical mass o v erall, while 

ncreasing γ has the opposite effect. 
For β, we assumed isotropic GC orbits, i.e. β = 0. β can range

rom −3 ≤ β ≤ 1, where −3 describes strongly tangential orbits and 
 describes fully radial orbits. Decreasing β increases the dynamical 
ass, increasing β decreases the dynamical mass. Liang et al. ( 2024 ),
hen investigating DF in UDG1, found that in the scenario of a cored
alo, orbits can become slightly more radial on average if their orbits
re in the vicinity of the core radius. Otherwise, ho we ver, there is no
xpectation of DF influencing the shape of GC orbits (van den Bosch
t al. 1999 ). 

For α, the chosen parameter corresponds to assumptions about the 
nderlying DM halo profile. The inferred dynamical mass increases 
ith α. Choosing α = −1 corresponds to the assumption that the 
nderlying gravitational potential falls off with a slope of −1, i.e. a
uspy NFW profile. Choosing α = −2 corresponds to a homogenous 
phere generating a harmonic potential (Watkins et al. 2010 ), i.e. the
ore region of a cored DM profile. 

We consider the dynamical mass with a cusp ( α = −1) and a
ore ( α = −1 . 9) as upper and lower limits for the expected range of
asses. It lies between the assumption of no core (i.e. a cusp) and a

ore that stretches out at least to the outermost tracer at 1.63 R eff . We
sed β = 0 and γ = 2 . 25 for both cusp and core as explained above.
With these parameter choices, 10 000 random realisations of the 

Cs’ individual velocities were drawn based on their uncertainties 
nd the dynamical mass was calculated after each draw. The me- 
ian of the 10 000 realisations is reported as the dynamical mass,
nd the 16th and 84th percentile respectively as the lower and 
pper uncertainty on the mass. This way we determined M cusp ( r
 3.1 kpc) = 1.98 + 0 . 32 

−0 . 28 × 10 9 M � for a cuspy halo and M core ( r <
 . 1kpc) = 3 . 66 + 0 . 74 

−0 . 65 × 10 8 M � for a cored halo. Both values are the
ass within the radius of the outermost GC. The estimates calculated 

nder the assumptions of a core and a cusp represent the upper and
ower end of a range of expected dynamical masses, which is shown
s a capped blue line in Fig. 9 . 

Additionally, we calculated the dynamical mass enclosed within 
he deprojected ef fecti ve radius according to Wolf et al. ( 2010 ). We
ote that this estimator inherently makes the assumption of a flat 
elocity dispersion profile. As shown in Section 3.3 , this is consistent
ith the GC data, ho we ver, it might not be the case for the stellar
elocity dispersion in UDG1, as is discussed in Section 4.2 . With
heir equation 2 , 

( < r eff ) 	 930 

(
σ 2 

GC

km 
2 s −2 

)(
R eff 

pc 

)
M �, (4) 

GC = 29 . 8 + 6 . 4 
−4 . 9 km s −1 and assuming the stellar R eff = 1 . 9 kpc, we

alculated M dyn ( r ≤ 2.5 kpc) = 2.09 + 1 . 00 
−0 . 64 × 10 9 M � within the

eprojected half-light radius, r eff 	 2.5 kpc. Using the stellar ve-
ocity dispersion from Forbes et al. ( 2021 ), σ∗ = 17 ± 2 km s −1 , we
alculated M dyn , ∗( r < 2 . 5 kpc) = 6 . 81 + 1 . 71 

−1 . 52 × 10 8 M �. This is lower
han the same estimate based on the GC system velocity dispersion
ue to the direct dependence of the dynamical mass on σ 2 . 
We then created DM halo profile models following the process 

utlined in Forbes & Gannon ( 2024 ) for a cuspy NFW (Navarro
t al. 1996 ) and a cored (Read et al. 2016 ; Read et al. 2017 ) case. We
ote Forbes & Gannon ( 2024 ) assumed the dimensionless Hubble
onstant h = 1 when calculating the concentration parameters for the
M halo fits in their work. Here, we used h = 0 . 7 consistent with
 0 = 70 km s −1 Mpc −1 , although this causes negligible differences

or profiles with the same halo mass. 
To summarize the method briefly, we used the recipe of Di Cintio

t al. ( 2014 ) to derive a NFW DM halo profile depending only on
he total halo mass. For the halo concentration, c 200 , we followed
utton & Macci ̀o ( 2014 ): 

log 10 ( c 200 ) = 0 . 905 − 0 . 101 × log 10 ( M 200 / 10 12 h 
−1 M �) . (5) 

e used 

( c) = ln (1 + c) + 

( c 

1 + c 

)
(6) 

n the integrated, mass dependent density profile, leading to the cuspy
rofile 

 ( < r ) = M 200 g 
( r

r s 

) 1 

g( c 200 ) 
. (7) 

For the cored profile, we adjusted the halo profile as in Read
t al. ( 2016 ). This adjustment introduces the parameter n = r c / R eff ,
hich determines the size of the DM core and ranges from 0 to
.75. n = 2 . 75 corresponds to a fully formed core of maximal size
Read et al. 2017 ) (‘full-size core’). For our cored profile we assumed
 = 2 . 75, so that our values for a cuspy and a cored profile represent

he masses at respective ends of the possible range of core sizes. 
The cuspy halo profile is within the joint uncertainties of the

stimate from Wolf et al. ( 2010 ) using the GC velocity dispersion,
ut higher than the estimate using the stellar velocity dispersion. The
ored halo profile assumes the largest possible core size and lies
arginally below the estimator from Wolf et al. ( 2010 ) when using

he GC velocity dispersion, but marginally higher than the Wolf et al.
 2010 ) estimator when using the stellar velocity dispersion. 

The area between the cuspy and the cored profile in Fig. 9 can be
lled without changing the total halo mass if the core size decreases.
or core sizes of r c � 2 . 6 R eff , the cored profile is consistent with

he σGC based dynamical mass estimate from Wolf et al. ( 2010 ). For
 c � 2 R eff , the cored profile remains within the uncertainties of the
pper end of the dynamical mass range calculated with Watkins et al.
 2010 ). Similarly, changing the total halo mass also influences the
greement between dynamical mass estimates, namely a cuspy halo 
ith reduced halo mass would similarly fit the estimate with Wolf

t al. ( 2010 ) based on the stellar velocity dispersion and the estimate
ith Watkins et al. ( 2010 ) based on the GC velocities. 
MNRAS 539, 674–689 (2025) 
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Figure 10. The GCLF for 20 confirmed GCs in apparent magnitudes. Marked 
with a dashed line is the expected turnover magnitude M V (TO) = −7 . 5 mag 
of the GCLF assuming a distance of d = 26 . 5 Mpc. After correcting for 
missing area co v erage in the brighter half, the minimum number of GCs is 
expected to be N GC > 35. Approximately 9 per cent of the stellar luminosity 
is contained in the 20 confirmed GCs. 
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The exact profile shape is also dependent on the halo concentration.
t the same radius, lowering the concentration flattens the profile

nd decreases the dynamical mass compared to haloes with the same
otal halo mass and higher concentrations. Similarly, haloes with
igh concentrations and low total mass can, at the same radius, have
imilar dynamical masses to haloes with low concentrations and high
otal masses. We did not further explore this de generac y here, but
ote that additional scatter in the DM profiles is expected for varying
oncentrations, further limiting the ability to analyse the preferred
M halo profile. 
For GC-rich UDGs, a cored halo is, ho we ver, a prediction from

orbes & Gannon ( 2024 ). They found, based on σ∗, a cored halo with
he halo mass M 200 = 4 . 89 × 10 10 M � (cusp with M 200 = 0 . 42 ×
0 10 M �) for UDG1. This is similar to what common stellar mass–
alo mass relationships (Moster et al. 2018 ; Behroozi et al. 2019 ;
anieli et al. 2023 ) suggest when extrapolated down to the stellar
ass of UDG1. In order for this total mass to fit the dynamical mass

stimates based on the GC data, the concentration would have to be
uch higher than expected for a dwarf galaxy. Given this degeneracy,

t is not possible to constrain the halo profile, but Fig. 9 does show
hat an o v erly massiv e halo is a possibility for UDG1. The rich GC
ystem and the higher dynamical mass inferred from it do, ho we ver,
t the picture of a failed galaxy in Forbes & Gannon ( 2024 ) and a
ored profile would therefore be expected in UDG1 as well. 

 DISCUSSION  

.1 Globular cluster numbers 

e spectroscopically confirmed a GC system containing at least
0 GCs. All confirmed GCs fulfill the GC candidate criteria from
22 , who estimated a total GC system of 54 ± 9 GCs. Amongst the

ources we selected based on the D22 criteria for which we obtained a
elocity, we did not find any foreground stars or background galaxies.
otably, the D22 criteria for the GC candidates already required
WHM > 2 . 1 pix for GCs with magnitudes m F606W < 25 mag. This
eans that sources brighter than 25 mag ( ∼40 GC candidates)
ust be partially resolv ed, i.e. the y cannot be foreground stars. In
ection 3.2 , we discussed the possibility of GC interlopers from
earby giant ellipticals in the group, NGC 5846, NGC 5813, and
GC 5838 and found contamination by intra-group GCs to be very
nlikely. 
A lower limit to N GC can be provided by making use of the

lobular cluster luminosity function (GCLF). Remarkably, the GCLF
s almost the same for galaxies of different types across different
nvironments (Richtler 2003 ; Miller & Lotz 2007 ). It has a Gaussian
hape and displays characteristic values for the turno v er magnitude,
 V (TO), and spread, as suggested by Hanes ( 1977 ). Since the GCLF

s symmetric, the total number of GCs can be estimated from this if
he GCs in the brighter half are simply doubled as, for example, in
orbes et al. ( 2021 ). 
Fig. 10 shows the GCLF for spectroscopically confirmed GCs

rom this work. D22 ’s best-fitting turno v er absolute magnitude,
 F606W (TO) = −7 . 5 mag, corresponds to the turno v er apparent
agnitude m F606W (TO) = 24 . 6 mag at their assumed distance. This
agnitude is marked in Fig. 10 as a dashed line. We use this GCLF

urno v er apparent magnitude to provide a lower limit on N GC , using
he symmetry of the Gaussian GCLF. In this work, we used D22 ’s
andidate list as it is from the deepest available imaging. Before
omputing the expected minimum number of GCs, we corrected
or missing area in the bright half of the GCLF. Approximately 40
er cent of UDG1’s area within 2 R eff is co v ered by our pointings.
NRAS 539, 674–689 (2025) 
ithin this co v ered area, 15 of 22 GC candidates brighter than
 F606W (TO) = 24 . 6 mag are spectroscopically confirmed. Assuming

he same rate of confirmation in the regions we did not probe,
.7 additional GCs with m F606W < m F606W (TO) are expected within
 R eff . Therefore, we expect at least 15 + 2 . 7 = 17 . 7 GCs in the
C system with magnitudes brighter than the turno v er, and hence

or the whole GC system N GC > 35. We note that there was no
agnitude correction applied as different o v erlapping pointings

esult in multiple different limiting magnitudes across the co v ered
rea (see Fig. 1 ). The lower limit of N GC > 35 is compatible with
he estimates by Marleau et al. ( 2024 ) ( N GC = 38 ± 7), Forbes
t al. ( 2021 ) ( N GC ∼45), and D22 ( N GC = 54 ± 9), but not with the
6 ± 6 GCs estimated by M ̈uller et al. ( 2021 ). Given the absence of
ontaminants in the D22 candidates, N GC = 54 ± 9 is the preferred
stimate, independent of the assumed distance. 

UDG1 is therefore considered GC-rich by many common defini-
ions for UDGs (e.g. N GC > 20 in Gannon et al. 2022 ; Buzzo et al.
024 ). High numbers of GCs ( N GC � 20) are expected for failed
alaxies (Buzzo et al. 2022 , 2024 ) along with old stellar populations.
20 and Ferr ́e-Mateu et al. ( 2023 ) found old stellar populations for
DG1 and it is confirmed in this work to be GC-rich. M20 also
easured ages and metallicities for individual GCs and find them

greeing with each other and the stellar populations of the galaxy,
ndicating formation at the same time as the stellar body. Using just
he 20 spectroscopically confirmed GCs, we find the GC system to
ontain at least ∼9 per cent of UDG1’s stellar luminosity. Assuming
n average GC dissipation rate, this implies that the galaxy formed
he majority of its stars in dense star clusters ( D22 ). A GC fraction
his high is expected for a failed galaxy (Forbes et al. 2025 ), as is
he massive DM halo (Forbes & Gannon 2024 , see also Section 3.4 ),
 v erall making UDG1 fit the picture of a failed galaxy.

.2 Velocity dispersion 

DG1’s stellar ( σ∗ = 17 ± 2 km s −1 ; Forbes et al. 2021 ) and GC
ystem velocity dispersion ( σGC = 29 . 8 + 6 . 4 

−4 . 9 km s −1 ) do not agree with
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ach other. In all other UDGs for which both values are known,
o we v er, the y do agree. This would therefore be expected to be
he case for UDG1 as well. A possible reason for this could be an
ncrease in the stellar velocity dispersion with radius. It has only 
een measured from within ∼0 . 5 R eff , whereas the GCs in this work
race the potential out to a radius of ∼1 . 6 R eff . In the UDG DF 44 in
he Coma cluster, the stellar velocity dispersion has been measured 
n radial bins and shown to have a rising stellar velocity dispersion
rofile (Dokkum et al. 2019b ). DF 44, like UDG1, is also GC rich
nd has a massive DM halo. Although due to a lack of offset sky
xposures it is not possible to measure the stellar velocity dispersion
ut to further radii with the available data, given the similarities to
F 44, it is feasible that UDG1 could also display a rising stellar
elocity dispersion profile. This could lead to the expected agreement 
etween σ∗ and σGC . 

Using the stellar and GC system velocity dispersion, we e v aluate
he DM halo models of Liang et al. ( 2024 ). They require σGC < σ∗
or all their models. They used an MCMC algorithm to fit a cuspy
FW profile and a cored Burkert halo (Burkert 1995 ) to the result
f their semi-analytic modelling of the GC system’s evolution, i.e. to 
he observed spatial present-day GC distribution. They reported the 

ode and the median value of the velocity dispersion from their 
CMC fits of both halo models. Their cuspy model requires a 
C system velocity dispersion of approximately 11 km s −1 (mode 

nd median), which does not agree with our measured value of
9 . 8 + 6 . 4 

−4 . 9 km s −1 and can be ruled out based on that disagreement.
heir cored model has higher values for the median GC system
elocity dispersion ( ∼24 km s −1 at r ∼ 2 kpc). The median value
f the stellar velocity dispersion ( ∼25 km s −1 ) is in this case also
onsistent with our σGC , but not with the stellar velocity dispersion
rom Forbes et al. ( 2021 ). Their mode GC system velocity dispersion,
o we ver, is still not consistent with our σGC at all. Unless σ∗ almost
oubles with increasing radius, Liang et al. ( 2024 )’s cored model
s also incompatible with the observed velocity dispersions as it 
equires the stellar velocity dispersion to be higher than the GC
ystem velocity dispersion. 

.3 Dynamical friction 

ne possible physical reason for the increase in velocity dispersion 
ith the addition of fainter (less massive) GCs that we described in
ection 3.3 is DF. DF describes the gravitational drag e x erted on an
bject by the stellar body and the DM halo it mo v es through. The
ffect of DF is roughly proportional to the mass of the affected object
nd the mass ratio to the halo potential (Chandrasekhar 1943 ). In the
ontext of GC systems, DF leads to the following predictions: 

(i) Mass se gre gation: the influence of DF is e xpected to make
he GCs migrate inwards. Due to the proportionality to the mass,

ore massive GCs migrate on a shorter time-scale than less massive 
nes (Lotz et al. 2001 ). This leads to mass se gre gation of the GCs,
bservable as a se gre gation where brighter GCs are on average closer
o their host galaxy’s centre than fainter GCs. 

(ii) Formation of a nucleus: the expected time-scale of GCs
igrating inwards is dependent on the assumed halo profile, but 

specially in cuspy haloes is generally short compared to the life time
f most galaxies (Lotz et al. 2001 ). Eventually, under the influence
f DF, the GCs are expected to sink into the centre and merge into
 nuclear star cluster (Tremaine 1976 ; Oh, Lin & Richer 2000 ; Lotz
t al. 2001 ; S ́anchez-Salcedo, Reyes-Iturbide & Hernandez 2006 ). 
he absence of a nucleus, ho we ver, does not imply that DF has no
ignificant effect in any given GC system. The inward migration can 
e stalled at the core radius in a cored DM halo (Goerdt et al. 2006 ),
r prevented in a cuspy halo if the GCs initially form at very large
adii (Bar et al. 2022 ). 

(iii) GC system/stellar velocity dispersion: for UDG1, Liang et al.
 2024 ) presented a semi-analytical model of GC evolution under the
ffect of DF in a composite host potential consisting of baryonic and
M contributions. The y inv estigated the v elocity dispersions of GCs

nd the stellar body of UDG1 for a cuspy NFW (Navarro et al. 1996 )
nd for a cored Burkert (Burkert 1995 ) DM halo model. For both
alo models, they found σGC lower than or similar to σ∗ (see their
g. 9). Their exact predicted values for σGC and σ∗ do not match

he values from M20 and Forbes et al. ( 2021 ), but qualitatively they
ade a general prediction of σGC < σ∗. 
(iv) Velocity dispersion with radius: ‘Perfect’ mass se gre gation

ould lead to an increasing radial velocity dispersion profile in 
hree dimensions, in agreement with the increase with magnitude. 
o we ver, in projection σGC is expected to remain flat or even decrease
ith increasing radii (B ́ılek, M ̈uller & F amae y 2019 ; Liang et al.
024 ). 

These predictions can be addressed by our results: 

(i) Mass se gre gation: The trend of mass se gre gation originally
ound by Bar et al. ( 2022 ) is shown in the top panel of Fig. 7 ,
howing the average radii of GCs with magnitudes corresponding to 
he bins in which the velocity dispersion was calculated, both for the
pectroscopically confirmed GCs (blue circles) and GC candidates 
rom D22 (purple Ys, restricted to GCs within 2 R eff ). The average
adius of the imaging candidates increases with fainter magnitudes 
decreasing mass), whereas the increase for the confirmed GCs 
attens, likely due to a strong observational bias. Fainter GCs require

onger exposure times and could therefore only be confirmed in the
entral region of UDG1 where multiple pointings o v erlap (see Fig.
 , Table 1 ). The increase in the average radius of the GC candidates,
o we ver, matches the predictions of DF: fainter and brighter GCs
ould have started out with a similar radial distribution with DF
ausing the brighter (massive) GCs to migrate inwards on a shorter
ime scale compared to the fainter ones. This scenario is consistent
ith the findings of both Bar et al. ( 2022 ) and Liang et al. ( 2024 ).
he observed radial mass segregation could also be reinforced by an

nitial mass–radius trend existing in the GC system such as exists for
ore massive galaxies (see e.g. fig. 7 in Baumgardt et al. 2019 ). 
(ii) Formation of a nucleus: UDG1’s brightest GC (GC 1 in

able 2 ) could be a nucleus based on its location close to the
alaxy’s centre, its brightness and its previously measured velocity 
 M20 ; Forbes et al. 2021 ). We note that the velocity we find for
C 1 ( v = 2137.8 ± 4.5 km s −1 ) is lower than the galaxy velocity
f 2156.2 ± 2 km s −1 (Forbes et al. 2021 , corrected by measured
ffset, see Appendix A ), even after taking into consideration possible
ifferences in the wavelength calibration (see Appendix A ). This 
akes it unlikely to be a nucleus, although the possibility cannot be

learly ruled out. As explained above, the absence of a nucleus does,
o we ver, not contradict the predictions of DF. 
(iii) GC system/stellar velocity dispersion: in contrast to Liang

t al. ( 2024 )’s prediction based on DF, we find σGC > σ∗ for the
hole GC system. To better compare σ∗ and σGC in UDG1, we 
etermined the velocity dispersion of the GCs within the same area
s the stellar light, which was measured from within ∼0 . 5 R eff , and
ound σGC , F21area = 25 . 9 + 10 . 5 

−6 . 6 km s −1 (listed also in Table 3 ). This is
ithin the joint uncertainties of σ∗ = 17 ± 2 km s −1 . Ho we ver, it

eans noticeably higher. As already mentioned, this is unusual for 
DGs, for which these two values were found to be generally the

ame (Forbes et al. 2021 ). The prediction of σGC < σ∗ in Liang et al.
MNRAS 539, 674–689 (2025) 
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Table 4. A summary of the expected properties from DF compared to the 
observations of UDG1. 

DF expectation Observed in UDG1 

Mass se gre gation � 

Formation of a nucleus X 
σGC < σ∗ X 
σGC increasing with magnitude � 

σGC decreasing with radius X 
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 2024 ) is made specifically for UDG1. A lack of agreement with the
easured values could imply either that their model is not applicable

s it is to UDG1, that other effects (e.g. the initial distribution of
C magnitudes) outweigh DF, or that the stellar velocity dispersion

ncreases with radius, as already discussed in Section 4.2 . 
he GC velocity dispersion σGC is dependent on the magnitude of

he GCs for UDG1, as shown in the bottom panel of Fig. 7 . In the
ottom panel, it is shown that some bins containing brighter GCs
o have σGC < σ∗, which suggests that the selection of a brighter
ubsample can lead to agreement with this prediction. The GC
elocity dispersion is, ho we ver, mostly consistent with the stellar
elocity dispersion for the brightest 14 GCs down to an apparent
agnitude of ∼23.8 mag and increases only when fainter GCs are

dded. An increase of σGC with fainter GCs is expected, as DF is
xpected to decrease the dispersion for the more strongly affected,
righter GCs. 
(iv) Velocity dispersion with radius: the moving window profile

f velocity dispersion with radius (see Fig. 8 ) is flat, although not
nconsistent with a decrease at larger radii. With the sensitivity of
GC to outliers (see Section 3.3 ) and some of the faintest GCs having
ery small projected radii, it is not possible to track the true change
f the velocity dispersion with the three dimensional radius, r , via
he projected radius, R . 

Table 4 shows a summary of the DF predictions and corresponding
bservations in UDG1. The absence of a nucleus can be caused
y a cored DM halo, as is fa v oured for UDG1 (see Section 3.4 ).
e cannot sufficiently test the radial velocity dispersion profile,

ut the observed increase of the velocity dispersion with increasing
agnitude is expected for DF. Overall, combined with the mass

e gre gation trend observ ed in Bar et al. ( 2022 ), we find evidence
hat DF is rele v ant to UDG1’s GC system. In contrast to Liang et al.
 2024 )’s predictions, ho we ver, we find σGC > σ∗, which requires
nvestigation in future work. 

 SUMMARY  

n this work, we studied the globular cluster system of
GC5846 UDG1 with spectroscopic data from KCWI on the Keck

elescope. We confirmed 19 GCs as members of the galaxy. Com-
ined with the GC sample from M ̈uller et al. ( 2020 ), a total of 20 GCs
re now spectroscopically confirmed to be members of the galaxy,
ith no contaminants found in D22 ’s imaging candidates. We found

he following: 

(i) Approximately 9 per cent of UDG1’s stellar light is contained
n the 20 confirmed GCs. 

(ii) After correcting for missing area of co v erage, we found the
ower limit on the number of GCs for UDG1 to be N GC ≥ 35.
his minimum is based on the GCLF and on the assumption of
 = 26 . 5 Mpc and the criteria for imaging candidates in Danieli
t al. ( 2022 ), who estimated the total number to be N GC = 54 ± 9
NRAS 539, 674–689 (2025) 
Cs from deep HST imaging. None of the confirmed GCs are
xpected to be intra-group GCs, specifically interlopers from one
f the dominant, giant ellipticals in the group, NGC 5813 or NGC
846 or from the close-in-projection giant elliptical NGC 5838. 
(iii) The GC system velocity dispersion for the 20 confirmed

Cs is σGC = 29 . 8 + 6 . 4 
−4 . 9 km s −1 , with the mean velocity of v̄ GC =

153 . 9 + 7 . 1 
−7 . 0 km s −1 . Within the sample, the velocity dispersion in-

reases with increasing GC magnitudes and remains flat to ∼1 R eff . 
(iv) Our findings on the GC velocity dispersion, combined with

revious results from Bar et al. ( 2022 ), are mostly consistent with
he expectation from DF. Namely there is mass se gre gation in the
C system, although there is no nucleus. Bright GCs have a lower
elocity dispersion than fainter ones. For the brightest GCs, the
elocity dispersion is also lower than the stellar velocity dispersion,
o we ver, this does not hold for the whole GC system. 
(v) We derived dynamical mass estimates from the GC veloc-

ty dispersion, finding M dyn = 2 . 09 + 1 . 00
−0 . 64 × 10 9 M � within the de-

rojected half-light radius r eff 	 2 . 5 kpc. 
(vi) The total halo mass suggested by the N GC –M 200 relationship

sing the 54 GC candidates from D22 , M 200 = 2 . 7 + 2 . 7 
−1 . 4 × 10 11 M �,

s higher than masses suggested by the SMHM relation. Both a cuspy
nd a cored halo profile with this mass are, ho we ver, consistent with
he dynamical mass we measured from the GC velocity dispersion. 

(vii) UDG1, with an o v erly massiv e, likely cored, halo, a rich GC
ystem, and a high GC luminosity fraction, fits the picture of a failed
alaxy. 
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Table A1. Recessional velocities and corresponding uncertainties from the 
Medium (M) and Large (L) slicer respectively for those GCs where values 
were obtained from both slicers. 

GC v M v L 
(km s −1 ) (km s −1 ) 

1 2155.7 ± 3.8 2137.8 ± 1.7 
2 2154.9 ± 5.2 2143.5 ± 2.1 
4 2176.6 ± 4.5 2168.8 ± 2.9 
7 2138.7 ± 3.7 2131.3 ± 6.4 
8 2163.6 ± 5.9 2164.8 ± 8.7 

Figure A1. Recessional velocities of five GCs in common between the 
Medium and Large slicers from KCWI, colour coded by the S/N ratio 
measured from the Large slicer. The dotted black line shows a one-to-one 
relationship with S/N weighted 1 σ scatter ( ±4.9 km s −1 ) shaded in grey 
around it. The orange dashed line shows the best fit for a potential systematic 
offset between the slicers (10.8 ± 3.3 km s −1 ). The offset was applied to all 
velocities measured only in the Medium slicer throughout this work. 
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PPENDIX  A:  KCWI  MEDIUM  AND  LARGE  

LICER  

ut of the 19 GCs, five yielded spectra fulfilling all of the criteria
escribed in Section 2.2 from both the Medium and the Large slicer.
he values from both slicers are listed in Table A1 ; Fig. A1 shows

he velocities measured in both slicers for these GCs. 
To test for a potential systematic offset, we performed a χ2 -
inimization to fit a straight line with a fixed slope of unity. The

est-fitting value of the offset is 10 . 8 ± 3 . 3 km s −1 , shown as an
range dashed line in Fig. A1 . We tested the significance of the
ffset with different statistical tests: 

(i) A χ2 -test: The χ2 value of the offset is 3.27. We tested the
ikelihood for a smaller χ2 and found p = 0 . 35, indicating that the
ffset is not significant. 
(ii) A Kolmogoro v–Smirno v (KS) test: We performed a two-

ample KS test of the offset between the two distributions (velocities
NRAS 539, 674–689 (2025) 
easured with the Medium and Large slicer, respectively), and found
 = 0 . 8, indicating that the offset is not significant. 
(iii) Consistency with a Gaussian distribution: Fig. A1 shows a hy-

othetical 1-to-1 relationship between the two velocity distributions
black line). For this we measured a 1 σ scatter of 4.9 km s −1 (shaded
rey area). We tested whether the difference between the Medium and
arge velocities is significantly different from a Gaussian distribution
ith σ = 4.9 km s −1 with a one-sided KS test. For this we found
 = 0 . 0028, indicating that the velocities are not consistent with
eing drawn from a single Gaussian distribution, i.e. the offset is
ignificant. 

(iv) Significance of bimodality according to Ashman, Bird & Zepf
 1994 ): We tested for the significance of the separation between
he Medium and the Large velocities and found D = 3 . 11. Values
f D > 2 indicate a significant separation, therefore indicating that
he Medium and Large velocities are not consistent with a single
istribution. 

Since the Large slicer yielded a recessional velocity for all but
wo GCs, the velocities measured from the Large slicer are listed as
he final velocity in Table 2 whenever possible. GC 14 and GC 18
n Table 2 only yielded a reliable fit from the Medium slicer, which
as corrected with the offset of −10 . 8 km s −1 and listed as the final
elocity in Table 2 . 

With two tests showing the measured offset as insignificant and
wo tests showing significance, we treated the offset as significant,
ut report the results without the offset applied in Appendix C . There
re small differences to the velocity dispersion of the GC system, but
he o v erarching conclusions do not change depending on whether an
ffset is applied or not. 
Forbes et al. ( 2021 ) also used the KCWI BH3 grating with the
edium slicer to measure the velocities for two GCs which are
easured in this work with the same setup. They reduced the data

sing the KCWI IDL data reduction pipeline, whereas we use the
YTHON pipeline for the reduction of the same data. For their ‘GC 9’
nd ‘GC 10’, corresponding to our ‘GC 1’ and ‘GC 2’, respectively,
e get a velocity ∼10 km s −1 lower than their value. With just two

ources to compare, we do not conduct the same analysis for a
ystematic offset, but do caution that this might create lower mean GC
elocities in comparison to the galaxy recessional velocity measured
rom the stellar light in Forbes et al. ( 2021 ). 

PPENDIX  B:  COMPARISON  TO  LITERATURE  

leven GCs had been previously confirmed to be within 100 km s −1 

f UDG1’s recessional velocity by M20 with the MUSE spectrograph
n the Very Large Telescope in Chile. We reco v ered ten of those
leven GCs in this work. The eleventh GC (‘GC 2’ in M20 ) is
ot within the co v ered area of the KCWI pointings. Fig. B1 shows
he recessional velocities for GCs covered in both M20 and this
ork, measured with MUSE and KCWI, respectiv ely. The v elocity
f UDG1 itself from M20 (MUSE) and Forbes et al. ( 2021 ) (KCWI,
edium slicer) is included in Fig. B1 as well, but not used in the

nalysis of the offset. 
M20 also listed a joint velocity for two further GC candidates

ased on their two spectra stacked together, where the S/N of the
ndividual spectra did not allow for reco v ering a recessional velocity.
f these two candidates we were able to isolate and confirm one

‘cand 2’ in M20 ) as a GC, which is listed as GC 8 in Table 2 . The
econd candidate was affected by a severe noise spike at the redshift
t which we would expect the H β line, and we were not able to ensure

http://dx.doi.org/10.1111/j.1365-2966.2010.16708.x
http://dx.doi.org/10.1111/j.1365-2966.2010.16753.x
http://dx.doi.org/10.1093/mnras/stv1073
http://dx.doi.org/10.1093/mnras/stw1931
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igure B1. Recessional velocities from M20 (MUSE) and from this work 
KCWI), colour coded by KCWI S/N ratio. The round symbols show the
ecessional velocities of the 11 GCs contained in both samples. The square
ymbol shows the recessional velocity for UDG1 itself from M20 and Forbes
t al. ( 2021 ) (not included in the fit for the offset). The dotted black line shows
 one-to-one relation with the S/N weighted 1 σ scatter ( ±4.2 km s −1 ) shaded
n grey around it. The orange dashed line shows the best fit for a potential
ystematic offset between M20 and this work (7.0 ± 4.1 km s −1 ). The offset
as applied to ‘GC 2 ( M20 )’ throughout this work. 

hat the measured velocity was not dominated by this, hence we do
ot report it as a confirmed GC. 
We tested for a systematic offset between M20 and this work and its

tatistical significance the same way as was done for the two KCWI
licers in Appendix A . For the offset we found −7 ± 4 . 1 km s −1 . 

(i) A χ2 -test: The χ2 value of the offset is 7.3. We tested the
ikelihood for a smaller χ2 and found p = 0 . 61, indicating that the
ffset is not significant. 
(ii) A Kolmogoro v–Smirno v (KS) test: We performed a two- 

ample KS test testing whether the offset between the two distri-
utions (velocities measured with MUSE and KCWI, respectively), 
nd find p = 0 . 8, indicating that the offset is not significant. 

(iii) Consistency with a Gaussian distribution: Fig. A1 shows
 hypothetical 1-to-1 relationship between the two velocity dis- 
ributions. For this we measured a 1 σ scatter of 4.2 km s −1 . We
ested whether the difference between the MUSE and the KCWI 
elocities is significantly different from a Gaussian distribution 
ith σ = 4 . 2 km s −1 with a one-sided KS test. For this we found
 = 0 . 0023, indicating that the velocities are not consistent with
eing drawn from a single Gaussian distribution. 
(iv) Significance of bimodality according to Ashman et al. ( 1994 ):
e tested for the significance of the separation between the MUSE

nd the KCWI velocities and found D = 2 . 36, indicating that the two
ets of measurements are not consistent with a single distribution. 
2025 The Author(s).
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
As with the GCs measured in different slicers, we found the offset
etween velocities measured with MUSE and measured with KCWI 
o be insignificant according to the χ2 test and the two-sample KS
est, but significant according to a consistency test with a single Gaus-
ian distribution and the Ashman et al. ( 1994 ) way of determining
ignificance of separation. We therefore also applied the offset to the
C measured only in M20 and include it in our final GC sample with

he modified velocity. It is listed as ‘GC 2 ( M20 )’ in Table 2 . 

PPENDIX  C:  RESULTS  WITHOUT  VELOCITY  

FFSETS  

he offsets determined in Appendix A and B were applied to the
espective measurements throughout this work, namely two GCs 
easured only in the Medium slicer and one GC measured only
ith MUSE in M20 . Ho we ver, some of the performed tests sho wed

he offset to not be significant. Therefore, we describe here how the
esults change if the offset is not applied to those three GCs. 

The velocity dispersion for the whole system is σGC = 

7 . 7 + 6 . 0 
−4 . 6 km s −1 instead of σGC = 29 . 8 + 6 . 4 

−4 . 9 km s −1 . The velocity dis-
ersion profile with magnitude shown in Section 3.3 remains rising 
ith increasing magnitude and the profile with increasing radius 

emains flat. The dynamical mass calculated based on the non- 
orrected velocities remains within errors of the current values, 
lthough slightly lower. It is within joint uncertainties with the cored
M profile shown in Fig. 9 . 
Qualitatively, the results do not change depending on whether the 

ffset is applied or not, namely 

(i) σGC of the whole GC system is higher than σ∗ from the stellar
ight, 

(ii) the velocity dispersion profile rises with increasing magnitude
nd is flat with increasing radius, 

(iii) the dynamical masses with or without the offsets are within
rrors with each other, ho we ver, the dynamical mass without the
ffsets is also within joint uncertainties of a full-size DM core with
he total mass suggested by the N GC –M 200 relationship. 

The exact values with and without the offset are listed in Table C1 .

able C1. The results of the kinematic analysis with and without offsets
etween different measurements applied as described in Appendix A to C .
rom top to bottom we list the whole GC system’s velocity dispersion, σGC ,

he system’s mean velocity, v̄ GC , and the dynamical mass calculated with
olf et al. ( 2010 ). 

Offset No offset 

GC (km s −1 ) 29.8 + 6 . 4−4 . 9 27.7 + 6 . 0−4 . 6

¯ GC (km s −1 ) 2153.9 + 7 . 1−7 . 0 2155.0 + 6 . 7−6 . 6

 dyn (Wolf et al. 2010 ) (M �) 2.09 + 1 . 00 
−0 . 64 × 10 9 1.81 + 0 . 87 

−0 . 56 × 10 9 
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