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Distance covariance is a popular dependence measure for two random vectors X and Y of possibly different
dimensions and types. Recent years have witnessed concentrated efforts in the literature to understand the
distributional properties of the sample distance covariance in a high-dimensional setting, with an exclusive
emphasis on the null case that X and Y are independent. This paper derives the first non-null central
limit theorem for the sample distance covariance, and the more general sample (Hilbert—Schmidt) kernel
distance covariance in high dimensions, in the distributional class of (X,Y) with a separable covariance
structure. The new non-null central limit theorem yields an asymptotically exact first-order power formula
for the widely used generalized kernel distance correlation test of independence between X and Y. The
power formula in particular unveils an interesting universality phenomenon: the power of the generalized
kernel distance correlation test is completely determined by 7 - dCor?(X,Y) /~/2 in the high-dimensional
limit, regardless of a wide range of choices of the kernels and bandwidth parameters. Furthermore, this
separation rate is also shown to be optimal in a minimax sense. The key step in the proof of the non-null
central limit theorem is a precise expansion of the mean and variance of the sample distance covariance
in high dimensions, which shows, among other things, that the non-null Gaussian approximation of the
sample distance covariance involves a rather subtle interplay between the dimension-to-sample ratio and
the dependence between X and Y.

Keywords: central limit theorem; distance covariance; independent test; non-null analysis; power analysis;
Poincaré¢ inequalities.

1. Introduction
1.1  Overview

Given samples from a random vector (X, ) in RP4, it is of fundamental statistical interest to test whether
X and Y are independent. The long history of this problem has given rise to a large number of dependence
measures targeting at different types of dependence structure. Notable examples include the classical
Pearson correlation coefficient [32], rank-based correlation coefficients [5,15,21,25,35,40,49], Cramér-
von Mises-type measures [47], measure based on characteristic functions [41,44], kernel-based measures
[18,19] and sign covariance [4,46]. We refer to the classical textbooks [1, Chapter 9] and [31, Chapter
11] for a systematic exposition on this topic.

Among the plentiful dependence measures for such a purpose, the distance covariance metric and
its generalizations [43,44] have attracted much attention in recent years. In one of its many equivalent
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2 Q. HAN AND Y. SHEN

forms, the distance covariance between X and Y can be defined as (cf. [41, Theorems 7 and 8])

dCov? (X, Y) = E(IIX; — X, 1Y, — Y,11) — 2E(IIX; — X, ] 1Y, — Y31)
+E(IX;, — X, DE(I1Y; — V). (1.1)

Here (X;,Y;), i = 1,2,3 are independent copies from the joint distribution of (X,Y), and |-|| is the
Euclidean norm. The distance covariance metric dCov?(X, Y) is particularly appealing for several nice
features. First, X and Y are independent if and only if dCov? (X,Y) = 0. Second, dCov? (X, Y) canbe used
in cases where X and Y are of different dimensions and data type (discrete, continuous or mixed). Third,
several estimators of dCovz(X , Y) are known to allow for efficient calculation. Due to these reasons, the
distance covariance has been utilized in a wide range of both methodological and applied contexts, see
e.g. [27,28,30,39,50,51] for an incomplete list of references.

An estimator of dCov?(X,Y) based on n i.i.d. samples (X;,Y}),...,(X,,Y,) from the distribution
of (X,Y) is first proposed in [44], with its bias-corrected version proposed in [43], which is now
known as the sample distance covariance dCov,zﬂ (X, Y). The finite-sample distribution of dCovi X,Y)
is generally intractable; so the literature has focused on deriving its asymptotic distribution in different
growth regimes of (n, p, q), cf. [17,22,42,52]. In the fixed-dimensional asymptotic regime when p, g are
fixed and n diverges to infinity, [22] showed that dCOVi (X,Y) converges in distribution to a mixture
of chi-squared distributions. This is complemented by the result of [42], where a #-distribution limit
was derived in the so-called ‘high-dimensional low sample size’ regime when n remains fixed and
both p, g diverge to infinity. The high-dimensional regime where both the sample size n and the data
dimension p, g diverge was recently studied in [17,52], where dCovi (X, Y) was shown to obey a central
limit theorem (CLT). We also refer to [16,48] for some related distributional results in the problem of
two-sample distribution testing. Except for some non-null results in [52, Proposition 2.2.2] under the
fixed n regime, all these results are derived under the null scenario where X and Y are independent.
This leaves open the more challenging but equally important issue of non-null limiting distributions
of dCovﬁ (X,Y), which are the key to a complete characterization of the power behaviour of distance
covariance based tests. Bridging this significant theoretical gap is one of the main motivations of
this paper.

1.2 Non-null CLTs

For the majority of the paper, we work with distributions of (X, Y) with a separable covariance structure
(see Section 2.2 ahead for details), and perform an exact analysis of the distributional properties of the
sample distance covariance dCovi (X, Y) in the following high-dimensional regime:

min{n, p, g} — o0. (1.2)

Our first main result is the following non-null CLT (see Theorem 2.2 below for the formal statement):
Uniformly over the covariance matrix X' of (X T,Yy"HT witha compact spectrum in (0, 00),

dCov2(X,Y) — dCov?(X, Y)
Var!/? (dCov2(X, Y))

converges in distribution to .47(0, 1) (1.3)
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 3

in the regime (1.2). Here .47(0, 1) denotes the standard normal distribution. For simplicity, we have
presented here the asymptotic version of the result; the more complete Theorem 2.2 below is non-
asymptotic in nature and gives an error bound with explicit dependence on the problem parameters
(n,p, q). Furthermore, we show that an analogue of (1.3) also holds for dCovi(X), the ‘marginal’
analogous unbiased estimator of dCov?(X). To the best of our knowledge, (1.3) is the first non-null
CLT for dCov? (X, Y) in the literature.

Let us now give some intuition why one would expect a non-null CLT (1.3) that holds for a
general X in the regime (1.2). It is well known that the sample distance covariance dCovi(X, Y)
admits a U-statistics representation (cf. Proposition 2.1) with first-order degeneracy under the null.
By classical theory in the fixed-dimensional asymptotics (i.e. p, g fixed with n — o0), a CLT holds
for dCovi (X,Y) under any fixed alternative X # Ip g while a non-Gaussian limit holds under

the null ¥ = [, .. In such fixed-dimensional asymptotics, the Gaussian limit is due to the non-

degeneracy of dCovi (X, Y) under the alternative, while the non-Gaussian limit is due to the degeneracy
of dCov,%(X, Y) under the null. Now, as high dimensionality also enforces a Gaussian approximation
of dCovi (X,Y) under the null with degeneracy (cf. [17,52]), one would naturally expect the finite-
sample distribution of the centred dCovi (X,Y) under a general X, to be approximately a ‘mixture’
of a centred Gaussian component due to non-degeneracy and another centred Gaussian component
due to degeneracy, which is again Gaussian. The non-null CLT (1.3) formalizes this intuition in the
regime (1.2).

To formally implement the above intuition, an important step in the proof of (1.3) is to obtain precise
mean and variance expansions for the sample distance covariance dCovi (X, Y) in the regime (1.2). In
particular, we show in Theorem 8.4 that the mean can be expanded as

2
| Zxy I

2, /tr(Xy) tr(Xy)

dCov?(X,Y) = (1+0(D), (1.4)

and in Theorem 9.12 that the variance under the null an2u“ can be expanded as

XA
Ol = XCFEZYIE (14 0(1)). (1.5)
2n(n — 1) tr(Xy) tr(Xy)
Here XYy, Xy and Xy, are sub-blocks of the covariance matrix ¥ = [Xy, Xyy; Zyy, 2yl tr()

denotes the trace and ||-||z denotes the matrix Frobenious norm, and o(l) is the standard small-
0 notation representing a vanishing term under the asymptotics (1.2). The variance formula for
general X (explicit form see Theorem 9.12) is rather complicated so is not presented here, but as
explained above, it is expected to contain two parts that are contributed individually by the non-
degenerate and the degenerate components of dCovi (X,Y). Notably, the contributions of these two
components to the Gaussian approximation in (1.3) depend on the dimension-to-sample ratio in a
fairly subtle way. In ‘very high dimensions’, the non-null CLT is entirely driven by the degeneracy
of dCovi (X,Y) regardless of the degree of dependence between X and Y. On the other hand, in
‘moderate high dimensions’, dependence between X and Y plays a critical role in determining the
contributions of the (non-)degeneracy in the non-null CLT. See the discussion after Theorem 2.2 for
details.
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4 Q. HAN AND Y. SHEN

1.3 Independent test via distance covariance: power asymptotics

A major application of the non-null CLT derived in (1.3) is a precise power formula for the following
popular distance correlation test of independence between X and Y, first considered in [42]:

‘ n-dCov2(X,Y)
\/2 dCovﬁ X) - dCovﬁ(Y)

vX,Y;a) = 1(

>z, /2). (1.6)

The above independence test and the null part of (1.3) is connected by the mean and variance expansions
in (1.4) and (1.5). In fact, as will be detailed in Section 3, the above test is asymptotically (in the regime
(1.2)) equivalent to the (infeasible) z-test built from the null part of (1.3). As a direct consequence,
¥ (X, Y;«) will also have an asymptotic size of «. The null behaviour of (a variant of) ¥ (X, Y; o) was
first studied in [42] in the regime of fixed n and min{p, g} — oo, and then in [17] in a high-dimensional
regime slightly broader than ours (1.2).

Having understood the behaviour of the test (1.6) under the null, we now turn to the more challenging
question of its behaviour under a generic alternative covariance X'. Using again the non-null CLT in (1.3),
we show that the test statistic in (1.6) is asymptotically normal with a mean shift (formal statement see
Theorem 3.1):

Ex¥ (X, Y;0) = P(IA (m,(2), D] > z45) + o(1). (1.7)

Here E 5. denotes expectation under the data distribution with covariance X' so the left side is the power
of the test ¥ (X, Y; ), and the mean shift parameter m, (X') can be either

n-dCor?(X,Y) ndCov:(X,Y) i
= or .
V2 V2 dCovZ(X) dCovA(Y) V201 Z¢ I 2yl

Here the (rescaled) left side is known as the distance correlation between X and Y, and its asymptotic
equivalence to the right side follows again from the mean expansion in (1.4). It follows directly from
(1.7) that if the spectra of ¥y and X are appropriately bounded, ¥ (X,Y; o) has asymptotically
full power if and only if n - dCor?(X,Y) — oo. A complementary minimax lower bound in Theo-
rem 3.3 shows that this separation rate cannot be further improved from an information theoretic point
of view.

Power results for tests based on distance covariance (correlation) are scarce, particularly in high
dimensions when both n and p and/or g diverge to infinity. [52] gives a relatively complete power
characterization for a related studentized test in the regime of fixed n and p A ¢ — o0, followed
by some partial results in the regime min{p, g}/n* — oo. The same test ¥ (X, Y;«) as in (1.6) is
recently analysed in [17] in the slightly broader regime min{n, max{p,q}} — o0, but their analysis
requires a much stronger condition /7 - dCor?(X,Y) — oo for power consistency (see their theorem
5 and subsequent discussion). In contrast, under the distributional Assumption A, (1.7) gives a much
more precise characterization of the power behaviour of the distance correlation test (1.6), even when
consistency does not hold.
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 5

1.4 Kernel generalizations and power universality

Following [18,19], the distance covariance in (1.1) can be naturally generalized to the so-called Hilbert—
Schmidt covariance:

ACov> (X, Y31, ) = B (16 = Xl /m)fy (1Y, = Yall /) |
= 2B (1% = Xall /vy (1Y = Ys/7x) ]

+ E[fe(1X; = Xl /v) [E[f (1Y = Ball /vy) | (1.8)

Here f = (fy.fy) are kernel functions, and y = (yy,yy) € Rzzo are the bandwidth parameters for X

and Y, respectively. dCov?(X;f,y) and dCov?(Y;f, y) are defined analogously. The above definition
reduces to the (rescaled) standard distance covariance in (1.1) when the kernel is taken to be the
identity function. Let dCOVﬁ X, Y:f,y), dCovz(Y; £v), dCovi(X ;f» ) be the sample kernel distance
covariance. As a key step of the universality results presented below, we show that these quantities can
be related to the standard sample distance covariance: under mild conditions on kernels /' = (fy,fy) and
bandwidths y = (yy, yy),

dCov2(X,Y;f,y) = o(y) dCovZ(X,Y)(1 + op(1)). (1.9)

Here op(1) is again under the asymptotics (1.2) and o(y ), whose exact definition is given in (2.13) below,
depends on the kernels f, bandwidths y and population covariance X. Similar expansions hold for the
marginal quantities dCov?(X;f, y) and dCov?(Y:f, y).

Relation (1.9) implies that as long as the scaling factor o(y) stabilizes away from zero and infinity,
dCovi (X,Y;f,v) (upto ascaling) shares the same limiting distribution as dCovi (X, Y), which has been
studied in detail in the previous subsection. In particular, both the non-null CLT in (1.3) and the power
expansion in (1.7) hold for the kernelized distance covariance as well, upon changing the test (1.6) to its
kernelized version in the latter result; see Theorems 2.6 and 3.1 for formal statements. In other words, the
power behaviour in (1.7) exhibits universality with respect to both the choice of kernels and bandwidth
parameters; see Section 4 for numerical evidence.

1.5 Organization

The rest of the paper is organized as follows. Section 2 starts with some background knowledge of the
distance covariance metric and then states the main non-null CLTs for both the canonical sample distance
covariance and its kernel generalizations. Section 3 studies the power behaviour of a class of generalized
kernel distance correlation tests and discusses their minimax optimality. Some numerical simulations for
the main results in the preceding two sections are presented in Section 4, with some concluding remarks
in Section 5. Section 6 is devoted to a proof outline for the non-null CLTs. Details of the important steps
are then presented in Sections 7—10, followed by the main proof in Section 11. The rest of the technical
proofs are deferred to the supplement.

1.6 Notation

For any positive integer n, let [n] denote the set {1,...,n}. Fora,b € R,aVv b = max{a,b} anda A b =
min{a,b}. Fora € R,leta, =aVv 0anda_ = (—a) v 0. For x € R", let llxll,, = ||x||ep(Rn) denote its
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6 Q. HAN AND Y. SHEN

p-norm (0 < p < o0) with ||x||, abbreviated as |lx||. Let B, (r;x) = {z € R” : ||z —x]|| < r} be the unit £,
ball in R”. By 1, we denote the vector of all ones in R". For a matrix M € R™", let Moy, and |M]|
denote the spectral and Frobenius norms of M, respectively. For two matrices M, N of the same size,
let M o N denote their Hadamard product. We use {ej} to denote the canonical basis, whose dimension
should be self-clear from the context.

We use C, to denote a generic constant that depends only on x, whose numeric value may change
from line to line unless otherwise specified. Notations a <, banda 2, bmeana < C.banda > C,b,
respectively, and @ <, b means a <, b and a 2, b. The symbol a < b means a < Cb for some absolute
constant C. For two non-negative sequences {a,} and {b,}, we write a, < b, (respectively, a, > b,) if
lim,_, (a,/b,) = O (respectively, lim, , (a,/b,) = oo). We write a, ~ b, if lim,_,  (a,/b,) = 1.
We follow the convention that 0/0 = 0.

Let ¢, @ be the density and the cumulative distribution function of a standard normal random variable.
For any o € (0, 1), let z, be the normal quantile defined by P(.#(0,1) > z,) = «. For two random
variables X, Y on R, we use dy; (X, Y) to denote their Kolmogorov distance defined by

dgoi (X, Y) = sup [P(X < 1) —P(Y < 1) (1.10)
teR

Here Z(R) denotes the Borel o-algebra of R.

2. Non-null CLTs
2.1 Distance covariance: a review

We start with a review for the distance covariance (correlation). For two random vectors X € R” and
Y € RY, the squared distance covariance [44] is originally defined by

drds.

tss) - t S 2
dCov?(X, Y) E/ [, v ( ox Oy (s)]
Rptq cpcq||t||1’+1 lIs]ja+1

Here ¢, = 7%7+D/2 /I ((p+1)/2) with I"(-) denoting the gamma function, and ¢(-) is the characteristic

function. The marginal quantities dCov?(X, X) and dCov?(Y,Y) are defined analogously, and we will
shorthand them as dCov?(X) and dCov?(Y) in the sequel. It is well known that X and Y are independent
if and only if dCov(X,Y) = 0, hence dCov?(X, Y) captures any kind of dependence between X and
Y including nonlinear and non-monotone ones. Analogous to the standard notion of covariance and
correlation, the squared distance correlation is defined by

dCov?(X,Y)
VdCov2(X) dCov2(Y)

dCor? X,Y) =

with convention dCor?(X, Y) = 0 if dCov?3(X) dCov3(Y) = 0.
The distance covariance can be equivalently characterized in a number of different ways. In addition
to (1.1), another useful representation that will be particularly relevant for our purpose is through the
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 7

double-centred distances:

Uxy.xy) = 3y — x5l — Ellyy = XI| — EIX — x| +E[IX - X'||,
VO1.y2) = lyy =3l = Elly, = Yl —EIY =y, | + E|Y = Y'|. @.1)

Then by (1.1) or [29, pp. 3287], we have the identity
dCov3(X,Y) = EUX,, X,)V(Y}, Y,). (2.2)

Now we define the sample distance covariance. For n copies of i.i.d. observations (X, Y;),...,(X,,Y,),
define two symmetric matrices A, B € R"*" entrywise by

A =I1X, = X,l, By=IY, =Y, 1<ket<n (2.3)

Following [43], the bias-corrected sample distance covariance is defined by

1
dCovi(X,Y) = o > AfBiys (2.4)
kL

where A*, B* € R™*" are U-centred versions of A, B defined by

117TA +A117 N 117A117
n—2 n—Dm-2)’

11"'B+B11" N 1178117
n—2 mn—Dm—-2)

A*=A

B*=B

(2.5)

Marginal quantities dCovi (X,X) and dCovﬁ(Y, Y) are defined analogously, and will be shorthanded as
dCovi(X) and dCovi(Y) in the sequel.

The definition of the sample distance covariance dCovﬁ (X,Y)in (2.4) above looks a bit mysterious at
first sight, but the following representation via a fourth-order U-statistic makes it clear why the definition
is indeed natural. Recall the definitions of U, V in (2.1).

ProrposiTion 2.1. ([17, 50]). The following holds:

dCovﬁ(X,Y):% > k(2.2,.2,,.7,,),

() 1127122713 1y
4 i <-<iy

where the symmetric kernel can be either

1
K220 2320 =55 D 1X;, = X, 1Y, = Y, |
" (i1,eis)€0(1,2,3,4)

+ X, = X, 1Y, — Y, Il = 21X, — X, 1Y, — ¥, ||], 2.6)
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8 Q. HAN AND Y. SHEN

or
1
k21,2025, 2) = o > UK, . X, )V(Y; ., Y,)
" (i1smig)€0(1,2,3,4)
+UX;, X))V (YY) — 2UX; X))V LY ] 2.7)
Here Z;, = (X;, Y;) fori € N, and 0 (1,2, 3,4) denotes the set of all ordered permutation of {1, 2, 3, 4}.

It is a direct consequence of the above result that dCovi (X,Y) is an unbiased estimator for
dCov23(X, Y). The fact that dCovi (X,Y) can be represented as a U-statistic is first validated in [22,
Section 3.2]. The kernel representation (2.6) (proved in e.g. [50, Lemma 2.1]) is quite natural in that it
gives an unbiased estimate for the population in the form (1.1). The double-centred version (2.7), which
turns out to be more convenient and useful for the purpose of theoretical developments in this paper, is
essentially proved in [17, Lemma 5] in a different form. For the convenience of the reader, we provide a
self-contained proof in Appendix A.

2.2  General non-null CLTs I: distance covariance

Throughout the paper, we work with the following distributional family of (X,Y) with a separable
covariance structure:

Assumption A. Suppose
xT,y"HT £ 5127 (2.8)

Here X, in its block form [ Xy, Zyy; Zyy, Xyl, is a covariance matrix in RPHO*P+40) 7 ¢ RPT4 has
i.i.d. components with mean 0, variance 1 and satisfies the following:

(Al) Z,; is symmetric around 0 with excess kurtosis k = IEZf - 3.

(A2) Z, satisfies a Poincaré inequality: for some ¢, > 0, we have Varf(Z,) < ¢, E(f’ (Zl))2 for any
absolutely continuous f such that E(f'(Z, )2 < 0.

(A3) Z, has a Lebesgue density f,(-) with SUD e (—s.6) f7(x) < C, for some small ¢ > 0 and positive
C,. For future purpose, let &y = sup {8 > 0:27e - SUPye(_p ) f7(0) = 1}.

The distribution class of (X, Y) with separable covariance is quite common in the literature, in
particular in the study of non-null behaviour of statistics related to large random matrices; the readers
are referred to the recent papers [11,12,26,45] and monographs [2,14] for more backgrounds and results
under separable covariance in this direction.

The major assumption on the distribution of Z; is the requirement of a Poincaré inequality in
condition (A2). It is well known that the existence of a Poincaré inequality as in (A2) is equivalent to
exponential mixing of a Markov semigroup with stationary distribution Z; and Dirichlet form &(f, g) =
Ef'(Z,)g'(Z,), cf. [3]. An important example fulfilling Assumption A is the family of symmetric, strongly
log-concave distributions, which are known to satisfy a Poincaré inequality (cf. [6,36]) and contain the
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 9

Gaussian distribution as a special case. It is easy to further weaken condition (A2) to a weighted Poincaré
inequality as in [7]; we shall not pursue these formal refinements here. Condition (A3) above is purely
technical, and can be further weakened at the cost of a more involved mathematical expression. We
choose to work under this condition for clean presentation.

‘We mention two important implications of Assumption A: (i) since Z; has a Lebesgue density, « >
¢o—2 for some ¢, > 0 depending only on the distribution of Z;; (ii) by [7, Theorem 4.1], Z, has moments
of any order with (E|Z, PP <p. Ve /2 foranyp > 1.

Some notation that will be used throughout the paper:

=KX - X'|?=2tr(Zy), t=E|Y-Y|*=2tr(Z)). (2.9)
We also reserve « for the excess kurtosis of Z;:
k =Rz} - 3. (2.10)

Since Z; has a Lebesgue density, we have k > ¢, — 2 for some ¢, > 0 that only depends on the
distribution of Z;.
Let Iy = (L jy=(j)i<ij<2 be the indicator of the block matrix, and X, = (X

— 1/2 1/2 _ 1/2 1/2
Gy = 2125, 2%, Hyy = X1, 212, (2.11)

Then G[—lrj = G[]l] and Hl—i,—/] = H[]l] Let 6[1’2] = (G[lz] + G[21])/2
The following non-null CLT is the first main result of this paper; its proof can be found in Section 11.
THEOREM 2.2. Suppose that Assumption A holds, and that the spectrum of X' is contained in [1/M, M]

for some M > 1. Then there exists some C = C(M, Z;) > 0 such that

dCovZ(X,Y) — dCov?(X, Y)
dKol

o, X.7) "/V(O’l)) =

T (mAp Al
. 2 2 -
Here 0,,(X, Y) can be either Var!/ (dCovi(X,Y)) or 5, (X, Y), where

GIX.Y) =G (X, V) +65,(X. V),
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10 Q. HAN AND Y. SHEN
with

> 4 ) | Sy IIE I Zx I
O (X ¥) = —— | | Zy Dyl + tr(Exy Ty Byx Zy) + —— 5——

2.2 4
XTy 2ty
SeorllF I ZvlE 20 Zyy 3
l xyllpli rlz _ I };Y”F ((Eyy Syx Ey)
2‘L'Y Ty
20 Zxyli% I Zxy I3
-0 tr(EYXEXny) + ~— 2 + K- (tr(G[lzl (@) G[IZ])
Ty xTy
I Zxy 7 I Zxy E
+ 4—4 tr(H[ll] (¢] H[ll]) =+ —4 tr(H[22] OH[22])
Ty 4ty

| Sy lIF I Sy I7
— 2wy oG — —— 5= trHipy 0 Gpygp)

X Y
| Zxy I
+ 2 wHpyo Hpap) |
TxTy

52,(X,Y) = IS IEN Sy 1% + | Dy lIE).-
n,2 n(n— l)r)%r}%( XIF YIF XY F)

Here o is the Hadamard product and H[,,] and G[_.] are given in (2.11) above.

ReMARK 2.3. (Variance formula). The variance formula Var (dCovZ(X,Y)) = (1 + o(1))52(X,Y) is
valid in the high-dimensional limit n A p A ¢ — 00; see Section 9 ahead for details. The same is true for
the variance formula in Theorem 2.5 below.

REMARK 2.4. (Convergence rate). The convergence rate (n A p A g)~'/© results from the application of
Chatterjee’s second-order Poincaré inequality [9] (see Section 10 for details) and is likely to be sub-
optimal. Such rate, however, is common in the literature. For example, [17, Proposition 3] assumed
(X, Y) to be jointly Gaussian and employed a martingale CLT theorem to prove the normal limit under
the null, but the convergence rate is also only (pg)~ /3 v n=1/3 It is an interesting but challenging task
to pin down the optimal Gaussian approximation rate in terms of (n, p, q).

As mentioned in the introduction, most of the CLTs in the literature so far are derived under the null
case that X and Y are independent, and to the best of our knowledge, Theorem 2.2 is the first non-null
CLT that applies to a general class of alternatives. Due to the challenging nature of non-null analysis, the
proof of the above theorem requires several technically involved and intertwined steps, so an outline will
be provided in Section 6 that discusses the relevance of the groundwork laid in Sections 7—10, which
culminates in the proof of Theorem 2.2 in Section 11.

Let us examine the variance structure in more detail. Roughly speaking, in the high-dimensional
regime n A p A ¢ — 00, the variance c"rnz (X,Y) of dCovi (X,Y) only contains two possibly different
sources—the first part 6,12’ 1 (X, Y) comes from the contribution of the non-degenerate first-order kernel,
while the second part 6"2,2 (X,Y) comes from the contribution of the degenerate second-order kernel, in

the Hoeffding decomposition of dCOVi (X,Y) to be detailed in Section 9 ahead.
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 11

One notable complication of 62(X Y) is the existence of terms with negative signs in the first-order
variance &2 i (X, Y). These terms may contribute to the same order of the leading quantities || X'y, Xyy || 7
and tr(EXY ZJY Yyy Xy), but alower bound in Lemma 9.5 ahead shows that their contributions do not lead
to ‘cancellations’ of the main terms. In fact, under the spectrum condition of Theorem 2.2, the second
claim of Lemma 9.5 indicates the order of 6,% (X, Y) with terms of positive signs only:

_ I Zxyl% 1
G2(X,Y) x,, max [ n’;’;F S0

Here the first term in the above maximum is contributed by &, 2 (X, Y) and the second term is contributed
by o 2(X , Y). Now we consider two regimes:

* (Ultra high-dimensional regime ./pq >> n). In this regime, as ||Z‘Xy||12p Sy PAg < /pqviaLemma
G.5 in the appendix, the variance c_r,%(X, Y) in this ultra high-dimensional regime is completely
determined by the contribution from the degenerate second-order kernel 6,122(X ,Y):

G1(X,Y) = (1 +0(1))5,, (X, Y).

e (Moderate high-dimensional regime ./pq < n). In this regime, there are three possibilities:

- I || Xyy ||}2r < (pq)/n, which includes the null Xy, = 0 as a special case, the variance 5,2(X, Y)
is again completely determined by the degenerate second-order kernel 622 X, 7).

- If ||Z‘Xy||12p > (pq)/n, then the variance 6,12(X, Y) is completely determined by the non-
degenerate first-order kernel 6nz (XY

G1(X,Y) = (1 +0(1)o; (X, Y).

If furthermore || Z‘Xy||12, <« p A q (i.e. excluding the critical regime || X'y ||12p = p A q), then the
first-order variance 6’21 (X, Y) can be simplified to be

4(1 4 o(1)) )
—T2[||2XY2YX||F + 1 (Syy Ty Sy Ty |
Y

52(X,Y) = —
X

- If|x XY|| F = (pq)/n, the variance 62(X Y) is contributed by both the non-degenerate first-order
kernel o 1(X Y) and the degenerate second-order kernel & 2(X ,Y) so the general variance
expression in Theorem 2.2 cannot be further simplified.

The smallest eigenvalue condition in Theorem 2.2 excludes the case X = Y, but a slight variation of
the proof can cover this case as well. We record formally the result below.
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12 Q. HAN AND Y. SHEN

THEOREM 2.5. Suppose that Assumption A holds, and that the spectrum of X'y is contained in [1/M, M]
for some M > 1. Then there exists some C = C(M,Z;) > 0 such that

dCov2(X) — dCov*(X)
dKol

0,(X) O 1))

< — .
~ (nAp)l/s
Here o,,(X) can be either Var'/? (dCovZ(X)) or 6,,(X, X), where

FL(X) = 62 (X) + 51 (X),

with

X 6 2110 % 2 t 23

O (X) = 2—[2n2§u%+ 12l 202l ()

) ntre(Xy) 2tr2(Xy) tr(Zy)
31X 4 y 2
+ kK- (tr(Z‘% o 2)%) + ”—)i”F tI‘(EX ° EX) _ Il );”F tl‘(z)% R Z‘X))i|,

4ty 72

5 I Zx 11

O-n,2(X) = XTF

nn—1)tr2(Zy)’

The variance 63(X) in Theorem 2.5 is simpler than that in Theorem 2.2. In fact, a similar
consideration using the variance lower bound in Lemma 9.5, we may obtain the order of 6,12 X):

_2 1 1
0, (X) =<3, max E’n_2 .

Through the Hoeffding decomposition of dCOVi (X), the first and second terms in the maximum are
contributed by the variance of the non-degenerate first-order kernel and the the degenerate second-order
kernel, respectively. Therefore,

* In the ultra high-dimensional regime p >> n, the variance 6,% (X) is completely determined by the
degenerate second-order kernel &32 X).

e In the strictly moderate high-dimensional regime p <« n, the variance 6”2(X) is completely
determined by the non-degenerate first-order kernel 63’ 1 (X

* In the critical regime p < n, the variance 6,12 (X) is determined jointly by the first- and second-order

kernels ‘_7nz,1 X), 63,2 (X) so cannot be in general simplified.

2.3 General non-null CLTs II: generalized kernel distance covariance

The sample distance covariance dCovi (X, Y) can be generalized using kernel functions as follows. Given
functions fy, fy : Rzo — R, and bandwidth parameters yy, yy > 0, letfor 1 <k,£ <n

Ao o v0) = F (X = Xl /vx) Yezes Brefys vy) =y (1Y% = Yoll /vy) Lige-
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 13

Itis essential to set the diagonal terms {A;, (fx, ¥x) }i» {Bi (fy» ¥y) }x to be 0, so that the generalized kernel
distance covariance to be introduced below can be analysed in a unified manner; see Proposition F.1 in
the appendix for details. Now with A}, (fy, ¥x). B}, (fy, vy) defined similarly as in (2.5) by replacing
Ayp, By with Ay, (fx, vx)s By (fy» vy), we may define the generalized sample distance covariance with
kernels f = (fy,fy) and bandwidth parameters y = (yy, yy) € R2>0 by

1
dCoviX.Y:f.y) = 2o D Al e v By 1), 2.12)

n(n oy

and its population version dCov?(X,Y:;f,y) as in (1.8). Marginal quantities dCov?(X;f,y) and
dCovz(Y ;f>v) are defined analogously, and similar to distance correlation, the kernelized distance
correlation is defined as

dCov?(X,Y:f,y)

dCorz(X, Y:f,y) = ’
JACov? (X £, ) dCov? (Vs £, )

with convention dCorz(X, Y;f,y)=0if dCovz(X;f, y) dCovz(Y;f, y) =0.

A more general formulation, when replacing fy (1X, — X, |l /vy) (resp. fy (1Y, — Y, |l /vx)) by some
generic bivariate kernel ky (X,, X} ) (resp. ky (Y, ¥;)), is also known as the Hilbert—Schmidt independence
criteria, see e.g. [18,19], which can in fact be written as the maximum mean discrepancy between the
joint distribution and the marginal distributions of X and Y; see e.g. [37, Section 3.3] for an in-depth
discussion. Two particular important choices for f are the Laplace and Gaussian kernels:

¢ (Laplace kernel) f(w) = e™";

¢ (Gaussian kernel) f(w) = e—W2/2_

These kernels have been considered in, e.g. [20,52].

Assumption B. (Conditions on the kernel f)Suppose that f € {fy,fy} is four times differentiable on
(0, o0) such that:

1. f is bounded on [0, M) for any M > 0.
2. For any ¢ > 0, MaX| <g<y SUDP>, |f(£)(x)| < C, for some C, > 0.
3. For any ¢ > 0, there exists some ¢, > 0 such that infxe(s,s_l) lf (x)] > Cp

4. There exists some q > 0 such that lim sup, |, max; .y 4 X IF @) < oo.

In words, Assumption B-(1)(2) require the kernel functions fy, fy and its derivatives to be appropri-
ately bounded, (3) requires the first derivative to be bounded from below on any compacta in (0, c0)
and finally (4) regulates that the derivatives of fy, fy up to the fourth order can only blow up at 0 with
at most a polynomial rate of divergence. It is easy to check that both the Laplace/Gaussian kernels, and
the canonical choice f(x) = x that recovers the distance covariance (up to a scaling factor) all satisfy
Assumption B.
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14 Q. HAN AND Y. SHEN

Let py = tx/¥x, py = Ty/yy and

_ fx(ox)fy (py)
YxVy .

o(y) 2.13)

We are now ready to state the following non-null CLT for the generalized kernel distance covariance
dCovi (X,Y;f,y); its proof can be found in Appendix F.

THEOREM 2.6. Suppose that Assumptions A and B hold, and that (i) the spectrum of X (ii) py, py are
contained in [1/M, M] for some M > 1. Then there exists some C = C(f,M,Z;) > 0 such that

dCovZ(X,Y;f,y) — dCov*(X, Y;f,y)
dKol

C
o (X Yfo7) O, 1)) =

T (mAp Al

Here 0,(X,Y;f,y) = 0o(y)o,(X,Y), where 0,,(X,Y) is defined in Theorem 2.2. In the case X =Y, the
conclusion continues to hold if (i) is replaced by (i’) the spectrum of Xy is contained in [1/M, M] for
some M > 1.

We note that the conditions posed in the above theorem are not the weakest possible; for instance
one may relax all the conditions on the kernels f = (fy.fy) and (py, py) to some growth conditions
involving n, p, q at the cost of a more involved error bound, but we have stated the current formulation
to avoid unnecessary digressions.

The key step in the proof of Theorem 2.6 is to reduce the analysis of dCovﬁ (X,Y;f,y) with general
kernels f to that of the canonical dCovi (X, Y). Analogous to the quantities U, V defined in (2.1) for the
canonical distance covariance, let

Upe e 015 %2) = fie (16 = %211 /vx) = By (e — X1 /vx)

= Efx(IX = x, 11 /vx) + Ef (IX = X' /vx),
Vi 0132 = fy (Ilyy = vl /vy) = Bfy (Iyy — Y1l /vy)

—Efy (1Y = a1l /vy) + Efy (1Y = Y'll /vy)-

Then it is shown in Lemma E.5 that

~ _f;/((Px)

~ f)/f(,oy)
UfX’VX ~ U, me/y ~

Yx Yy

V’

hence with appropriate control on the remainder terms, it follows from the U-statistic representation in
(2.7) that

f)/( (Px) f{/(ﬂy)

dCov2(X,Y;f,y) ~
Yx Yy

dCov2(X,Y) = o(y) dCov2(X, Y).

Following this line of arguments, we are then able to study the asymptotics of dCovi (X,Y;f,y) and
dCovi (X,Y) in a unified manner; see Appendix F for detailed arguments.
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 15

2.4 Local CLTs

As a corollary of the non-null CLT in Theorem 2.2, we state below a local CLT that will be important
to obtain the power formula for the distance correlation test introduced in (1.6). Its proof is presented in
Section 12.

THEOREM 2.7. Suppose that Assumption A holds, and that the spectrum of X' is contained in [1/M, M]
for some M > 1. Let

2
nIIEXYIIF

AD) = —XVTF
1 Zx NIl Xyl e

(2.14)

Then there exists some constant C = C(M, Z;) > 0 such that

2 _ 2 2\ 1/6
dKol(n(rxrydCov*a,Y) 1 Zxrl17) MO’D) - C[l A (1VA<2> ) ]
V20125l a1 2yl nApAq

If Assumption B holds and py, oy are contained in [1/M, M] for some M > 1, then the above conclusion
holds with dCov? (X, Y) replaced by dCov2(X, Y;f, y)/o(y) and C replaced by C' = C'(M,f, Z).

The definition of the local (contiguity) parameter A(X') is motivated by the critical parameter in the
power expansion formula of the (generalized kernel) distance correlation test in Theorem 3.1 below. The
interesting phenomenon in the local CLT above is that in the local (contiguity) regime limsup A(X) <
o0, a CLT holds for dCovﬁ (X,Y) and dCovi X, Y;f,v)/o(y) with the null variance Gr12u11 in (1.5), i.e.
the variance under Xy, = 0. Of course, this necessarily implies that (recall 652 = 6,12 (X,7Y) defined in

n
Theorem 2.2)

=2
n

> = 1, if limsupA(X) < oo, (2.15)
Onull
which can be verified via elementary calculations (see e.g. (12.1) ahead). This fact will be crucial in
Theorem 3.1 ahead, where we obtain the asymptotic exact power formula for the distance correlation
test using the distance correlation itself (or equivalently, A(X")) as the critical parameter.

3. Generalized kernel distance correlation tests

In this section, we study the performance of the distance correlation test ¥ (X, Y; «) in (1.6) and its kernel
generalizations for the null hypothesis H, : Xis independent ofY, or equivalently under our Gaussian
assumption, Xy = 0.

Let us start with a motivation for the test ¥ (X, Y;«) in (1.6) by explaining its connection to the
non-null CLT derived in Theorem 2.2 for the sample distance covariance dCovi (X, Y). The null part of
Theorem 2.2 (i.e. the case of independent X and Y) motivates the following ‘oracle’ independence test:
for any prescribed size o € (0, 1),

dCovi X,Y)

Ohull

U(X,Y:a) = 1(’

> Za/Z)’ (31)
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16 Q. HAN AND Y. SHEN

where ofuu is the variance of dCovi(X ,Y) under the null in (1.5). Since dCov?(X, Y) = 0 under the null,
Theorem 2.2 implies immediately that the above test has an asymptotic size of «. The test ¥ (X, Y; «),
however, is not practical because even under the null, afuu might still depend on the unknown marginal
distributions of X and Y. To see the connection between ¥ (X,Y;«) in (3.1) and ¥ (X,Y; ) in (1.6),
note that by some preliminary variance bounds, dCovi (X) and dCovi(Y) appearing in the denominator
of ¥(X,Y; ) in (1.6) will concentrate around their mean values dCov?(X) and dCov?(Y), respectively
(cf. Lemma 13.1). Furthermore, by the mean and variance formula in (1.4) and (1.5) (cf. Theorems 8.4

and 9.12),

2(1 4 o1
o2 = % dCov?(X) dCov?(¥).

n

The above identity implies the asymptotic equivalence between l17()( ,Y;)in 3.1) and ¥ (X, Y; @) in
(1.6) under the null, showing in particular that ¥ (X, Y; o) will also have an asymptotic size of «. The rest
of the section is devoted to studying the power asymptotics of ¥ (X, Y; «) and its kernel generalizations.

3.1  Power universality

Recall the generalized kernel distance covariance in (2.12) with kernel functions f = (fy,fy) and
bandwidth parameters y = (yy, yy). Let the generalized kernel distance correlation test, i.e. a kernelized
version of ¥ (X, Y; o), be defined by

‘ n-dCovi(X,Y:f,y)
J2dCo (X, y) - ACovA (Y3, )

¥ (X.Y;0) = 1(

> ZC{/Z)' (3.2)

The factor n in the definition above is sometimes replaced by 4/n(n — 1) (e.g. [17]), but this will make
no difference in the theory below. Using the (local) CLTs derived in Theorem 2.7, the following result
gives a unified power expansion formula for the distance correlation test ¥ (X, Y; ) and the generalized
kernel distance correlation test lI/f’y (X, Y; ). Its proof can be found in Section 13.

THeOREM 3.1. Suppose that Assumption A holds, and that the spectrum of X' is contained in [1/M, M]
for some M > 1. Then there exists some constant C = C(«,M,Z;) > 0 such that

C
EEW(X, Y,Ol) — ]P’(L/V(mn(Z’), 1)| > Za/Z) < W
Here m,,(X') can be either

ndCov?(X,Y) ndCor?(X, Y) nl| Zyyll% A(D)
= or = .
V2dCovZ(X, X) dCov3(Y., Y) V2 V202 p 12l V2

If Assumption B holds and py, py are contained in [1/M, M] for some M > 1, then the above conclusion
holds with ¥ (X, Y; o) replaced by !l/f’y (X,Y;a) and C replaced by C' = C'(, M, f,Z)) > 0.

A direct message of the above theorem is that, interestingly, for a large class of kernels f = (fy.fy)
and bandwidth parameters y = (yy, yy), the generalized kernel distance correlation test lpf,y X,Y;a)
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GENERALIZED KERNEL DISTANCE COVARIANCE IN HIGH DIMENSIONS 17

in (3.2) exhibits exactly the same power behaviour with the distance correlation test ¥ (X, Y; «) in (1.6)
in the high-dimensional limit n A p A ¢ — oo. Here we have focused on deterministic choices of yy, yy
merely for simplicity of exposition, but following [52], analogous results for data driven choices of yy, yy
can also be proved with further concentration arguments, for instance for the popular choice

yx = median{||IX; — X,|| : s # 1}, vy = median{||Y, — Y,|| : s # t}.

We omit here formal developments along these lines.

The proof of Theorem 3.1 crucially depends on the local CLT in Theorem 2.7. An interesting feature
of Theorem 3.1 is that although one may expect that the power formula of the distance correlation test
¥ (X,Y;w®)in (1.6) and the generalized kernel distance correlation test lI/f’y (X,Y; @) in (3.2) involves the

complicated expression of the variance &,% in Theorem 2.2, in fact only the null variance plays a role as
in Theorem 2.7. The main reason for this phenomenon to occur is due to the fact that the regime in which
the local central theorem in Theorem 2.7 with the null variance holds covers the entire local contiguity
regime limsup A(X) < oo. In other words:

e In the contiguity regime lim sup A(X') < oo, the ratio of the non-null variance and the null variance
is asymptotically 1, cf. (2.15).

e In the large departure regime A(X) — oo, both the distance correlation test ¥ (X, Y;«) in (1.6)
and the generalized kernel distance correlation test ¥ ,, (X, Y; «) in (3.2) achieve asymptotically full
power.

As a result, the ‘driving parameter’ ndCor? X,Y)/ V2 (or equivalently A(X)/ ﬁ) in the power
formula for the distance correlation test ¥ (X, Y;«) in (1.6) and its kernelized version lIIf’y X,Y;)
in (3.2), inherited from the local CLT in Theorem 2.7 is in a similar form of the test itself, although its
proof to reach such a conclusion is far from being obvious.

3.2 Minimax optimality

Theorems 3.1 directly implies a separation rate for the (generalized) distance correlation test in the
Frobenius norm ||| in a minimax framework. To formulate this, for any ¢ > 0, M > 1 and
X, = diag(Xy, X'y), consider the alternative class

Xx Xxy

O, So: M) 5{2 - (ny -

) e RUFDX0HD 1 | By 1} 2 ¢ pa/m M < Amin(E) = hmax() < M].

A direct consequence of Theorem 3.1 is the following (for simplicity we only state the result for the
distance correlation test ¥ (X, Y; «) in (1.6)).

CoroLLary 3.2. Fix o € (0,1). Suppose that Assumption A holds. Then there exists some constant
C = C(a,M,Z;) > 0 such that the distance correlation test (1.6) satisfies

2 1
sip (Ex V(X Vi) +Ep(l — (X, Y;0)) < a + c[e—f /ey —}
Ee@({,Z‘U;M)( o o ) (mAp AT

In particular, the above corollary shows that the distance correlation test (1.6) gives a separation
rate in ||-||y of order (pg)V/*/n'/2, ie. the testing error (Type I + Type II error) on the left side is
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18 Q. HAN AND Y. SHEN

bounded by any prescribed « for { — oo in the regime (1.2). In view of the power universality derived in
Theorem 3.1, the above results continues to hold when the distance correlation test ¥ (X, Y; «) in (1.6) is
replaced by the generalized kernel distance correlation test ¥, (X, Y; ) in (3.2) under the assumption
that Assumption B holds and py, py are contained in [1/M, M] for some M > 1.

The separation rate (pg)'/*/n'/? in |- F» as will be shown in the following theorem, cannot be
improved in a minimax sense. While previous covariance testing literature has mostly focused on the
likelihood-ratio test [10,13,23,24,33], this implies that the (generalized) distance correlation tests (1.6)
and (3.2) are rate-optimal in this minimax sense. We prove the lower bound in the special case of Gaussian
distribution in (2.8).

THeEOREM 3.3. Suppose that Z; 4 A(0,1), and /pg/n < M for some M > 1. Then for any small
6 € (0, 1), there exists some positive constant { = ¢ (8, M) such that

inf sup (Exow(X, Y)+Ex(1 -y (X, Y))) >1-36,
vV Yeo(,Xo:M)

where the infimum is taken over all measurable test functions.

The above theorem improves [34, Theorem 1] by requiring ,/pg/n < 1 rather than (p 4 ¢)/n S 1
therein. Note that this improvement in terms of a single condition on ,/pg/n is particularly compatible
with alternative class ® (¢, Xy, M) defined above.

The proof of Theorem 3.3 follows a standard minimax reduction in that we only need to find a prior I7
on & (¢, Xy; M) with sufficient separation from X, while at the same time the chi-squared divergence
between the posterior density corresponding to /7 and the density corresponding to X, is small. For
Xy =1, the prior IT we construct takes the form

I awv'
Eu,v(a) = (a*f"l' I ),
q

vu

with component-wise independent priors u; ~;; 4 /¢ Unif{£1} foru € R” andv; ~;; 4 /p-Unif{£1}
for v € R?, and some a > 0 to be chosen in the end. The calculations of the chi-squared divergence
require an exact evaluation of the eigenvalues of certain inverse of X, (a), which eventually leads
to a bound of order a*n*p>q>. So under the constraint that the chi- squared distance is bounded by
some sufficiently small constant, the maximal choice a = a, < n - 2p_3/ 4¢3/ leads to a minimax
separation rate in ||| % of the order || X, (a,) —I||% < |la, uvT||F = a|[a|*||? = a2p*q® =< (pg)'/*/n.
Details of the arguments can be found i in Section 14 in the supplement

RemARK 3.4. In Theorem 3.3 above, the growth condition /pg/n < M for some M > 1 is similar
to the condition ‘p/n < M’ in the covariance testing literature (e.g. [8]), under which the lower
bound construction mentioned above is valid. Whether this condition can be removed (and similarly
the condition in [8]) remains open.

4. Simulation studies

In this section, we perform a small-scale simulation study to validate the theoretical results established
in previous sections. We consider the balanced case p = g under the following data-generating scheme:
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Normal Approximation (Null) Normal Approximation (rho = 0.1) Local CLT (Null)
o ] R
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3 - --- Gaussian S —| --- Gaussian S — - Gaussian
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Fic. 1. Verification of CLTs. The solid lines correspond to the standard normal quantiles, and the dashed lines correspond to
sample quantiles with the identity, Gaussian and Laplace kernels, respectively. Simulation parameters: (1, p, g) = (1000, 100, 100),
B = 200 replications, bandwidth choices py = py = /2 for both Gaussian and Laplace kernels.

ii.d. across j € [p],

X, Y) £ (VpZy + 1= pZy, /02, + /1= pZs), (4.1)

where p € (0, 1) is the dependence parameter, and Z;, Z,, Z; are independent variables with mean zero
and variance one. We carry out the simulation primarily in the case where Z,-Z; are standard normal,
which is a special case of (2.8) with Xy = Xy = I, and Xy, = pl,. Non-Gaussianity is examined in
Fig. 3.

We start by verifying the CLTs derived in Theorems 2.2 and 2.7 in Fig. 1. We take p = 0 for the
null case and p = 0.1 for the non-null case, and compare the normal quantiles with the corresponding
sample quantiles. Normal approximation appears to be accurate in all three cases.

Figure 2 verifies power universality demonstrated via Theorem 3.1 in two aspects: (i) the choice of
kernel; (ii) the choice of bandwidth parameters yy, yy when using the Gaussian and Laplace kernels.
The first two figures illustrates the second point, where the Gaussian and Laplace kernels are used with
different bandwidth parameters py = py € {0.5,1, V2,5}. The third figure uses a fixed bandwidth
Py = py = /2 for both Gaussian and Laplace kernels and compares the performances of different
kernels.

Finally we examine the robustness of our theory for non-Gaussian data. We take two choices for
Z,-Z5 in the set-up (4.1): (i) uniform distribution on [—«/§, \/§]; (ii) t-distribution with four degrees of
freedom scaled by +/2. These parameters are chosen such that Z,-Z5 have mean zero and variance one.
Normal approximation and power universality are examined in Fig. 3 for the uniform distribution and
the (rescaled) 7-distribution. These figures suggest that our theory continues to hold for a broader class
of data distributions.

5. Concluding remarks and open questions

In this paper, we establish in Theorem 2.2 a general non-null CLT for the sample distance covariance
dCovi (X, Y) in the high-dimensional regime n A p A ¢ — oo under a separable covariance structure of
(X, Y) and a spectral condition on its covariance X'. The non-null CLT then applies to obtain a first-order
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FiG. 2. Verification of power universality in choice of bandwidth parameter (left and middle) and choice of kernel (right). The
solid lines correspond to the standard normal quantiles, and the dashed lines correspond to sample quantiles.
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FiG. 3. Verification of CLTs and power expansion for uniform (top three figures) and #- (bottom three figures) distributed data.
Simulation parameters: (n, p,q) = (100, 100, 100), B = 200 replications, bandwidth choices py = py = /2 for both Gaussian
and Laplace kernels.

power expansion for the distance correlation test ¥ (X, Y; «) in (1.6):

2(X,Y
E¥(X,Y;a) ~ P ’/ ndCorX.1) > 2 )- 5.1)

V2

The non-null CLT and the power expansion (5.1) are also established for a more general class of
Hilbert—Schmidt kernel distance covariance, and the associated generalized kernel distance correlation
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test lIJf,V (X,Y; ) in (3.2), under mild conditions on the kernels and the bandwidth parameters. This
result in particular implies that the generalized kernel distance correlation test admits a universal power
behaviour with respect to a wide range of choices of kernels and bandwidth parameters.

An important open question is the universality of the power expansion formula (5.1) and the non-
null CLT with respect to more general distributions of (X, Y). The first question of power universality,
recorded below, is motivated by the fact that the power expansion formula in the form of (5.1) does not
explicitly involve any specific form of (X, Y) assumed in (2.8).

ProBLEM 5.1. Establish the universality of (5.1) for general data distributions.

Note that in this paper we established (5.1) by a precise mean and variance expansion for the sample
distance covariance dCovi (X,Y). This is the place where the specific form of the data generating
distribution in (2.8) is crucially used. As a preliminary step towards both power asymptotics and non-null
CLT, it is therefore of great interest to investigate:

ProBLEM 5.2. Obtain (asymptotic) mean and variance formulae for dCovﬁ(X, Y) for general data
distributions in the entire high-dimensional regime n A p A g — 00.

In principle, one can obtain ‘some’ mean and variance formulae for general data distributions by
expanding the square root || X, — X, ||, [|Y, — Y| to further sufficient many ‘higher order terms’ in (6.1)
below. However, it seems likely this approach will suffer from significant deficiencies in certain regimes
within n A p A ¢ — 00 as a cost of handling the ‘residual term’ of the highest order. In fact, even with
the current distributional form in (2.8), it is already a fairly complicated task to handle the residual terms
sharply enough to allow a mean and variance expansion in the entire regime nAp Aq — 00; see Section 6
below for an outline of the complications involved. A new approach may be needed for this problem.

6. Proof road-map of Theorem 2.2

We give a road-map for the proof of the main Theorem 2.2. The basic strategy is to identify the ‘main
terms’ in the Hoeffding decomposition of the fourth-order U-statistics representation in Proposition 2.1.
An immediate problem is that the U, V functions in (2.1) involve the square root of the squared £, norm
which causes differentiability problems. A simple idea is to use the expansion

1/2
1X1 = Xl _ (1+ 1%, —X2||2—r§)/ o IX =Xl -

2 27}

Ty 157

Y, - Y Y, =Y, 12— t2\'? Y, =Y |? - 12
1Y, 2I|=(1+II1 il y) I =Dl v 6.

2 21')%

TY 'L'Y

as the fluctuation of || X; — X2||2 (resp. ||Y — Y2||2) around r)% (resp. 1:)%) is expected to be of smaller

order than r}% (resp. 7:%) in high dimensions. Proceeding with this heuristic, with some book-keeping
calculations, we may obtain the following approximation of U, V functions:

U, %) & =X % /T, V1, Y2) & =y ¥,/Ty. 6.2)

Now if we replace U,V in the k function defined in (2.7) with the above approximation (6.2), the
approximate first- and second-order kernels g, ,, g, , associated with the k function may be computed
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as follows:

81,*(x13)71) = [(X;FEXYyl - ||2XY||%)i|’

2ty Ty

8.4 (1Y) (g, 3)) = [(xlszleyz — x| Zxyy — X3 Txyys + ||EXY||%7)

6Ty Ty

T T
- (xl Zxyys + X EXYyl)i|'

Although the heuristic so far seems plausible, it turns out that the above approximation falls short of
fully capturing the behaviour of the sample distance covariance, even pretending that the effect of higher
order kernels can be neglected. In fact, the approximation (6.2) is not good enough, in a somewhat subtle
way, in the entire high-dimensional regime p Ag — oo: The first-order kernel g, , requires the following
correction:

El,*(x17y]) = gl,*(xl’yl)

U [UZxylE o
— | ———([[X —tr E —|—
2txfy[ 26% (el ()

2

| Zxyllz
2
2ty

(ly; 11> = tr(zy»},

whereas, interestingly, no correction is required for the second-order kernel g, ,. The underlying
reason for the correction terms in the first-order kernel appears to be non-negligible interaction of the
approximation of U,V in (6.1), while such interaction is of a strict smaller order in the second-order
kernel approximation. In fact, the correction terms in g; , (x;, y;) above contributes to the difficult terms
of negative signs in the first-order variance 63’ 1(X,Y) in Theorem 2.2. As a consequence, the variance
of g, and g, , are of the same order but not asymptotically equivalent. Of course, at this point there
is no apriori reason to explain why the correction terms must take this form—they come out of exact
calculations.
From here, a road-map of the proof of Theorem 2.2 can be outlined:

1. Derive sharp enough estimates for the approximation errors of U, V in (6.2) and their interactions.
This will be detailed in Section 8. These sharp enough estimates will immediately give a mean
expansion for the sample distance covariance in Theorem 8.4.

2. Using the estimates in (1), validate that the corrected first-order kernel g, , and the vanilla second-
order kernel g, , are indeed ‘good enough main terms’ to approximate the sample distance
covariance. This is done via variance considerations detailed in Section 9. As a result, a sharp
variance expansion of the sample distance covariance is obtained in Theorem 9.12.

3. Using the mean and variance expansion established in (1)—(2), we establish a non-null CLT for
the ‘good enough main terms’ involving the kernels g; , and g, ,. The main tool is Chatterjee’s
discrete second-order Poincaré inequality [9]. This is accomplished in Section 10.

Finally Section 11 assemblies all these steps to complete the proof for Theorem 2.2. In the Section 7,
we record some further notations and preliminary results that will be used throughout the proofs.
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7. Proof preliminaries
7.1 G[,_] and H[__]

Recall the definition of the matrices G[“], H[.,] in (2.11). We summarize some basic properties of these
matrices below.

LemMma 7.1. The following hold.
L. Hfyyy = Gy Hpy = Goop HigHp) = Gy HooHpn = G-
2. ||G[11]||%* = ||2;2(||%*, ||G[22]||12r = ||2)21||%~, ||G[12]||%7 = ||G[21]||%: = ”ZJXYEYX”%“
3. t0(Gyy) = | Ex 3 t1(Gpaap) = 15y 13 t1(Gyyp) = tr(Gpap) = [ Syl
4. ||H[11]||12: = ||EX||12;, ||H[22]||12v = ||2y||12:, ||H[12]||12: = ||H[21|||%: = ||2xy||12v-
5. tr(Hpyyy) = tr(Zy), tr(Hpy)) = tr(Zy), tr(Gpyp)) = tr(Gppypy) = tr(Zyy).
6. tr(G11)Gaap) = tr(Gy2)Ga1)) = tr(Zy Ly Xy Tyy).

Proof. These claims follow from direct calculations so we omit the details. ([l
The following lemma will be useful in the second moment part of Proposition 8.2 ahead.

Lemma 7.2. Suppose that the spectrum of X is contained in [M !, M] for some M > 1, then the following
hold.

2 2 2 2 2 2
L tr(Gyypy 0 Gyppp) V tr(Hpyyy 0 Hiny)) VI Hyyyy 0 Higgyll S 12 11 2y I/ (zx A Tp) ™

2. IG1y 0 Gyl Spr 1 Zxy 17

Proof. (Proof of Lemma 7.2)See Appendix B. (I

7.2 The function h
Let foru > —1

2 1 _
hw)=vVifu—1-2=_% (1—+)

U7V g 7.1
27 T4 Sy Q2 ® 1)

We summarize below some basic properties of A.

Lemma 7.3. We have |h(u)| < u? and |I (w)| < |u|/(1 + u)!'/?. Furthermore,

u? 301 —g)2
hw) = —— 4+ | ——2
(u) 3 +u /0 601 7 5572 s

2 3 1 3 2
5(1 —
0

T = hs (1)
g8 " 16 AR 8= g ThW

The proof of the above lemma can be found in Appendix B.
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73 Ly,Ly and Ry, Ry

Let
lx; = xl1% — 73
Ly(x1,x,) = % > —1, Ry(x;,xy) = h(Ly(x},x,))
X
ly; = yall> — 73
Ly(y1,y0) = % > -1, RyQ.») = h(Ly(}’ph)), (7.2)
Y

and the double-centred quantities

Ry (x1,Xy) = Ry(x,x,) — E[Ry(x, X) ] — E[Ry(X,x,) | + E[Ry (X, X"].
Ry()’p)’z) =Ry, ) — E[Ry()’p Y)] - E[Ry(y’yz)] + E[Ry(Yv Y/)]-

Using these quantities, we may represent the square root of the Euclidean distance as follows.

LemMma 7.4. The following hold:

X — X Ly(x{,x Ly(x{,x
—” ! 2” =1+ —X( ! 2) +RX(X1,3C2) =1+ —X( ! 2) +h(LX(x1,x2)),
Ty 2 2
lyy — 2l Ly(y1,¥,) Ly(y1,¥,)
DL J2R gy YYD +Ry(y.yy) =1+ ZyVU1 2/ +h(LY(y1,y2)),
Ty 2 2
and
_ L/t 2%
Ux),xp) = ——\x] x5 — xRy (x1,x,) ),
Tx
v SN 4 S 7.3
01, = gl 7 Y0132 ) (7.3)
Y

The following moment estimate will be used repeatedly.

LEmMA 7.5. Suppose that the spectrum of X lies in [M~!, M] for some M > 1. Fix any positive integer
s € N, there exists some C = C(s,M,Z;) > 0 such that the following moment estimates hold.

1. For any positive integer s € N,

ELy (X1, Xy) <, 1 2 Zx % ELY (Y, V) <, 1y 21 Syl
2. For any positive integer s € N,

ERS (X1, X)) <, PN Zx %, ERY(Y),Y,) <, 1y PIZy 5.

Consequently the same estimates hold with ER (X, X,), ER}, (Y, Y,) replaced by their double-
centred analogues ER} (X, X,), ER}.(Y, Y,).
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3. Suppose the spectrum of X'y, X' is contained in [1/M, M] for some M > 1. Then for any positive
integer s € N, forp A g > 2s + 1,

ER (Ly(X1.X5))* Sprs Tx o> ER (Ly(Y1, ) Spps Ty
The proofs of the above lemmas can be found in Appendix B.

8. Residual estimates and mean expansion
8.1 Residual estimates
Let

Yx(x,y) = Ey, y, [Ry (x;. X,) Y5 11,

Yy, ) = Ey, y, [Ry (v}, Y2)X] x,1,

VUxy&,y) =Ey, y, [Ry (x1, X,)Ry (vy, Y2)1. 8.1

In view of Lemma 7.4, these terms appear naturally as the interaction error terms when U(x, x,) V(y, ¥5)
is approximated using (6.2). As mentioned in Section 6, sharply controlling these ‘residual terms’

constitutes the first crucial step in the proof of Theorem 2.2.
First, we have the following representation of ¥y (x1,y), ¥y (x;, y;).

Lemma 8.1. The following decomposition holds:

Yy (x1,¥1) =A],x(x1,y1) +A2,x(x1,y1), Yy (X1, 1) =A1,y(x1,y1) ~|—A2’y(x],y1).

Here
1 2 T T
Ay x(xp, ) = F[(“xl I# = tr(Zx)) x| Zyyyy + 2% Zx Zyyyy + « tr(Hpypp o QX):I’
X
1 2 T T
A y(xy) = F[(H)ﬁ I# = tr(Zy))x) Sxyyy + 2% Zxy Zyyy + k tr(Hipy) o Qy)]’
Y
and

Apx (1) = E[hy (Ly (. X0) (Y Typ) ] Ay yGeyayy) = Bl (Ly (. 1) (X T,
with A5 defined in Lemma 7.3 and
Ox = Hypzi2 Hyye - Qy = Hpgziz! Hyyys (8.2)
with z; = (x]—,y—lr)—r and H[”] givenin (2.11).

ProrosiTioN 8.2. Suppose that the spectrum of X' is contained in [1/M, M] for some M > 1, and that
P, q are larger than a big enough absolute constant.
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1. (First moments) The following hold:
BV (X1, YD1\ 1By (X1 YD1 77ty A tp) By y (X, YD1 S [ Zxy |17
2. (Second moments) The following hold:

WEY3 (X1, Y) \/ By (X, )

V oty (tx A 1) 2Bz y (X1, Y) S I Sy lIF(1V 11 Zxpl1F).

The constants in S only depend on M and the distribution of Z; via its Poincaré constant c, and &,
prescribed in Assumption A. The claims remain valid with X = Y when the spectrum of ¥y = X is
contained in [1/M, M] for some M > 1.

The role and sharpness of these bounds will be gradually clear in later sections. In particular, these
bounds will be essential in the proof of the mean expansion Theorem 8.4 and the variance expansion
Theorem 9.12 ahead.

Note that here the first moment bounds in Proposition 8.2 do not follow directly by the stated second
moment bounds, as the ‘first moments’ here are obtained by first taking expectation followed by the
absolute value. In fact, these first moment estimates are stronger by those derived directly from the
second moment estimates, indicating the essential role of the order of taking expectation and absolute
value in this setting.

An important feature of the bounds in Proposition 8.2 above is that when X'y, = 0, all estimates
reduce to 0. Furthermore the exponent in || Xyy ||, Ty, Ty also need be correct to allow precise mean and
variance expansions in Theorems 8.4 and 9.12, and therefore the non-null CLT in Theorem 2.2, under the
entire high-dimensional regime n A p A ¢ — oo. It is for this reason that the proof of Proposition 8.2 is
rather involved, the details of which can be found in Appendix C. The following lemma is representative
in terms of an interpolation technique in proving Proposition 8.2 and may be of broader interest.

LemMa 8.3. Suppose the spectrum of X' is contained in [1/M, M] for some M > 1. Let by, b, : R - R
be smooth functions. For any k, k', £, ¢ € {1,2}, define

Voy.by (Zxy) = E[hX(LX(Xk’XZ))hY(LY(Yk” o)) X Y1]~
Then
E(Wo,6,(Exy) = ¥, ) S I Sy I3V | Sxyl3)

x (‘L’X4 CEV4 by o Ly - EV4(hy o Ly)d + 1t EVA () o L) - EV*(hy 0 LX)S).

The constants in < only depend on M. The claims remain valid with X = Y when the spectrum of
Xy = Xy is contained in [1/M, M] for some M > 1.

Lemma 8.3 gives a general recipe of bounding the second moment, in terms of the dependence
measure || X'yy || . Details see Appendix C.
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8.2 Mean expansion

As a quick application of the residual estimates in Proposition 8.2, we may get the following mean
expansion.

THEOREM 8.4. Suppose that the spectrum of X' is contained in [1/M, M] for some M > 1. Then the
following expansion holds for the distance covariance:

2
I Zxy 7

my = Ey dCovi(X,Y) = dCov?(X,Y) = oty

[1 + O((ty A rY)_l)].

The constants in ¢ only depend on M and the distribution of Z, via its Poincaré constant c, and ¢,
prescribed in Assumption A. The claims remain valid with X = Y when the spectrum of Xy = X is
contained in [1/M, M] for some M > 1.

Proof. Note that

dCov*(X.Y) = E[U(X. X,)V(Y}. 1,)]

1 -
= — 1T} — FER X1, XY 1)
xTy

- T)%E(Ry(yl’ Yz)erz) + f)%f)%E(Rx(Xl’Xz)Ry(Yl’ Yz))]

1
=— [nzxyn% — BV (X, X)) — 7By (Y, Y) + r)%r%wa,ﬂXl,Y])]-
xTy
The claim now follows by invoking Proposition 8.2-(1). (]

A stochastic version of the above theorem was previously derived in [52, Theorem 2.1.1], where the
main term || Zyy[|%/(tyTy) was replaced by an unbiased estimator and the remainder term was controlled
at the order (p A ¢)~'/2. In comparison, due to the sharp residual estimates in Proposition 8.2, our bound
for the remainder term is much more refined in that it contains an important multiplicative factor || Xyy || 12,,
which makes it asymptotically negligible in the null case as well.

9. Hoeffding decomposition and variance expansion

We first review the basics of Hoeffding decomposition that will be relevant to our purpose. Following
[38, Section 5.1.5, pp. 177], for a generic fourth-order U-statistic with symmetric kernel k : 2 4 SR,
let

kc(Zl""’ZC) = ]E[k(ZI,-'-,ZC7ZC+19""Z4)]9 Z]a"'szc S %
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and for any z;,2,,23,24 € Z,

8o =Ek(Z), g,(z)) =ki(z)) — Ek(Z),

82(21’22) = kz(ZpZz) - k] (Z]) - kz(Zz) + Ek(Z),
3

83G15:7) =k 0,5) —BR@) = D a1 — D (20 2)s
=1 1<l1<tr<3

3
g4(Z1,Z2,Z3,Z4) = k4(Z],Z2,Z3,Z4) — Ek(Z) - Zgl(zg)
=1

- Z gZ(Zel’ZKZ) - Z g3(Z€1’Z52’Z@3)' (91)

1<) <t<3 1<t <ly<l3<4
Then the Hoeffding decomposition says that

4

4
U,y =>" (c) U,(8,)-

c=0

Here for a generic symmetric kernel g : 2 — R,

-1
U (g) = (Z) Zi1<..‘<ic g(Zi1’ ce ’Zi(-)’ ¢z 1;
" g c=0.

For ¢ = 0, g is understood as a real number. In what follows, we will take 2= 2 x %, and k as the
kernel defined in Proposition 2.1. We will evaluate the variance of dCovﬁ (X,Y) = U, (k) by evaluating
the variance of g, g,, g3, 84 associated with k as defined above.

9.1 Hoeffding decomposition: first order

The goal of this subsection is to prove the following variance expansion for the first-order kernel
associated with k.

ProposiTioN 9.1. Suppose the spectrum of X' is contained in [1/M, M] for some M > 1. Then for any
& > 0, the first-order variance is given by

N2 (n) "
(1) (Y) ]Eg%(Xl,Yl) =({=xe) .5—3’1()(, Y) - [1 i ﬁ(

Here 63 (X, Y) is as defined in Theorem 2.2, and the constants in O only depend on M and the distribution
of Z; only via its Poincaré constant c,, excess kurtosis « and &, prescribed in Assumption A. The claim
remains valid with X = Y when the spectrum of Xy = X is contained in [1/M, M] for some M > 1.

1
e (ty /\ry))]'

The proof of the above proposition will be presented towards the end of this subsection. First, we
may compute:

G20z AINe 1o uo Jasn saueiqi] AlsisAlun siebiny Aq €12/ /// L 0BBRI/S/S | /a|oIJe /I lewl/wod dno olwapeoe//:sdiy Wolj papeojumo(
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Lemma 9.2. The first-order kernel is given by

1
ky(z)) = Ek(zy, 25,23, Z,) = E I:EU(pr)V(yl, Y)+ dCOVz(X7 Y):|,

1
81(z)) =k (zy) —Ek(Z) = 5 |:IEU(x1,X)V(y1, Y) — dCov?(X, Y)i|.

We will use the above lemma to devise an expansion for g;. From the approximation of U, V in (6.2),
one may hope that the main term for g; would be 2 'EU (x;, X)V (31, ¥) & (x| Zxyy; — | Zxyl13) /275 Ty
As announced in Section 6, this is however not the case. Let the ‘main term’ be defined as

&1(x,y) = e [(xlTEXYh - ||2xy||12V) + ) x(x1,y1) + ﬂl,y(xl’)’l)]’ 9.2)
XY
where
| Zyyll? | Zyyll?
Ay (. yy) = =22 E (12 = tr(Zy)), Ay () = =l 17 = tr(Zy)).
2‘L'X Z‘L'Y

The terms ) x(x1,y1), %] y(x,y;) are essential to correct the naive approximation (6.2), in that
these terms contribute to the somewhat difficult terms of negative sign in the variance expansion of g;
in Lemma 9.4, which cannot be neglected as they may have the same order as that of the leading terms.

With the main term defined above, let the ‘residual term’ be defined by

Ry(xpy) = =¥y (g, y)) — 9y (0, 3)) + Ty y (g ), (9.3)

where ¥y y is defined in (8.1), and

- 1
VUx(xp,yp) = F[(“’Cl”z — tr(Zy)) (] Zxyy) — 1 ZxylIF) + 2x] Ty Zxpy,
X

+ Ktr(H[ll] o QX)j| +A2,X(x1’y1)’

- 1
Vy(xp,yp) = F[(Hhﬂz — tr(Zy)) (XTEXY)’I - ||2XY”120) +2x] Zyy Tyy,
Y

+ K tr(Hppy o QY)}AH(X1 V). (9.4)

Here Oy, Oy, A, x,A, y are defined in Lemma 8.1. Using g, R, defined above, we may expand g, into
the sum of main and residual terms as follows.
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Lemma 9.3. The following expansion holds:

- 1 - _
g1(x,y) =g (¥ + Z—(Rl(xla)’]) - ER](X1,Y1))~ 9.5)
TxTy

Now we will evaluate the variance of g, and R;. The variance of g, is given by the following.
LemMA 9.4. We have ]Eg%(X, Y) = 472p. 631, where Ernzl is given in Theorem 2.2.

As mentioned above, the variance of g; as above involves terms with a negative sign that are
contributed by the ‘correction terms’ 7| y (x|, y,), % y(x|,y;). These terms can be of the same order
as the main terms. It is therefore important to have a lower bound on this quantity.

LeEmma 9.5.

1. Suppose ||Z‘_1||Op < M for some M > 1. Then ng%(x, Y) 2 IX_Z‘E;ZHEXYH%. If furthermore

1Z0lop < M, then E3(X, Y) < 1371y || Sy |3

2. Suppose X = Y, and ||2};1||Op < M for some M > 1. Then Eg2(X,X) = to® - pll Sy l4. If
furthermore ||Z’X||Op < M, then Eg%(X,X) = 7,';2.
The constants in 2, < only depend on M and the distribution of Z; via its excess kurtosis « in
Assumption A.

Lemma 9.5 above is an important result, showing that the negative contributions of the ‘correction
terms’ o7} x(x1,yy), ) y(x;,y;) will not affect the order the variance g, . In other words, these terms will
contribute a non-vanishing but small proportion of the main terms.

Next to the variance of the main term g;, an important step to obtain variance bound for the residual
term R, is to obtain variance bounds for ¥/, ¥, defined in (9.4).

LemmA 9.6. Suppose that the spectrum of Xy, X'y is contained in [1/M, M] for some M > 1. Then

¢ Var (Vx(X. 1)) \/ 7{ Var (YyX, 7)) Sz, 1 Zxy 17

Here the dependence of < on Z, is via its Poincaré constant ¢, and &, prescribed by Assumption A.

This variance bound plays an important role to keep the residual terms small when || Z'yy ||  is large. In
particular, if one uses the vanilla versions ¥y, ¥y defined in (8.1), the right-hand side of the above display
scales as || Xyy ||4F that would lead to essential difficulties in controlling the residuals. In other words, the
reduction from || Zyy[|3 to || Zyy|I% is made possible by the ‘correction terms’ A x (X131, Dy y (X1, 51)
that, in a certain sense, ‘centre’ the vanilla versions vy, ¥y to reduce the variance.

Detailed proofs of Lemmas 9.2-9.6 are deferred to Appendix D. Now we are in a good position to
prove Proposition 9.1.

Proof. (Proof of Proposition 9.1)By (9.3),

Var (Rl(Xl’Yl))

<y Var (Y (X), ¥))) + 7y Var (Yy (X1, ¥))) + 31y Evg o (X, Y)).
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The first two terms can be handled by Lemma 9.6, while the last term can be bounded by

2 a4 | IZxplFE + 1 Zxyllf
Evyy(X,,Y) Syt Ty [ (T A Ty)2 /\1
x ATy

This follows by Proposition 8.2-(2) and the simple bound
Eygy(X,,Y)) < ER} - ER} < .
Yy y Xy, Y) < ERy Sncry

using Lemma 7.5. Summarizing the estimates, we have

[ XYH% I Zyyll%
Var (R, (X,,Y))) < = MY)Z o) /\

As Var(g) = (1x¢) Var(g,)+ ﬁ(s Ty ry Var(R X, Y)) for any ¢ > 0, the proof is now complete
by noting that

| Zxy 1% IIEXYIIF /\
Va'r(Rl (X Y)) ('[XA'ry)2 (txATy)? 1
gty Var(g) ~ I Zxy 7 S ATy
using Lemma 9.5 in the first inequality. (I

9.2 Hoeffding decomposition: second order

The goal of this subsection is to prove the following variance expansion for the second-order kernel
associated with k.

ProposiTION 9.7. Suppose that the spectrum of X' is contained in [1/M, M] for some M > 1. For any
& > 0, the second-order variance is given by

N2 (m\ ! 1
(2) (Z) Eg3((X,, ¥)), (X5, ¥y)) = (1 £ 6) - 625(X, V) - [1+ﬁ(—)].

& - (TX VAN TY)Z

Here 5%2(X ,Y) is as defined in Theorem 2.2, the constant in & depends on M and the distribution of
Z, only via its Poincaré constant c,, excess kurtosis « and g, prescribed by Assumption A. The claim
remains valid with X = Y when the spectrum of ¥y = Xy is contained in [1/M, M] for some M > 1.

The prove Proposition 9.7, we will first get an expansion for g,, which requires a calculation of k,:
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Lemma 9.8. The second-order kernel is given by
ky(z1,20) = Ek(zy, 25,25, Zy)

= %[U(xl,xZ)V(yl,yg) +2EU(x, X)V(y, Y) + 2EU(x,, X)V(y,, Y) + dCov3(X, Y)
—EUGxL XV, Y) — EU(xy, X)V(yy, Y)]

We will use the above lemma to devise an expansion for g,. In the first-order expansion in the previous
subsection, we have seen that the approximation of U, V in (6.2) is not enough to get a precise variance
expansion of g,. Somewhat interestingly, as announced in Section 6 such approximation is good enough
in the second-order expansion. Formally, let the ‘main term’ of g, be defined by

8 (G ), (0. 3)) = [(xlszleyz — x| Zxyyi — %3 Zxyys + ||2xy||12V)

1
6Ty Ty

— (<] Dy + 3 Dy, )} (9:6)
and the ‘residual term’ be defined by [recall the definitions of Ry, Ry after (7.2)]

Ry (1,3, (62,2))
= —T>%X1TX2RYCV1J2) - f%leysz(xl,@) + T)%T)%RX(xl’xz)Ry(yl’yz)

— Ry (x,y1) — Ry (x,y2) — Ry (%1, ) — Ry (%, yy),
with R, defined by [recall the definitions of ¥y, ¥y, ¥y y in (8.1)]

Ry(xp,y)) = =ty (v, y) — Tp¥y (v, 3) + Ty ¥y y (g, ). 9.7)

The following lemma gives an expansion of g, into the sum of the main term g, and the centred
residual term R,.

LemMma 9.9. The following expansion holds:

gZ((xpy[)’ (x2’y2))

= 2(Cxps 1) (%2,52)) + I:RZ((xl’yl)’ (x2,2)) — ERy (X, Y)), (X, Yz))]-

6Ty Ty

Proofs of the proceeding lemmas can be found in Appendix D. Using the above decomposition, we
only need to compute the variance for the two terms g,, 1_32 on the right-hand side of the above display for
the proof of Proposition 9.7. Clearly the variance of g, can be evaluated by a book-keeping calculation,
and the variance of 1_32 can be handled by the residual estimates in Proposition 8.2. The proof below
illustrates the strength of the bounds obtained in Proposition 8.2.
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Proof. (Proof of Proposition 9.7) First note that we may expand 361%1’%1@5}% ((X 1Y), (X5, Y2)) as
T T T T 27> T T 2
]E[Xl X0 Yy =Xy XyyY) = Xy Yyy Yy + HZXY”F:I + E[Xl 2xyYr +X, EXYYI] =E| +E,.

This follows as the cross term has expectation 0 due to the symmetry of the distribution of (X, Y). After
expansion, we have

E, = EX| X, Y V))? 4 2E(X] Zyy ¥))? + || Zxylls — 4EX| X, Y] Y, X[ 2y, ¥))

+ 20| Dy llE + 2EX| Dy Y1 X5 ZxyYs) — 4l yyllh.

The above terms can be calculated using Lemma G.3:

The first term is

IE:(XlTX2Y1TY2)2 = 2(||Exy||4p +tr(Zxy Ly Dxy Xyy) + Ztr(EXYEYEYXEX))
+ 2 FI Sy N7 + 2 - [2 tr(Gp1; © Giap) + tr(H[zll] o H[222])]

2 2
+ &7 - |1Hpypy 0 Hppgllp-
e The second term is

EX| Zxy¥))? = 2(||Exy||jtp + | Zxy DyxllF + tr(Zyy Sy Zyx Zy) + & - tr(Gypp) 0 G[12]))'

¢ The fourth term is

—ARX| X, Y Vo X[ Ty Y)) = —4EX[ ZyyY))?

= —4(||Exy||j‘v + ||Exyzyx||12'7 Ftr(Xyy Xy Xy Xy) k- tr(G[12] o G[IZ]))'

e The sixth term is 2E(X] Ty, Y, X) ZyyY,) = 2[| Dy 3.

In summary, we have

Ep = | ZYIFIZPIF + 1 25y IF + 2t0(Zxy Ty Zyx Zy)

+ 2k - (t1(Gyygy © Gpipp) + tr(Hfyyy 0 Hbyp)) + 6% - [ Hpyyy © Hypy 7
Similarly, we have

E, = 2E(X{ ZyyY5)? + 2E(X] ZyyVoXg Syp¥)) = 2t1(Zyy Zy Zyx Zy) + 21 Sy Zyx 1.
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Combining the identities and applying Lemmas 7.2 and G.5 yields that
E23((X,.Y)), (X5, 1))

1
=~ | (IExIFI Ey 1+ 4 (i By By T + 1 By I+ 20 Sy By l7)
XY

+26 - (41(Gpyz) © Gpyag) + tr(Hiy 1y 0 Hibyp) + &2 - [Hyyyy © iy 1]

1
| SISy 1% + ||2xy||‘;>[1 T ﬁM,K(—)}

- 36tit2 (| (ty A Ty)?

For the residual term, it can be bounded as follows:
ER} (X, Y1), (X5, Y5)) S tyEV2(X] X)* - EV2R} + tgEV2 (Y[ v,)* - EV/?R},
+ gty EV/2RY - EV2R) + ER2.
Using Proposition 8.2-(2), it follows that

I Zxy IFAV I Zxy IF)
(tx A Ty)?

ER} < By + tyEY} + tiry By, Sy

This, combined with Lemma 7.5-(2) and an easy calculation that IE(X;'—Xz)4 SIZy ||‘; and E(Y{'— Y2)4 <
| Zy|I%, shows that
ER3 (X1, Y1), (X, ¥2)) Spr T - 1 ZxNF - 7y YISy llE + - 1 2yl - o5 P Dyl

I Zxy 121V [ Zxyl12)
(g A Ty)?

4.4 _-8 4 _-8 4
+ryty - Ty N EyllE - T I ZyllE +

IZGIZNZy 1% + I Zxy 120V [ Zxyl12)
(ty A Ty)? ’

~M

As Var(g,) = (1%¢) Var(g,)+ ﬁ(e_l ~‘L’X_2'CY_2 Var(I_Qz(X, Y)) for any ¢ > 0, the proof is now complete
by noting that

- I Sx 21 Zy 12+ Zxy 12+ Zxy I 5
Var (Ry(X,Y)) _ (A2 < 1

~M 2 2 4 ~M 2°
I Zx N ZyllE + 1 Zxy e (tx A Ty)

1217 Var(g,)

as desired. O

9.3 Hoeffding decomposition: higher orders

The goal of this section is to prove the following.
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ProrosiTioN 9.10. Suppose that the spectrum of X' is contained in [1/M, M] for some M > 1. Then the
third- and fourth-order variance are bounded by

Egi +Eg} S vty (IS 121 Sy 17 + 1 Zxy I + 1 Zxy ) S Bef + Eg.

Here the constants in < depend on M and the distribution of Z; only via its Poincaré constant c,, excess
kurtosis « and ¢, prescribed by Assumption A. The claims remain valid with X = Y when the spectrum
of Xy = Xy is contained in [1/M, M] for some M > 1.

To prove this proposition, we need to evaluate ky and k4. k, = k is already given by Proposition 2.1,
so we only need to compute k53 as follows.

LemMma 9.11. The third-order kernel is given by
k3 (Z] » 295 Z3) = Ek(Z] 5225235 Z4)

1
[2 D UG x,)VO,y,) +2 D EUX )V, )

12
1<ij<ip<3 1<i<3

- > U, x)V0i.vi) — 2. BUX.x)V(Y, yiz)].

(i1,i2,i3)€0 (1,2,3) 1<iy#i<3

The proof of the above lemma can be found in Appendix D.

Proof. (Proof of Proposition 9.10)For the second moment of g5, we each term in its definition (9.1) can
be bounded as follows:

* First we have
ER3 ((X,, Y)), (X5, Ys), (X3, Y3))
SEV2UMX, X)) - EV2VAYL Yy) S oty 2 SR Sy 12
The last inequality follows as

EU*X,.X,) < 17 (E(XlTXZ)“ + rﬁEie;‘((Xl,xz))

(%)
4 4, -8 8 4 4
< Tx (||Ex||F+TX ||Ex||p) ,STX I Zx 7,

and similarly EV4(Y1, Y, S ry_4|| Z‘y||4, using Lemma 7.5 in ().

e By Theorem 8.4,

2 _ —
(dCov® (X, 1))? Sy 1 275 21| Sy I

~.
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* By Proposition 9.1 and Lemma G.5,
Egi (X1, Y1) S vty 1 Syl
* By Proposition 9.7,
g3 (X1 Y1), (X0, Yp) Sy 7 1y > (IS IEI Sy IF + 1 Zxyl1F)-
Collecting the above bounds and using the variance lower bound in Lemma 9.5,
Eg} Su vty 2 (I S 131 By IE + I Zxy I} + I Exy ) Sy Bl + El.
The second moment bound for g, can be obtained in a similar way so we omit the proof. g

9.4 Variance expansion
With the groundwork laid above, we are now able to prove the following variance expansion formula.

THEOREM 9.12. Suppose that the spectrum of X is contained in [1/M, M] for some M > 1. Then

2
Var((_izCov*(X, Y)) 1 Sn_l/z—l- (p/\q)_l/4-
Oy (X’ Y)

Here 6,% (X,Y) is defined in Theorem 2.2, and the constant in < depends on M and the distribution
of Z, only via its Poincaré constant c,, excess kurtosis « and g, prescribed by Assumption A. The
claims remain valid with X = Y when the spectrum of Xy = X is contained in [1/M, M] for some
M > 1.

dCov2(X,1)=Y"*_,

Proof. By Hoeffding decomposition ( cUn(ze)

)SO

4

2 -1
0% = Varg (dCo’ (X, 1)) = > (j) ('c’) Eg?.

c=1

Now we may apply Propositions 9.1, 9.7 and 9.10 to conclude that the left-hand side of the desired
inequality is bounded by

Oy + A"
&

inf
e>0

(1+s)(1+ )—1’ =n 24 (pnarg~/

The claim follows. O
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10. Normal approximation of truncated dCovi
Letgy =E dCovi (X,Y) = dCov?(X, Y). Recall 81,8, defined in (9.2) and (9.6). Define the truncated

sample distance covariance:

2

. 4
T,x.¥)=>" (C) U, .. (10.1)
c=0

The goal of this section is to prove the following non-null CLT for Tn X, Y).

THEOREM 10.1. Suppose that the spectrum of X lies in [1/M, M] for some M > 1. Then there exists
some C = C(M,Z;) > 0 such that

T I 1/4
err, = dKo](Tn(X’ D BT, &, Y),JV(O, 1)) < C(l + i) .
Varl/2(T, (X, Y)) n pq

Here Var(T,(X,Y)) = 62(X, Y) is defined in Theorem 2.2, and C depends on Z; only via its Poincaré
constant c,,, excess kurtosis « and &, prescribed by Assumption A.

The major tool to prove the CLT in Theorem 10.1 is the following discrete second-order Poincaré
inequality proved by Chatterjee [9].

Lemma 10.2. (Discrete second-order Poincaré inequality). Let X = (X;,...,X,) be a vector of
independent Z“valued random variables, and X’ = (X}, ..., X)) be an independent copy of X. For any
A C [n], define the random variable

A | X, ifieA,
Y x, ifig A

Define Ajf = f(X) — f(x'), T, = Diea AfCOAF(XH), and

T —_—
zAg[n] (|:|)(n - |A|)

Then with W = f(X) admitting finite variance o2,
W — E(W) Var'/2 (E(TIW)) 1 < ;12
—_—— A0, D) 2| —m———+ — E|lAf(X .
KOI(Varl/Z(W) ( )) - [ o2 353 ; |47 X)]
Proof. This follows from [9, Theorem 2.2] and Lemma G.2. (Il

We start with the following decomposition of 7_"” (X, Y). Its proof will be presented in Appendix E.1.
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LemMma 10.3. Let

Y (X Y) =D (XIX, Y Y, — [ Zxyl7)s

I

U (X,Y) = Z (X ZxyY; + X 2y 1)),

%
n X 2 X 2
v = 3 [0 (e i) 4 200 e sy)])
=1 X ty
Then
_ _ 5 _ B 2
T,(X,Y) = dCov*(X, Y) + —T (v (X.7) = v, (x.7)) ezl

Proof. (Outline of the proof of Theorem 10.1) Define T, X, V)-T, X.Y) and Ay (X, Y)-A;05(X,Y)
as in the discrete second-order Poincaré inequality (cf. Lemma 10.2). The following three propositions
give variance and third moment bounds for these quantities.

ProposiTion 10.4. (Analysis of ;). Assume the conditions in Theorem 10.1. Then the following hold:
1. (Variance bound)

Var [E(T,, 1X. V)] S n - | ZxllE Zy 5+ 0t - (V[ Zxy DI ExIFI Sy ll7

+ 17 (IV I Zxy I Sy 17

2. (Third moment bound)

n
D EAY XY S a2 (E0) r2(2y) + 0t Sy 1
i=1

The constants in < depend on M and the distribution of Z; only.

ProposiTion 10.5. (Analysis of v,). Assume the conditions in Theorem 10.1. Then the following hold.
1. Var [E(T,, X, V)] < n*[| Zxyll
2. YL ElAY, (X V)P S w02 Syl
The constants in < depend on M and the distribution of Z; only.

ProposiTiON 10.6. (Analysis of v3). Assume the conditions in Theorem 10.1. Then the following hold.
1. Var[E(T,,IX. V)] S n- | Sxy ISy + 77,

2 S EIAY X NP S0 | Sy l3 (g + 1),
The constants in < depend on M and the distribution of Z; only.
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The proofs of these propositions will be detailed in Appendix E. By the proceeding propositions and
Lemma G.5, we have

_ Var'? (E(Ty, 1X.Y)) + Var'/2 (E(T, IX. 1)) N Var!/? (E(T,,|X.Y))

= n4r§t}% nzg%r}%
4
< |: 1 LV 1 Zxyllp I (1v HEXY”F)HEXY”F} I Xyl
~M 572 2ty Ty n2cl) m2cti(tE A Td)

-
w5z |7 R+ Ty (V1 Syl + 12 Syl Syl |
n“Tyty

and

ST EAY X Y)P +ElAY, X, V)P N ST EIAYS XY

D, =
2 noriTs ity
-3 -3
- [ ! ||2XY||%} nl Sy lp(ry” +17°)
ML 23} Ty
1
—-1/2_3_3 3
M 333 [” Py +n||EXY||F]‘
Ty Ty
Using Theorem 9.12 with the lower bound Lemma 9.5, we have
-2 = 2 2.2 4
2 = Var (T, V) 2y = [l Zxyl} + 7 + 1 Exy ] (10.2)
n ‘[X‘L'Y
This entails that
D, _ n'Prgry 4 ity (1 1 Zxyllp) + ' AV 1 Zxy 0 | Exy e
- /\/M
o? nl| Zxy I + 377 + 1 Zxy Il
PRI T Ty | Zxyll 21 Zylle 1 1
Tl oy nlSxylE g ol SxylE gy 0wy

D, 12030 + || Zyy I3 o1
-3 ~M ~ .
a3 n3/2||zxy||?: + Tg‘f; + ||2xy||16r nl/2

The claim follows using Lemma 10.2 in the form

D1 D2 1/2
errnfC ﬁ—i_; ,

as desired. O

G20z AINe 1o uo Jasn saueiqi] AlsisAlun siebiny Aq €12/ /// L 0BBRI/S/S | /a|oIJe /I lewl/wod dno olwapeoe//:sdiy Wolj papeojumo(



40 Q. HAN AND Y. SHEN

As outlined above, the major step in the proof is to obtain good enough variance and third moment
bounds for E[Tv/] X, Y]-]E[T% |X,Y]and A (X, Y)-A;93(X, Y), as claimed in Propositions 10.4-10.6.
The proofs to these propositions are fairly delicate and involved. The most complicated case appears to
be the control for E[T |X Y], Ay (X,Y) associated with the first term v/ (X,Y) due to its highest
polynomial order by deflmtlon The structure of the bounds in Propositions 10.4—10.6 also reveals a
careful balance among the power in the terms n, || x| 7| Xy ||, ||2xy||12r~ Such a balance turns out to
be crucial to reach the announced error bound in Theorem 10.1 that requires no more than a bounded
spectrum condition. See Appendix E for proof details.

11. Proof of Theorem 2.2
(Step 1) By definition of Tn (X,Y) in (10.1), we have

A, =dCoviX.Y) - T,(X.Y) = > U,(3. — 8.) + D U,(g,)-

This means

Var(4,) _ <~ Var[U,(s. — &)] & Var [U, (g,)]
G2(X,Y) "~ Z 2(X Y) +z a2(X,Y)

For ¢ = 1, by Lemma 9.3 and the proof of Proposition 9.1, we have

Var[U,(g, —&)]  Var(R,(X, ) _ Var(R,) < 1
G2(X,Y) = ntiticr(X,Y) ™ r)%r)% Var(z,) "Mty Aty

For ¢ = 2, by Lemma 9.9 and the proof of Proposition 9.7, we have

Var [U, (g, — gz)] VarRy) — _ Var®y)  _ 1

o (X.Y) M n222e252(X,Y) ~M 12t Var(z,) M (ty ATy)?

For ¢ = 3,4, the proof of Proposition 9.10 yields that

Var[U,(g3)] + Var [U,(g9)] Sy m(nzxu%puzyn% + 11 gy 1% + 1| Sy llF),
XY

so using the variance lower bound in (10.2), we have

Var [U,(g3)] + Var [U, ()] _ 1
G2(X,Y) ~M o
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Collecting the bounds, we have

Var(A4,) < 1 1

_2 NM .
0:(X,Y) no Ty ATy

(11.1)

(Step 2) First consider normalization by 0,(X,Y) = Var!/ Z(Tn (X,Y)). Using the decomposition

n

" 7,(X,Y) - 6,(XY)  VarA(T,(X,Y))

i dCovi(X,Y) —dCov’(X,Y) A T,X,Y) —ET,(X,Y)

by Lemma G.1 and Theorem 10.1 (note that EA, = 0),

dCovZ(X,Y) — dCov?(X, Y)
dKol

5,(X,Y) A0, 1))

T _TRT 1/3 1/6
< dKol(T"(X’ D= LAY s 1)) + 2(}%) <\ (;) .
Var'/*(T, (X, Y)) G2(X.Y) AP AG

Next, with the normalization Var!/? (dCovi (X,Y)), consider the decomposition

dCovZ(X,Y) —dCov?(X,Y) - - 5,(X,Y) , .
12 2 =L, +1L, 12 2 —)=L+A,
Var!/2(dCov? (X, Y)) Var!/2(dCov? (X, Y))

By Theorem 9.12, Var(A_n) Su n~' 4 (p A g)~'/%. The claim now follows by invoking Lemma G.1. [J
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