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Abstract

Strong changes in bulk properties, such as modulus and viscosity, are observed near
the glass transition temperature, Tg4, of amorphous materials. For more than a century, intense
efforts have been made to define a microscopic origin for these macroscopic changes in
properties. Using transition state theory, TST, we delve into the atomic/molecular level picture
of how microscopic localized relaxations, or “cage rattles,” translate to macroscopic structural
relaxations above Tgy. Unit motion is broken down into two populations: (1) simultaneous
rearrangement occurs among a critical number of units, nq, which ranges from 1 to 4, allowing
a systematic classification of glass formers, GFs, that is compared to fragility; (2) near T,
adjacent units provide additional free volume for rearrangement, not simultaneously, but within

the “primitive” lifetime, T4, of one unit rattling in its cage. Relaxation maps illustrate how Johari-
Goldstein B-relaxations stem from the rattle of nq units. We analyzed a wide variety of glassy
materials, and materials with glassy response, using literature data. Our four-parameter
equation fits “strong” and “weak” GFs over the entire range of temperatures and also extends
to other glassy systems, such as ion-transporting polymers and ferroelectric relaxors. The role
of activation entropy in boosting preexponential factors to high “unphysical” apparent
frequencies is discussed. Enthalpy-entropy compensation is clearly illustrated using the TST
approach.

Introduction

Below their glass transition temperature, T4, amorphous materials exist in a glassy
state without long range order. A molecular scale description of the approach to this state from
high temperatures, signaled by a rapid increase in bulk stiffness, has long challenged
theorists.™* Figure 1 illustrates the dilemma: at sufficiently high temperature, T, the bulk
structural relaxation rate, wq, mirrored by the viscosity, n, shows classical Arrhenius behavior
Inwg ~ -1/T, typically used to describe thermally activated processes. Approaching Tg, in the
supercooled region there is a strong deviation from Arrhenius, and at T4 the material becomes
a solid glass with almost no liquid-like response.® It is generally agreed that cooperative motion
between units comprising the glass former, GF, increasingly limit dynamics approaching Tg.%
7
Figure 1. Relaxations in glass formers. The dynamics, given by the structural relaxation rate
w, (s), or viscosity n (Pa s), slow as it cools. At high temperatures, dynamics can be

In w,
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described by an Arrhenius equation (dashed lines). Deviation from Arrhenius behavior is
observed approaching T4 (diamond).

A maijor goal of theory is to describe dynamics in all glass formers with one equation.’
Towards this goal, “universal” scalings and relationships have been established. For example,
the a-relaxation of many glass formers adheres to thermodynamic scaling: wq is a function of
a scaled relationship between density (pressure) and temperature.® While activation energy
E. and a prefactor A are the only two fit parameters required to describe Arrhenius response,
the most economical analytical description of the curvature in the supercooled region needs
at least three parameters. Towards this end, the Vogel-Fulcher-Tammann (VFT) equation has
been used for several decades;®

—DTyp
Wrypr = Woypr €770 (1]
where wovrt, D, and T, are empirical, freely-adjustable fit parameters. wo (no) comes from a
high-temperature extrapolation. To, known as the Vogel temperature, is usually about 50 K
below T4. Many decades of discussion and controversy have ensued over the meaning of To
and whether, as it implies, flow ceases completely at this temperature.'® VFT fits with one set
of parameters are typically useful over a limited temperature range. If the range is expanded,
two or more VFT fits,""'3 or a combination of Arrhenius plus VFT,' are often used. Many of
the models describing the temperature dependence of structural relaxation have recently been
summarized by Novikov and Sokolov.'?
Eyring modified his transition state theory (TST) to describe the viscosity of liquids'®

n= Knoe—AS*/ReAH*/RT [2]

where free energy of activation AG*, = AH* - TAS*, and AH* and AS* are enthalpy and entropy
of activation, respectively. k is a transmission coefficient which represent a probability of
reaction. Eyring assumed?® that « was “probably very nearly unity.” Prefactor no was estimated
to be Nah/V where Na is Avogadro’s number, V the molal volume and h is Planck’s constant.
In a transition state model, Avramov and Milchev, AM, assumed that dynamics resulted from
hopping of units between coordination spheres with a random distribution of activation
energies and relaxation time, t, around a mean.'” This introduced dynamic heterogeneity and
yielded the following three-parameter expression

T a
logn = logno + [;] (3]

Maxwell’s equation relates relaxation rate to viscosity via the high frequency glassy modulus
Go: wq = Go/n. Extrapolations of AM to high temperatures (i.e. into the Arrhenius region)
significantly overestimate no, which should be of order 102 Pa s.' Hrma et. al recently
concluded'® that any analytical model representing a full 11-12 orders of dynamic range in
viscosity or relaxation time, from T4 up, must have at least four adjustable parameters.

Macedo and Litovitz'® focused on the deviation from Arrhenius in the supercooled
region by breaking down the jump probability of a molecule to an empty site, p;, into the

Ea
probability of having sufficient energy to break bonds pe (which is the e &7 term) and the
probability that there is sufficient local free volume for a jump to occur, p,

Pj = Pg X Py [4]

For the p, term they employed the expression of Cohen and Turnbull®® for the probability of
finding the minimum local free volume for a jump

py = 710/ 5]

Where y is an overlap correction between 0.5 and 1, vq is the close-packed molecular volume
and v: is the free volume. This yields the following

n = noe??/vr eFa/RT [6]
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This “hybrid” 5-term equation was able to fit both the supercooled and Arrhenius region of the
glasses tested.

An expression by Mauro et al.?!, previously proposed empirically by Waterton,?? was
derived starting from the Adam-Gibbs (AG) equation relating the configurational entropy, S,
of a glass former to the viscosity®?

R [71

where s; is a constant high temperature configurational entropy (found in the Arrhenius region)
and S; decreases into the supercooled region. Calculating?* 2° or measuring?® S; is not
straightforward. Mauro et al. used a temperature-dependent constraint model to obtain S,
assumed the glass transition was defined by a shear viscosity of 10'> Pa s, and used
experimental slopes of logion vs. 1/T at T4 (known as fragilities?”) to arrive at an equation of
the form

Inn = Inny +

K
log1on = logiomo + ;ec/T [8]

Where K and C are constants. A comparison with VFT and AM models concluded that Eq. 8
provided a more accurate description.?' However, all the above three-parameter equations fail
to some extent into the Arrhenius region.'?

Adam and Gibbs?®® recognized the central importance of correlating molecular
(microscopic) motion to structural (bulk) relaxation in glass formers when they ascribed the
temperature dependent relaxation rates, wqac to rearrangements in microstructures termed
cooperatively rearranging regions (CRRs) of minimum size nt units (which they called z*)?

Wa a6 = Ae~mrEu/RT [9]

where E1 is the activation energy for one unit. At temperatures closer to the glass transition,
the apparent activation energy ntE: (see the slopes in Figure 2) increases substantially,
becoming larger than the enthalpy of vaporization by almost a factor of 5.23- 28 The increase in
apparent E, is interpreted to stem from increased cooperativity between units.?

In A}IT I~ \\ d In wa _ nTEl

g N dT-1 - R
In Aa o N

In w,

11T (K)

Figure 2. In wq (s') as a function of 1/T; solid blue curve. Near the glass transition, nt
cooperatively rearranging units present an increasing apparent energy barrier of height ntE4
(dashed red lines), where E; is the activation energy for one unit. The prefactor Ay also
increases strongly with nt on these Arrhenius plots.

The configurational entropy-based approach in Equation 7 is appealing because the
activation energy and Inno terms remain constant, leaving the configurational entropy to be
determined. In contrast, in the AG dynamic cooperativity framework (Equation 9) each of the

4
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Arrhenius-style plots (Figure 2) has slope ntE1 but also a different A intercept which depends
on n1. These values of A can be enormous and are at odds with the original AG approach,
which relied on a constant preexponential factor.?> Nevertheless, models based on the
apparent increase in activation energy predict slowing of dynamics near Tg. 2%3° In our model
E. does not change, instead, an additional kinetic barrier develops approaching Tg.

In the present work, we re-evaluate the CRR aspects of the AG microscopic model
(without progressing to the configurational entropy parts of AG) in a transition state theory
framework and add a crucial refinement to the idea that local motion on the microscopic scale
is described as caged motion, where units rattle locally to the limits of their cage, but not
beyond.* 3" Under the right conditions, units escape their cages and rearrange - a structural
change impacting bulk properties (e.g. viscosity and modulus). In our analysis, we break
cooperative motion down into two types: a small number of correlated units rearranges
simultaneously, facilitated in the supercooled region by neighbors that move within the
relaxation time of one unit cage rattle. Separating the microscopic components in this way
allows us to separate the spatial and temporal elements of the a-relaxation and show how
localized caged motion evolves into structural relaxation.

Methods and Model

Single Units. At the microscopic level we assume a material consists of single units of
minimum size, often presented as beads in simulations.® 3! 32 These units represent the
smallest entities, atoms or groups of atoms, that can potentially rearrange to isoenergetic
states before and after rearrangement. At all temperatures above zero, we assume units rattle
to the extreme of their cages at an average (relaxation) rate w1
w, = Aje F1/RT [10]

with activation energy E+ and preexponential factor A1. This frequency refers to units rattling
to the limit of their transient cages* with an average temperature dependent relaxation time ,
= 1/w,. In other words, a fraction of units, given by the Boltzmann distribution, e ~#1/RT  has
enough energy to move to the limit of their cage.

A Poisson distribution describes the probability that a given number of random events
will occur in a fixed interval of time, and is given by a probability mass function, p(k), with k the

k
number of occurrences: p(k) = %e‘ﬂ. The probability, p(k = 1), of a specific unit (k = 1) moving

1
in its cage in t, seconds, with an average rate 1 = 1 move per 1, seconds, is p(k) = %G)

Therefore, the probability that n(T) specific neighboring units will move in interval 7, is e ™™™,

The Critical Relaxation Cluster, n, Dielectric, mechanical, and thermal methods
reveal many relaxation modes in glasses. Johari and Goldstein drew attention to certain
relaxations, By, in rigid glasses which had similar Arrhenius temperature dependences as
the liquid state (at far higher temperatures) and suggested this relaxation corresponded to
less cooperative but caged motion of an unspecified number of adjacent or clustered units.3%
34 Ngai and coworkers have stressed the importance of these “primitive relaxations” as
precursors to the a-relaxation at T > T4.8 35 Recent computer simulations have supported the
evolution of caged dynamics from far below T4 to unhindered dynamics in the liquid state far
above Tg.%¢

Here, we assume for a-relaxation a cluster of a specific number of units, ng, must
rearrange simultaneously such that the total energy is the same before and after the move.
These nq units, in a local minimum energy environment, are connected by chemical (covalent,
ionic, or metallic bonding) or physical (dipolar, hydrogen bonding) interactions, depending on
the material, and move to conserve the symmetry and energy of interaction. This (temperature
independent) critical number of units is often assumed to be equal to 1,23 but, as shown here,
it can range from 1 to 4. Above Ty, nq units start to rearrange, below Tg, they mostly rattle (see
Figure 3 for an example of ny = 2). If nq is the same for a and Byc relaxations, the activation
energy for nq units rattling simultaneously is nEq1 = Ea, which yields the corresponding
Arrhenius form of the caged relaxation rate wn, ..., = @jc = AjgeEa/RT “where Ay is the

prefactor for rattling.
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Figure 3. A. A rattle of two units, which move in a correlated manner to preserve the
interaction between them. B. Some rattles evolve into a rearrangement, seen as a structural
relaxation.

Cooperatively Assisting Units, n.. When the amplitude of the rattle is enough to overcome
the boundaries of the cage, a unit, or a cluster nq of them, may escape. When does a caged
relaxation evolve into a structural relaxation? Doolittle and others advanced the idea that the
degree of structural mobility is connected directly to the free volume of the material®” 38 and
cooperativity is a consequence of limited free volume.” 3 Thus, nq units require at least V, of
free volume to rearrange i.e. to go from caged to structural relaxation. At sufficiently high
temperatures (the Arrhenius region) there are no (free volume) constraints to the concerted
movement of ny units. a-relaxation occurs with the same slope as caged nq but the intercept
is higher because Aq > Ajc. As the temperature decreases, free volume also decreases. At
some specific temperature, Tsa (SA = super-Arrhenius), at least one of the neighboring units
must move to create sufficient free volume during interval t,,which occurs with probability 1/e.
This additional unit, and other neighbors that are increasingly called upon as the temperature
decreases, are termed “cooperatively assisting,” neT). Their purpose is to focus the local free
volume, which fluctuates spatially and temporally throughout the sample, around nq. Thus, the
minimum total number of neighboring units moving cooperatively within t; at any temperature,
NT = Na + N¢(T)



J. Chem. Phys. 161, 034502 (2024) Accepted Version

A
B
Cc

Caged unit  Caged cluster Fluctuating free volume

vy vV O W

Rearrangement —p Reversible rattle <«—»

Polymer pair exchange

> >HC-D>C

Figure 4. Relaxation modes. A & B caged motion of 1 or 3 units, the latter sampling the
extremes of the cage while maintaining its ny = 3 interaction environment; C) 7,: structural
relaxation of nq = 3 units facilitated by two neighbors (n¢r) = 2) which provide enough free
volume for nq units to structurally rearrange. D. Possible unit exchange in polymers.

Tsa marks the start of deviation from Arrhenius response of the a-relaxation where it
now enters the spatio-temporally restricted regime. Microstructures of nq units moving while
conserving the symmetry of interaction are suggested in Figure 4A - C. From the results below,
simple molecular GFs with mainly van der Waals intermolecular interactions (no hydrogen
bonding) appear to yield nq = 1. Polymers appear to be a special case wherein nq is usually =
2. For obvious reasons, movement in linear polymers is dimensionally constrained due to the
connectivity of the repeat units: only a small segment of the chain, such as a persistence
length, can move as a unit. Figure 4D shows the exchange of two polymer segments as a
possible example of a nq = 2 concerted move. Because the Si atom in silicates shares oxygens
with four other Si, the nq = 4 found for silicates and related glasses could mean that a unit is
an oxygen atom. Using high-temperature °Si NMR measurements of K:SisOg, relaxation
consistent with exchange of oxygens was identified with a total activation energy E, of 180 kJ
mol,%0 in the range of E, for silicates listed below.

There are no preordained nq clusters. Within any T4, any cluster of nq units may attempt
to rearrange. Below Tsa they are not assured of the free volume needed to rearrange, so they

have to rely on n¢m neighbors to move during T+ to provide the required free volume.
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Heterogenous Dynamics. Another generally accepted feature of supercooled liquids is that
they exhibit spatially heterogenous dynamics,-3 or regions of different sizes moving at different
rates.*! In the present analysis, we incorporate the central idea of dynamic heterogeneity as
follows: first, there is a spatially- and temporally- fluctuating distribution of sizes in the CRR.
Second, as with AG, at any temperature all CRRs above a minimum size, nt (= nq + n¢m),
contribute to bulk a-relaxation:
Wq = Age T EE e [11]

Any CRR of size nt and above contributes to a-relaxation with weight e ~"<(™. The summation
is a geometric sum and therefore Equation 11 becomes

1-n
_ e <M _ _
wg = Al e~Fa/RT = A, e~Fa/RT g=Na(r) [12]

e—1
where 4, = i‘%"

In TST, Eais replaced by an activation free energy AG* with entropic and enthalpic
contributions to the activation barrier. E, = AH; = AH,  at constant pressure. For the unit (n
=1) rattle

w; =AOeASI/Re—AH{/RT [13]
and for the nq rattle

W = AOeAS]*G/Re—AH,*la/RT [14]
This presentation makes it clear that the intercept of an Arrhenius plot includes a physical
attempt frequency, Ao, which is assumed to be near the Boson frequency, and an activation
entropy contribution. Only when AS* is negligible does the A intercept represent an attempt
frequency. The (overlooked) importance of AS* has recently been emphasized by Xu et al.*?

The full TST equation for the structural relaxation is

Wy = AgelSstruct/Rg=AHng /RT o=ne(r) [15]
where AS¢;,c¢ is the structural activation entropy for nq units and AH;, . = n,AH;. The deviation
of w, from Arrhenius at any temperature is simply a factor of e 7"<«®.

Equation 12 shows how relaxation depends on a Boltzmann distribution term, e ~Za/RT
representing the steady-state fraction of nq clusters with energy sufficient to overcome barrier
E., and a statistical term, e™"<«™, stemming from the limiting of free volume with decreasing
temperature below Tsa (free volume continues to increase above Tsa but no longer limits the
dynamics). A final assumption from Adam and Gibbs?® allows for the substitution of ngm): the
slope of the w, curve at any T is (see Figure 2)

dlnwg nrE,

art - R [16]
ntE4 only appears to be a growing activation barrier. It represents the slope of an Arrhenius
equation (as in Figure 2) for nt units rearranging simultaneously. In our treatment, only nq units
actually rearrange simultaneously. If ntE1 were the actual barrier, the probability of rearranging
at most temperatures would vanishingly small approaching Tg. For example, if Aq were 10" s-
', E1 =20 kJ, Tqg = 300 K, nrg = 13, then ntE+ would be 260 kJ and wq would be about 102" s-
"instead of approximately 0.01 s, as usually seen.

At temperatures greater than Tsa, the free volume around ng is enough to allow
concerted rearrangement without any contributions from ner units (nt— ng; nem — 0) and the
frequency attains Arrhenius behavior

“Eg
Wo Arr = Aqe RT [17]
A, is extrapolated from higher temperature measurements where T > Tsa as shown in Figure
2 and Figure S1. To minimize the error in measured E, and A, the temperature should extend
as far into the Arrhenius region as possible.
The deviation of the measured frequency from the Arrhenius frequency (i.e the
frequency calculated at any temperature using Equation 12) is

In (P£47) = np —ng = neqry [18]
The number of cooperative units at Tg, ntq is given by
W Arr
Nrg = lnT;+na [19]
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The slope of the linear Arrhenius plot is

dinwg arr _ ngEy
~Tar & [20]
where
nqE; = Eq [21]

Combining Equations 16 and 18 gives a first order differential equation:

dinwg

E E
T ?1 Inw, + ﬁ(na + In wa,Arr) =0 [22]

Expanding the Arrhenius term using Equation 17:

dinw, E E oF
TR B inwg + 2 (ng +InAg —"E2) = 0 [23]
Equation 23 is a first order non homogenous differential equation of the form: y’ +ay +bx +c
2
=0wherey=Ilnw,,x=T'anda=- %, b=- n;%, = % (n, +1InA,). The solution is given by
ngE; E1
Inw, =In4, — T C1erT [24]
As Ea = nqE1, using Equation 17
InA, — n“—? =Inwg ary [25]
which is substituted into Equation 24:
E
Inw, =Inwy s + cleR_; [26]

To solve for ¢,, a temperature, Tsa, where the number of units ntincreases from nq to nq +1 is
defined. It describes the divergence of w, from w, 4, by a factor of 1/e:

Eq

In (wa,Arr (TSA)) = —c efTsa =1 [27]

wa(Tsa)

This allows us to write ¢4 as
Eq

c1 = —eRTsa [28]

and substituting E4 with Ea/nq finally gives
Eq (1 1
Inwy, =Inwg g — exp <na—R (; - Ts_A)> [29]

Assuming the temperature range reaches well into the Arrhenius region (reflected by
a linear In wq versus 1/T plot) the only parameter which is not directly and uniquely obtained
from the data is nq, which remains the only freely adjustable fit parameter, albeit limited to
integer values between 1 and 4 (Table 1). We have presented a form of Equation 29 for
polymers but, despite excellent agreement with experimental results, we were not able to
rationalize each parameter.*3

Results

We tested Equation 29 against experimental data from a wide range of glass formers
representing the glassy universe. We used only data which spanned both the high
temperature and supercooled regions, giving Aq, Ea, and Tsa experimentally. The impressive
agreement is illustrated in Figure 5, with detail on 21 glasses provided in Table 1 (see Figure
S1 for individual plots). Classification of glasses is made according to nq in Table 1, which also
lists the measured Aq, Ea and Tsa. We emphasize that Tsa uniquely occurs at nt = ng + 1 and
was also taken directly from the data (see Figures S2 and S3 for detail on how E; and Tsa,

9



J. Chem. Phys. 161, 034502 (2024) Accepted Version

respectively, were determined). Selection of nq is not arbitrary; Figure S4 shows an example
outcome if nqis selected to be + 1 of its optimal value (Table 1) or if Tsa is forced to be off by
a few degrees from the value read in Figure S3. In contrast, reasonable VFT fits may be
obtained with widely different combinations of wover, D and To.4

Because Tg in polymers depends on chain length below a certain molecular weight*®
(ca. 10* Daltons), the values of E, and Tsa also depend somewhat on molecular weight. Most
of the temperature-controlled glass relaxation in the literature is fit to some reasonable extent
by Equation 29. The fidelity of the data is somewhat degraded on transcribing literature plots
and a few degrees of error in the temperature measurement near Tsa would cause noticeable
deviation (for an example see Figure S4B, Supplemental Information). .

Table 1. Glass formers whose dynamics are reported in Figure 5 and Figure S1 along with
their corresponding nq, glass transition temperature (Tg), activation energy (Ea), structural
preexponential factor 4,, fragility m, Tsa and the corresponding references.

Ea
(kJ mol

Glass Former Nq T, (K) " m n at Tg? Tsa (K)®

o-terphenyl (OTP)2 1 240 23.2 817 26(16) 338 (4)
Ethylbenzene®° 1 115 10.5 72¢ 24 (14) 162 (1)
Propylene Carbonate (PC)'* 1 157 14.3 13277 21(28) 216 (2)
Poly(dimethylsiloxane) (PDMS)3° 1 144 19.4 79¢ 17 (22) 165 (1)
Polystyrene (PS)* 2 373 111 105%  14(14) 421 (1)
Polybutadiene (PB)* 2 174 35.3 84¢ 17 (16) 224 (2)
Poly(vinyl acetate) (PVA)*3 2 313 70.6 764 13(13) 390 (2)
Poly(isobutyl methacrylate)

(PIBM)*3 2 328 61.6 65%  13(13) 426 (4)
Poly(propylene glycol) (PPG)¥ 2 206 47.9 11777 13(19) 249 (2)
Xylitol“8 2 248 61.8 94 20(14) 316 (2)
1-methyl-3-butyl-imidazolium*® 2 193 30.4 71° 19(17) 275 (1)
Nis2.4Nb37.65 2, 7/49 945 147 12150 26 (27) 1380 (5)
Ethanol®' 2 97 17.7 615 14(13) 129 (1)
D-Sorbitol*® 2 268 66.2 12848 19 (20) 326 (3)
Glycerol* 3 186 40.3 574 20(15) 288 (3)
PteoNi1sP 255 3,5/2¢ 464 62.6 670  25(27) 926 (5)
Propanols2 4 106 241 407 12(13) 145 (3)

10

Aq (s7)

4.4 x 10"
1.6 x 10"
1.1 x 10"
1.2x 10"
9.7 x 108
4.5x10%
1.5x 10
2.8x 10"
4.6 x 10"
3.0x 10"
1.6 x 10"
1.6 x 10"
5.2x 10"
5.0x 108
3.4 x10'
5.6 x 10"

8.8 x 10"
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Pd4oNisoP20>° 4,7/24 554 104
Sodium Germanate>® 4 801 250
Westminster Abbey glass® 4 592 166
Potassium Silicate® 4 739 175

48%  18(20) 1050 (5)

465 14(11) 1099 (5)

42%  13(12) 799

©)

33%  13(11) 1162 (5)

antg is calculated using Equation 19 at T = Tq and the value in parentheses is estimated using m =

nryEq
2.3ngRTy
b+ error estimate in parentheses, K
°measured from Figure 5
dractional nq

and literature values for m (superscripts are references).

0O O-terphenyl
30 B Ethyl benzene
Propylene carbonate
[ O Poly(dimethyl siloxane)
20 © Polystyrene
A Polybutadiene
5 - < Poly(vinyl acetate)
2 O Poly(propylene glycol)
= 10 r ASorbitol
| © Potassium silicate
0
-1 0 PR PR R T T T
0.000 0.002 0.004 0.006 0.008 0.010 0.012
@ Xylitol
R @ 1-methyl-3-butylimidazolium
30
Ethanol
- O Propanol
O Sodium germanate
20 r A Westminster Abbey glass
5 I A Poly(isobutyl methacrylate)
3 < Glycerol
=10 t
0 fF
_1 0 L 1 1 1 1 1

0.006

AT (K

0.000 0.002 0.004

0.008 0.010

0.012

8.3x10™
4.1 x 10"
2.0x10%

1.4x10"
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Figure 5. Comparison of Equation 29 with experimental data for different types of glasses as
a function of 1/T. The a-relaxation rate, w, (s™') of a selection of inorganic, polymer and small
molecule glass formers. Symbols are experimental points from the literature. Solid curves are
the results of Equation 29 using the measured parameters listed in Table 1. Only nq is freely
adjustable (but must be an integer between 1 and 4).

Discussion

Equation 29 relies on a well-accepted TST foundation with the addition of a statistical
term e~ <M, which accounts for deviation from Arrhenius. With the Arrhenius slope, Tsa and
N, Equation 29 predicts the entire supercooled region. TST expressions contain a
transmission coefficient term, k, usually assumed to be 1, but is < 1 if some activated
complexes do not give rise to products.5® Given the probabilistic derivation of ner it can be
thought of as a k: some groups of ny units have sufficient energy to rearrange but only a
fraction e <M = k actually do so. Eyring’s assumption that « = 1 for liquids'® and glasses®®
would thus be correct in the Arrhenius regime far above Ty i.e. in the liquid state.

Criteria for whether a secondary relaxation may be considered a “true” Bus, the
precursor to the a-relaxation, have been provided by Ngai and coworkers.>”# In broadband
dielectric spectroscopy, BDS, for many glasses, Bic shows up as a high frequency wing or
shoulder on the much more intense a-relaxation.5® Deconvolution with arbitrary fitting functions
may not provide reliable Byc values.?® Thus, the use of glass formers with well-distinguished
o- and B-peaks in the BDS is preferred, such as the series of polyols reported by D6R et al.4®
Figure 6 shows a examples of relaxation maps for xylitol and sorbitol (ng = 2). The primitive
4 rattle of one unit, with an Arrhenius slope -E+/R, is the fastest relaxation at all T and
extrapolates to A; at high T. wgis with slope -n.E+1/R describes caged relaxation by nq units.

InA,

40
INA,g b

InA,
25

In w

10

1

0.004 0.006

12
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Figure 6. Relaxation map for xylitol (A) and sorbitol (B). Structural relaxation rate w. by
cooperative motion among nt units; open diamonds, experimental w, from DB et al.,*® solid
line from Equation 29 with parameters in Table 1. Unit rattle w4 is given in solid blue. Bic
relaxation of caged clusters of nq units in dash (wgyc) from DOR et al. (data: open circles, Easc
=55.4 kJ and 60.7).* Corresponding intercepts are Ay for the local, caged rattle (8.5 x 10'°
s, 9.9 x 10" s for xylitol and sorbitol, respectively) and A, for the structural relaxation. A1 is
the intercept for a single unit rattle assumed to be near the Boson peak, Agoson, = 8.8 x 102 s
Tand 5.8 x 10216061 (although identifying the actual Boson peak from other modes in the
~1 THz range may not be straightforward®?). Temperature T. in panel A shows compensation
of activation entropy and enthalpy, Es = TAS*struct.

The a-relaxation in the Arrhenius region differs from the linear extrapolation of B,c by a factor
eBSstruct
eAs}G
and may suggest that wq overlaps in the Arrhenius region with an extrapolated wgys, as was
done in Johari’'s original paper, which extrapolated a B-relaxation near and below Ty to the
liquid state.®3 Usually, wgsc merges with wq at temperature Tg where Rngr—rpy = ASgpryce —
ASj;. If ASyc* and ASsicet™ are small and Ao = Ayg = Aa then wa= wye. This case is more likely
to be satisfied when ny = 1. For example, Angell et al. identified a Boson peak in OTP (nq = 1)
at 18 cm or 5.4 x 10" Hz x 2 = 3.4 x 10'2 s relaxation rate which is close to the A, value

in Table 1.83

Several words of caution are needed when making the long extrapolation of Inwg,c to
the Ayc intercept. First, wgye is usually obtained over a narrow range of temperatures in the
supercooled and sub-Tg regions, introducing uncertainty in the slope. The data taken from the
literature usually shows a slightly different slope between Inws and /nwgsc. There may be a
change in slope for wgyc as it passes through T4. However, the B, data for propanol of Hansen
et al. show E; for Byjc = 20 kJ mol-' compared to an E, of 24 kJ mol-' in Table 1. In contrast,
the temperature dependence of the B-relaxation time for propanol measured by Caporaletti et
al. using both BDS and nuclear resonance time-domain-interferometry, TDI, had an E, of
about 30 kJ mol'.84 B,c measured via TDI is better decoupled from the a-relaxation.>® Whether
the material is at equilibrium when B, is measured has been addressed. Wagner and Richert
noted that isothermal aging of OTP, a widely studied GF, near Ty results in the loss of a peak
identified as B, Wwhereas sorbitol does not suffer from this issue.6®

In general, A, for nq > 1 is often at apparently unphysical rates (e.g. 10'® - 10" s" in
Table 1). Even among polymers, there is great variability in Aq, while wgoson for polymers is

(compare Equations 14 and 15). For glasses having nq = 1, the difference is small
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clustered around 0.5 THz.%6 Equations 13 — 15 show the role of activation entropy in TST,
whatever the process, be it a unit rattle, an nq rattle, or an nq structural relaxation. AS+* and
AS,c* are likely to be < ASguet™. Qualitatively, for nq > 1, a rearrangement of nq units involves
a greater volume than a rattle. Since ncr) = 0 at high temperature, the difference Inwq— Inw,c
= (ASseruct — ASjg)/R. This explains the roughly parallel nature of the /nw« and extrapolated
Inwyc plots at high temperature (Figure 6).

Lawson, in analyzing activated processes in solids, derived an approximate equation
for relating the activation entropy to the volume change, AV*, of an activated process®’

AS™ ~ SAV® 130]
Where & is the isobaric volume coefficient of thermal expansion and 6 the isothermal

compressibility. Keyes followed with an approximate relationship between activation volume
and energy®®

AV* = cOAH* [31]
Where c is a dimensionless constant. Rault®® points out that these lead to
AS* ~ cSAH* [32]

and he estimated c to be about 3 in the a-relaxation of a polymer. Equation 32 is a statement
of the compensation law or Meyer-Neldel rule,’° also known as entropy-enthalpy
compensation’! and applies when the energy for an activated process is much larger than the
thermal energy kT.”® Briefly, for an activated process, an increase in enthalpy
(thermodynamically unfavorable) is partially compensated by an increase in entropy
(favorable). The phenomenon is widely observed in physics’® and physical (bio)chemistry.”
The enthalpic part of the activation free energy (bond breaking, separating dipoles,
overcoming van der Waals attractions) flowing into a CRR is recovered and redistributed
following relaxation. The entropic part is stored as a local elastic deformation.”? As a
consequence of entropy-enthalpy compensation, there should be a critical temperature T¢
where E; = TcAS*siruet, at which point Inwgarr = INAg. For xylitol this would be at 585 K, shown
in Figure 6A assuming Ao = A;.

Polystyrene has the largest Aq of the polymers in Table 1, probably a result of the
inherent stiffness (long persistence length) of the backbone. From Eq. 15, In4, — In4, =
AS}iuct/R - For polystyrene, using values of 6.1 x 104 K" and 12.1 x 107'% Pa-" at 300 °C (well
into the Arrhenius regime) for 8 and 6, respectively,”® and Ag = 2.7 x 10"2 71,74 AS3110,ct 1S 126
J mol' K" and AV* is 250 cm?® which is 2.6 molar volumes of styrene repeat units, or about
1.3 styrene from each of the nq = 2 units rearranging in the Arrhenius region. Assuming this
is the minimum free volume needed to rearrange, supplied at Ty by ntg = 13 units of
persistence length 4 styrene units each, the fractional free volume, v;, at Tg, is about 2.6/(13 x
4) =5 %. Depending on the model, estimates of v; for polystyrene at Ty range from about 2.5
% (Doolittle model”3"- %) to 11 % (White and Lipson using a PVT model**) to 12 % (from
positron lifetime spectroscopy’®).

Relaxation plots in GFs are known to exhibit a thermodynamic scaling®%” between
density, p (controlled by pressure), and temperature, where wyq is a function of a single scaling
variable T/p' and y depends on the GF7® In select cases, for small van der Waals GFs such
as OTP and PC, the entire relaxation spectrum in BDS follows this scaling.® Such isochronal

superposition (IS) could only occur if ebSstruct ~ ¢8576 j.e. the activation volumes of By and
Wq are similar (according to Equation 30). In addition, the wq broad band spectra at different
temperatures superimpose with frequency shifting (time-temperature superposition), e.g. for
OTP.7 These small, van der Waals GFs are likely to have nq = 1. Niss and Hecksher® point
out that polymers ironically do not show TTS over the entire BDS response. This is because
N for polymers usually = 2.

As with most models in GF dynamics, it is assumed that there are no significant
changes in the mechanism of relaxation over the temperature range from liquid to T4 Ea is
read from relaxation data taken at temperatures well above Tg. Clearly, GFs which are not
stable at these elevated temperatures do not give reliable E.. Nevertheless, there are
numerous GFs which remain stable in the Arrhenius region. For these, the main assumption
is that the activation energy does not change significantly in the supercooled region. Support
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for this assumption is given by the correlation coefficients in the respective Arrhenius plots in
Figure S1. The nq = 1 GFs are fragile and potentially the most troublesome, since data for
their Arrhenius regions is limited and more scattered (Figure S1). The fit of Equation 29 with
the no = 1 data (Figure 5) is least satisfactory. While PDMS and EB are reasonably
represented by Equation 29, the data for OTP and PC suggest that fragile glasses are more
susceptible to errors in E; and Tsa.

A strong change in E, approaching T4 (see Figure 2) is a central feature of some
analyses, such as those of Kivelson et al.?® and Schmidtke et al.,*® who decompose E. into a
temperature independent part (i.e. taken from the Arrhenius region) and a temperature
dependent cooperative part, which grows approaching T4. We stress that this is quite different
from the path taken in the present work, although the e®¥RT and e™™ terms could be
considered to be two barriers: one thermodynamic and one kinetic.

Metallic alloys. Many compositions of metal alloys exhibit glass forming behavior. Three of
these bulk metallic glasses were analyzed using Equation 29. Figure 7 shows that the
selection of an integral value for nq did not lead to satisfactory fits for the Tsa read from the
data. An arbitrary Tsa would provide an acceptable fit, but a fractional nq (N = 5/2, 7/2, 7/4)
would preserve the Tsa prescribed by the data (Supplementary Information Figure S3). The
physical significance, if there is one, of fractional ny for metals is not yet clear, but could be
related to the nature of metallic binding.
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Figure 7. Relaxation in three metallic alloys. Panel A: with integer nq values from Table 1. B
with fractional nq values shown in Table 1. Ea, Aq, and Tsa are the same for both panels, listed
in Table 1.

Classes of glasses. Classification of glasses is typically done by comparing the extent to
which their dynamics deviate from high-temperature Arrhenius using a steepness index or
kinetic fragility, m, at Tq,?"

m= —|dlog10wa/d(Tg/T)|T:Tg [33]
Using Egs. 16 and 19, the fragility and nq are related by
_ nTgEa _ TngE1 [34]

T 23ngRTy;  23RTy

which provides a quick estimate of the nq class using literature Ty, m and Ea without fitting the
data over all temperatures. The origin of fragility is a perplexing issue in glass physics. From
Equation 34, the origin of fragility and the reasons for the wide range of values of m are clear:
it is a combination of three parameters. nrg has a lower spread of values (about a factor of
two) than does T4 or E4. Some of the glass formers with a large E. actually have much lower
Eq if na is 4. Thus, the silicate glasses, with no = 4 and high Tgs, push fragility lower. Small
molecules with low T4 and van der Waals interactions (where nq = 1) tend toward the upper
half of fragilities.

Table 1 shows reasonable agreement between ntg (n at T = Tg) estimated with
Equation 34 using the literature m values and those calculated using Equation 19. The actual
Tg is not predicted from the equations herein, although it can be predicted with the locally
correlated lattice (LCL)?" model, which is a first-principles thermodynamic treatment of PVT
data. The LCL model frees itself of the constraint arbitrarily placed on Doolittle’s free volume
to make it follow VFT response. 2!

Supercooled liquids approach icosahedral ordering’”” near T4 and atomistic models
show such ordering improves with observation time.”® In fact, the CRR is only compact at Tq
and, if quasi-icosahedral, would imply ntg of about 13, representing a central unit surrounded
by 12 nearest neighbors. The configuron percolation model® supports conclusions by Wendt
and Abraham?® that packing saturation of the first shell by nearest neighbors at Ty is predicted
by analysis of the pair distribution function (PDF). Example X-ray scattering studies on PDFs
of metallic glasses show a coordination number of about 12.3%" and 12.682 From Table 1,
many nrq are clustered at around 13 but this is not universal, probably reflecting anisotropy?3
in the interaction environment of a unit, such as the hydrogen bonding patterns in xylitol and
glycerol. Note that polymers are structurally anisotropic (they are chains) but each moving unit
might experience the same interaction environment.*® nrq is sensitive to the slope of the fit at
Tg, which is least satisfactory for the OTP fit. The measured slope from the OTP data near T4
(see Figure S1) gives ntg = 13. Overall, the answer to “what happens at T4?” is, for many
systems, “that is the lowest temperature where about 13 neighboring units with a near-
icosahedral interaction environment can cooperatively rearrange within t; to provide the free
volume that allows nq units to rearrange simultaneously.” nrgmay be larger or smaller if the
environment does not have icosahedral symmetry, or the units themselves adopt different
ordering as required, for example, by hydrogen bonding. Dynamic modeling that starts with
spherically symmetric units (e.g. beads) would be expected to achieve idealized short-range
ordering approaching close packing.

If cooperativity in the first coordination shell is saturated at T4, what happens when the
glass is further cooled? The next-nearest neighbor shell must participate in n¢r). Modeling of
amorphous materials by Mercier and Levy®* suggests that the packing goes from 13 units to
43 if the next coordination shell is included (for spherical units). One can expect another glass
transition at a lower temperature where the entire shell of next-nearest neighbors must also
cooperatively rearrange. The changes between coordination shells probably underly second-
order like transitions such as a change in expansion coefficient and a step in heat capacity at
T,. Equation 29 is not extended below T4 as we have not analyzed sufficient data to know
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whether E; is preserved below T4. There is evidence that below T4 the relaxation response is
Arrhenius with a much higher apparent E, than that above Tsa.8% However, data from Hecksher
et al. reveals continuing curvature on a Inwa versus 1/T plot below Tg.'° We note that for many
GFs, Eaapparent in the Ty region is about a factor of 13/nq larger than E, from the high-
temperature Arrhenius region, as implied by Equation 16.

The physical size of ntq units is reasonably consistent with experiment. For example if
the actual unit in polystyrene is a persistence length of 1 nm which is 1/0.25 = 4 styrene repeat
units and there are 13 of these at T, the mass of the CRR is 4 x 13 x 104 g mol-'/6.02 x 1023
mol" = 9.0 x 102" g or 9.0 x 10 cm?® assuming a density of 1 g cm™ for a size of 2.1 nm,
compared to 3.0 nm estimated by Hempel et al.8¢

Shift Factors. Equation 29 can be rearranged into classical shift factors using the
parameters Ea, Tsa and nq (Section S1). In the broadly-used concept of time-temperature
superposition, TTS, a shift factor a is employed to shift dynamic responses taken at different

temperatures and is the ratio between their frequencies, % . A typical expression for shift
T2
factors in polymers is that of Williams, Landel and Ferry (WLF):
_ —a(h—Tp)
logl0(ar) = AT T, [35]

where cs and c; are two empirical (freely adjustable) fit constants.®” Using the appropriate
substitutions (Section S1) and Equation 29, we obtain the following:
-C (5 C
Inar = %(T—lz - Tll) + eTsa (eﬁ - eT_l) [36]

where C = Ea/ngR. This relationship shows there are two components to the shift factor; the
first term on the right represents the Arrhenius response for nq units. The second term includes
the probability factor when nt> nq. The shift factor can then be written as: ar= aa x ap where
aa is due to the Arrhenius shift of ny units and ap is due to the probability factor e <™ for
additional n¢ryunits imposed by limited free volume. Figure 8 compares shift factors obtained
using the WLF equation and Equation 36 for poly(isobutyl methacrylate).
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Figure 8. Example of shift factor calculations. The shift factor arfor poly(isobutyl methacrylate)
calculated using WLF Equation 35 (red circles) and Equation 36 (blue squares). The empirical
WLF fit constants were: ¢c1 = 12.4 and c; = 57 °C and T, = Tg. Values for nq, Es and Tsa used
for Equation 36 are given in Table 1.
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Crossover Temperatures. While the WLF equation is mathematically equivalent to the VFT
equation, it cannot be superimposed on Equations 29 or 36. The WLF and VFT equations are
often unable to fit both the near-Ty and the Arrhenius regions (see examples in Figure S5,
Supplementary Information). Equation 29, in contrast, can describe the relaxation across wide
ranges of temperatures. Equation 29 handily avoids the controversy of a temperature at which
wq would diverge (the Vogel temperature, Ty, section S1), close to the temperature Tk at which
the entropy of a glass would be equal to the entropy of its crystalline state.8 This divergence
is also avoided by many other descriptions of glass relaxation which use characteristic
temperatures greater than T4." Such crossover temperatures define the point of departure
from Arrhenius into supercooled behavior, much like Tsa. Stickel et al. presented way to
emphasize the crossover region more sharply." The resulting Stickel temperature, Tg, is in
the vicinity of Tsa (e.g. Ts = 243 K for PPG'?) or not very close (e.g.Ts = 296 K for OTP'2).
Martinez-Garcia et al. compared Tg with the critical temperature, Tc, from mode coupling
theory and found T¢ to be in the vicinity of Tg.'?

Cooperative Dynamics in lon-Polymer Coupled Systems. Many phenomena are
coupled to structural dynamics.?% % For example, ion conductivity in polymers is usually shown
to be coupled to the dynamics of the polymer host.®" 92 The dependence of conductivity on
temperature for an example ion conducting polymer is modeled well by adapting Equation 29
using nq = 2 (Figure 9 and Supplemental Information Section S2).

Eg(1 1
InorT = In o7 4, T — exp <— (; - E)> [37]

We calculated ntq to be 13. For a particular set of variables in Eq. 37, anything that increases

the activation entropy will increase o.
Figure 9. Conductivity plot of bis(trifluoromethylsulfonyl)imide,®® TF:;N-, in a single-ion
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polyviologen conductor (PV_Ces/C10, structure given in inset). Solid line is Equation 37 using
Na = 2, measured E, = 75.2 kJ mol', measured Tsa= 317 K.

This system is a single ion conductor, where the TF2N- counterion is free to transport
charge through the bulk of the material, whereas the positive charge resides on the polymer
chain and is thus not free to diffuse.®® The conductivity oT is proportional to the ion diffusion
coefficient, Dr. The good agreement given in Figure 9 supports the idea that the transport of
ions is coupled to the dynamics of the host polymer. Some ion transport below Ty is claimed
to be decoupled from polymer dynamics.®* This may be true for the a-relaxation but there must
still be some phonon-type of contribution from the matrix in which the ion is embedded. The
“unphysically high prefactors” up to 1028 s for ion transport in polymer electrolytes recently
highlighted by Gainaru et al.** must include a significant AS*.
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Cooperative Dynamics in Spin Systems. Equation 29 broadly describes a quenched state
where increasing numbers of cooperatively interacting units are obtained at lower
temperatures with the emergence of heterogenous dynamic length scales. Spin glasses and
ferromagnetic relaxors potentially fit this description. For example, Figure 10 shows relaxation
dynamics for perovskite ferroelectrics PLZT (Pbi-xLax(Zri-y,Tiy)1-x4O03) and PMN-PT®
(Pb(Mg1/3Nb23)03)-PbTiOs represented by Equation 29 with respective nq values of 0.5 and 2.
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Figure 10. The frequency of ferroelectric relaxors versus 1/T. Pb(Mg+3Nb23)O3 — PbTiO3
(PMN-PT,0): ng =2, experimental E, = 229 kJ mol!, measured Tsa = 319 K; and Pb1.gLax(Zrs-
yTiy)1x403 (PLZT, 0): ng = 0.5, experimental Ea = 422 kJ mol-!, measured Tsa = 369 K . Points
are experimental data from ref %5; solid line from Equation 29.

In the case of electric (or magnetic) dipoles we interpret an nq of 0.5 to represent one dipole
switching direction from +1 to -1 (rather than +1 to 0).

Conclusions

We have presented an equation based on measurable parameters that allows
quantitative description and classification of GF dynamics according to the minimum number
of units that must rearrange simultaneously. The motion of units has been broken down into
those occurring simultaneously (concerted/correlated) and those occurring within interval z;.
nq represents the minimum cluster size of rearranging units, observed at high temperatures.
These units escape their cages simultaneously with frequency wq, but only if there is enough
free volume to do so. Otherwise, one observes a correlated rattle at wyg, the JG B-relaxation.
wyc accounts for the Arrhenius slope of wq at high temperature. Additional spatiotemporal
restrictions are encountered as the temperature drops, limiting the free volume. A probability
term incorporates dynamic heterogeneity and deviation from Arrhenius due to a growing
length scale of cooperativity as the glass cools.

The only freely-adjustable fitting term is nq, which, for all glass formers except metal
alloys, is an integer between 1 and 4. A mixture of kinetics and thermodynamics is inherent to
Equation 12. The E, term refers to the steady-state (equilibrium) Boltzmann distribution of the
number of nq units with energy sufficient to simultaneously escape their cages. The ngT) term
is a result of additional kinetic restrictions. Though our approach can be classified as a free
volume argument, the actual free volume is not needed. Neither the free volume at Ty, nor Tg
itself is specified. In fact, the most important temperature regime is around Tsa because it
provides E; and Tsa. With the Arrhenius slope, Tsa, and nq, the entire supercooled regime
between Tsa and Ty is predicted with reasonable accuracy. Using the TST approach allows
the apparently unphysical prefactors found in equations representing many GF dynamics to
be rationalized in terms of an activation entropy contribution, which provides an activation
volume.
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According to the nq classification system, small van der Waals GFs have nqs = 1 and
most polymers have ny = 2. An exception is PDMS, which has a highly flexible backbone and
a low barrier to switching between gauche and frans Si-O-Si configurations. The hydrogen
bonded molecules studied here exhibit n, from 2 to 4. Oxide glasses were nq = 4.

The results are entirely consistent with work attributing certain 3-relaxations to caged
precursors,® 35 9 which are unleashed above T4 as groups of nq units assisted by cooperative
motions among nq + NgT) UNits. Extrapolations of wq to the liquid state (i.e. T > Tsa) provide
deep implications on how liquids flow. For example, substances with no > 1 move in clusters
of ng, not as individual units. Knowing nq should improve molecular simulations and vice versa.
The persistence length exchange mechanism suggested for polymers (Figure 3), if it holds up
under scrutiny from molecular dynamics simulations, may be universal for most polymers. The
nq = 2 found for ionic liquids may also be universal, and may represent the place exchange of
two neighboring like-charged ions to preserve the local electrostatic field. The possibility that
metals and spin systems may exhibit fractional nq should be further investigated.

While Equation 29 brings much-needed simplicity’® to a quantitative relationship for
glassy dynamics versus temperature, many challenges remain, including developing a more
sophisticated picture of both the nature of a “unit”, which is not necessarily spherical, and its
interaction environment. Some assumptions have been made which are not strictly valid. For
example, whatever high frequency mode actually represents As; shows slight temperature
dependence.®? The activation barrier E (Ea) is also likely not constant over the supercooled
region, though any changes may be small enough for the overall model to remain valid.
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