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Abstract
We review recent mathematical results concerning the high-frequency solutions
to the Einstein vacuum equations and the limits of these solutions. In particular,
we focus on two conjectures of Burnett, which attempt to give an exact char-
acterization of high-frequency limits of vacuum spacetimes as solutions to the
Einstein–massless Vlasov system. Some open problems and future directions
are discussed.
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1. Introduction

In general relativity, the evolution of spacetime (M,g) is governed by the Einstein equations

Ric(g)− 1
2
R(g)g= 8πT, (1.1)

where Ric(g) and R(g) are the Ricci and scalar curvature of g, respectively, and T is the stress–
energy–momentum tensor describing the matter content of the spacetime. The equation (1.1),
even in vacuum, i.e. when T≡ 0, are highly nonlinear. When the gravitational radiation is suf-
ficiently weak, the linearized Einstein equations may provide a good approximation, but in
more general settings the nonlinear features of the equation play an important role. In 1968,
Isaacson initiated a new perturbative scheme, inspired by the WKB analysis, to study gravit-
ational radiation in the limit of small amplitude but high frequency (see [62, 63]). Around the
same time, formal approximate solutions have been derived by Choquet–Bruhat [22] in the
language of geometrical optics. We refer the reader also to [1, 92] for related constructions
of approximate solutions. In these constructions, it is seen that in the high-frequency limit of
vacuum solutions, a non-trivial ‘effective’ stress–energy–momentum tensor is generated.

In 1989, Burnett [19] formulated a conjecture on the possible effects of small amplitude
and high frequency perturbations in general relativity, based on the following example. This
example in particular shows that high-frequency limits of vacuum solutions need not satisfy
the Einstein vacuum equations. Consider a sequence of vacuum plane wave solutions

gλ =−dudv+Bλ (u)
2
(
eωλ(u) dx2 + e−ωλ(u) dy2

)
, (1.2)

with the function ωλ chosen to be of the form ωλ(u) = λα(u)cos
(
u
λ

)
(for some fixed func-

tion α). The Einstein vacuum equations are equivalent to the ordinary differential equation
for Bλ

B ′ ′
λ (u)−ωλ (u)

2Bλ (u) = 0.

Taking the high frequency limit, i.e. letting λ→ 0, we obtain gλ → g0 uniformly, where

g0 =−dudv+B0 (u)
2 (dx2 + dy2

)
,

and

B ′ ′
0 (u)− 1

2
α(u)2B0 (u) = 0.

It can be checked that g0 is no longer a solution to Einstein vacuum equations, but instead

Ricµν [g0] =
1
2
α(u)2 ∂µu∂νu.

The right-hand side corresponds to the stress–energy–momentum tensor of a null dust, i.e. a
massless fluid without pressure; in fact, effective matter field also satisfies the propagation
equation of a null dust. This can be considered as a particular case of a (measured-valued)
Vlasov field.
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Burnett then introduced a conjecture characterizing a general class of high-frequency limits
of vacuum spacetimes. One possibility to define ‘high-frequency limit’ is that in a coordinate
system3

|∂k (gi − g0) |≲ λ1−k
i , k= 0,1, . . . ,K (1.3)

for a sequence of decreasing numbers {λi}∞i=1 with limi→∞λi = 0, consistent with the
example considered above. Supposing that Ric(gi) = 0 for all i ∈ N, we would like to under-
stand the stress–energy–momentum tensor of the limit g0. In [19], Burnett made the following
conjecture:

Conjecture 1.1. A high-frequency limit of vacuum spacetimes must be isometric to a solution
to the Einstein–massless Vlasov system (for a suitable Vlasov field).

Notice that it is possible for the limit to be vacuum as well, in which case the massless
Vlasov field in the limit vanishes.

In the same paper [19], Burnett also raised the question of whether the converse of conjec-
ture 1.1 is true. We also formulate this as a conjecture.

Conjecture 1.2. Every (sufficiently regular) solution to the Einstein–massless Vlasov system
arises as a high-frequency limit of vacuum spacetimes.

The purpose of this article is to survey some recent results concerning conjectures 1.1
and 1.2 as well as to describe some related open problems.

If conjectures 1.1 and 1.2 are both true, then solutions to the Einstein–massless Vlasov
system characterize all possible high-frequency limits. As discussed in [19], physically this
means that the effective matter arising from high-frequency waves propagating in different
directions ‘do not interact directly, but that they do affect one another by their effect on the
background spacetime.’

Conjectures 1.1 and 1.2, though related in an obvious way, are somewhat different mathem-
atical questions. The forward direction is mostly a question about compensated compactness,
i.e. a question concerning how weak limits behave under the special structure of the nonlinear-
ity of the Einstein equations. In contrast, the reverse direction is a question of low-regularity
existence, since the construction of high-frequency limits necessarily involves dealing with
solutions of low-regularity.

1.1. Conjecture 1.1 and compensated compactness

Conjecture 1.1 concerns compactness, namely, it asks whether the weak limit of solutions
to a partial differential equation remains a solution. For general nonlinear partial differential
equations, compactness would fail since weak limits may fail to commute with nonlinearities.

To see the role of compensated compactness, consider two sequences of functions {ui}∞i=1
and {vi}∞i=1 which converge weakly in L2(Rd) to some limits u0 and v0, respectively, i.e.´
Rd uiw→

´
Rd u0w and

´
Rd viw→

´
Rd vw for all L2 functionw. Then in general the product ui vi

needs not converge in distribution to u0v0, i.e. it may be that
´
Rd ui viϕ ̸→

´
Rd u0v0ϕ for ϕ ∈

C∞
c (Rd). (Indeed, as in the plane wave example (1.2) above, if we choose ui = vi = cos(ix),

3 The work of Burnett [19] only takes K= 1, while K= 2 is in the spirit of Isaacson’s perturbations [62].
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then4 ui,vi ⇀ 0 weakly in L2, but ui vi ⇀ 1
2 ̸= 0.) Perhaps the most well-known example

of compensated compactness is the celebrated div-curl lemma of Murat [98] and Tartar
[112], which states that if ui, vi are vector-valued i.e. ui, vi : Rd → Rd (with components
ui = (u1i , · · · ,udi ), vi = (v1i , · · · ,vdi )) such that (ui,vi) converges to (u0,v0) weakly in L2 and
that divui and curlvi are bounded5 in L2, then

∑d
n=1 u

n
i v
n
i converges to

∑d
n=1 u

n
0v
n
0 in the sense

of distribution.
Another example6 of the phenomenon of compensated compactness which is closely related

to our case can be found in a system of semilinear wave equations with respect to a fixed
Lorentzian metric g satisfying the classical null condition, i.e. nonlinear wave equations with
quadratic derivative nonlinearities consisting of classical null forms Q0(φ,ψ) = gαβ∂αφ∂βψ
and Qαβ(φ,ψ) = ∂αφ∂βψ − ∂αψ∂βφ. For concreteness, consider the semilinear model

□gφ = Q0 (ψ,ψ) , □gψ = Qαβ (φ,ψ) . (1.4)

Suppose {(φi,ψi)}∞i=1 is a sequence of solutions to (1.4) such that (φi,ψi)→ (φ0,ψ0)
locally uniformly and that (∂φi,∂ψi) are locally uniformly bounded (cf (1.3)). Observe
that as a consequence of the equations (1.4), (□gφi,□gψi) are also locally uniformly
bounded. Therefore, after passing to a subsequence (which we do not relabel), we know that
(∂φi,∂ψi,□gφi,□gψi)⇀ (∂φ0,∂ψ0,□gφ0,□gψ0) weakly. In particular7,

Qαβ (φi,ψi) = ∂αφi ∂βψi − ∂αψi ∂βφi = ∂α (φi ∂βψi )− ∂β (φi ∂βψi)⇀ Qαβ (φ0,ψ0) ,

(1.5)

Q0 (φi,ψi) = gαβ∂αφi ∂βψi =
1
2
□g (φiψi)−

1
2
ψi□gφi −

1
2
φi□gψi ⇀ Q0 (φ0,ψ0) . (1.6)

Consequently, as a result of the particular structure of the nonlinear terms, the limit (φ0,ψ0)
also solves (1.4).

On the other extreme, it is possible for the failure of compactness to be very severe so that a
very large class of defect terms can arise in the limit. One such example is the incompressible
Euler equations

∂tv+ div(v⊗ v) =−∇P, divv= 0. (1.7)

Given any smooth solution to the Euler–Reynolds system

∂tv+ div(v⊗ v) =−∇P+ divR̊, divv= 0 (1.8)

with a smooth symmetric trace-free 2-tensor R̊, there exists a sequence of weak solutions
{vi}∞i=1 to (1.7) such that vi → v in L2 [64, Chapter 1]. In this example, there is significant
non-compactness, and weak solutions to (1.7) are very flexible.

4 Here, and from now on, we use the notation ⇀ to denote weak convergence.
5 More generally, one only requires that divui and curlvi are compact in H−1

loc .
6 It is possible to rephrase these examples in terms of the div-curl lemma, but in these special situations, the phe-
nomenon can be seen more directly.
7 Here, we use the standard fact that w-lim( fi hi) = (limfi)(w-limhi), w-lim(∂βhi) = ∂β(w-limhi) if fi has a uniform
limit and hi has a weak limit.

5



Class. Quantum Grav. 41 (2024) 143002 Topical Review

The Einstein vacuum equations under convergence given in (1.3) stand in between the two
examples given above. On the one hand, compensated compactness of the type seen in the
system (1.4) does not hold, since the weak limits of vacuum spacetimes fail to be vacuum.
(This is related to the fact that the Einstein vacuum equations fail the classical null condition,
for instance in generalized wave coordinates.) The assertion in conjecture 1.1, however, is
that the failure of convergence would not be as flexible as in (1.7), but instead this failure of
convergence satisfies a transport equation.

This phenomenon observed in conjecture 1.1 can thus be viewed as a secondary form of
compensated compactness. Heuristically, high frequency limits for linear wave equations cor-
responds to linear massless Vlasov equation. (This can for instance be made precise by con-
sidering the microlocal defect measures; see section 4.1.) In the setting of conjecture 1.1, how-
ever, the terms corresponding to the failure of convergence satisfy nonlinear wave equations.
Nevertheless, conjecture 1.1 asserts that in the high frequency limit these terms still satisfy a
linear massless Vlasov equation propagating on the limiting spacetime.

1.2. Conjecture 1.2 and low-regularity solutions to the Einstein equations

Conjecture 1.2, on the other hand, has a very different flavor. In particular, it concerns con-
structions of spacetimes. Notice that any construction for conjecture 1.2 is necessarily in low
regularity. Indeed, if a sequence of vacuum spacetime metrics satisfy uniform Hs bounds8

for some s> 1, then by Rellich’s theorem, there is a subsequential limit in the H1 norm.
Convergence in the H1 norm would then be sufficiently strong to imply that the limit is also
vacuum. Thus, any construction of examples for conjecture 1.2, where the limit is not vacuum,
must not haveHs norms uniformly bounded. (Indeed, for high-frequency oscillations modeled
upon λα(u)cos( uλ ) as in Burnett’s example, the Hs norm is uniformly bounded as λ→ 0 only
for s⩽ 1.) On the other hand, the best known general threshold for controlling solutions to
the Einstein vacuum equations is H2 [71]. Thus, any progress concerning conjecture 1.2 must
necessarily construct spacetimes below the regularity threshold in [71].

There are two types of results to this regard. The first type of results concern angularly
regular spacetimes [89], where one identifies a subset of H1 \∪s>0Hs for which the Einstein
vacuum equations still remain well-posed. In a suitable double null coordinate system, such
a subset of H1 consists of metrics which are only H1 along the null directions, but are more
regular in the angular directions. The local well-posedness of the Einstein vacuum equations in
such a low-regularity class was established in [88] (see also [87]). Once such a well-posedness
result is known, the treatment of conjecture 1.2 (and in fact also conjecture 1.1) can be carried
out using compactness arguments; see section 2

For the second type of results, one does not have a general existence result, but instead a
construction is made using the special feature of the problem. This has been done in differ-
ent gauges [56, 59, 120]. The key point here is that even though the initial data are of very
low regularity, one can carry out a specific geometric optics type construction. In the process,
one writes down the solution in a particular ansatz with the properties that (1) even though
the solution with the given ansatz is only in H1 \∪s>0Hs for L2-based Sobolev spaces, it has
better integrability than is given by Sobolev embedding and is in fact Lipschitz, and (2) the
term has a specific high frequency profile (see already (5.6)), which for instance has good
properties when solving elliptic equations. We note that because of the special structure of the

8 For the remainder of the article, Hs denotes the normed space of functions with up to s derivatives in L2 (understood
in Fourier space if s /∈ N∪{0}, i.e. ∥f∥Hs = ∥(1+ |ξ|)sF f∥L2 for F denoting the Fourier transform).
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Einstein equations, the solutions that are constructed are better behaved than general geomet-
ric optics constructions (see, e.g. [94, 102]). In particular, while there are nonlinear effects
so as to create an effective stress–energy–momentum tensor in the limit, the propagation of
the high frequency waves in different directions are effectively decoupled, and the effects of
higher harmonics are very weak.

1.3. Further related works

We discuss some related works in addition to those that we will survey in this article. We also
refer the reader to section 8 where some other related works will be mentioned.

1.3.1. Examples of high-frequency limits. Many examples of high-frequency limits that
are consistent with Burnett’s framework have been constructed. The earliest examples were
approximate solutions given by Choquet–Bruhat [22] via a geometric optics construction. She
constructed metrics {gλ}λ∈(0,1] that are almost vacuum in the sense of Ric(gλ) = O(λ) and
such that the limit g0 = limλ→0 gλ solves the Einstein–null dust system.

For exact examples, there are explicit examples that are given in the physics literature. The
first example that we are aware of is that of plane waves in (1.2), which was already in Burnett’s
paper [19]. A slightly more complicated, but still explicit example was given by Green–Wald
in [43]. They considered vacuum spacetimes in polarized Gowdy which can be written down
explicitly, and explicitly computed their limits and the limiting stress–energy– momentum
tensors. In this case, the limits are solutions to the Einstein–null dust system with two families
of null dust. We refer the reader to [50, 110, 111] for more explicit examples.

Beyond explicit examples, there are also examples in plane symmetry, where solutions
cannot be explicitly written down, but nonetheless there is a good existence theory for low-
regularity solutions. Lott considers in his works [82–84] limits for polarized T2-symmetric
(but non-Gowdy) spacetime. Here, the author took a slightly different perspective and con-
sidered suitable rescaled future limits of expanding cosmological spacetimes. They relied in
the works [77, 104] on the analysis of the global solutions to the Einstein vacuum equations
in order to extract limits. In subsequent works, Le Floch–Lefloch [73, 74] studied limits under
more general T2 symmetry.

We remark that the examples in [43, 73, 74, 82–84] all have at least a two-dimensional
symmetry. Thus in principle they all fit into the framework of angularly regular spacetimes
considered in section 2 below. However, due to the exact symmetries, some of the examples
considered in these works are global-in-time.

1.3.2. Green–Wald theorem and inhomogeneities in cosmology. In [42], Green–Wald proved
a very general theorem concerning high-frequency limits satisfying (1.3).

Theorem 1.3 (Green–Wald [42]). Suppose there is a sequence of Lorentzian metrics9

{gi }∞i=1 which satisfies the Einstein equations with matter (and possibly with a cosmological
constant), i.e.

Ric(gi)−
1
2
giR(gi)+Λgi = 8πTi,

9 To keep in line with the exposition in the rest of the article, we slightly rephrased the result in [42] so that we
consider only a sequence of metrics instead of a one-parameter family of metrics. We remark that [42] also assumed
that suitable weak limits exist along the full one-parameter family of metrics, but the proof in fact applies when weak
convergence holds along a subsequence.
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where the stress–energy–momentum tensor {Ti}∞i=1 are all trace free (i.e. g
αβ
i (Ti)αβ = 0) and

satisfy the weak energy condition (i.e. Ti(X,X)⩾ 0 for all vectors X which is timelike with
respect to gi). Assume that gi converges to some smooth Lorentzian metric g0 in the sense of
condition (1.3) with K= 1.
Then g0 satisfies the Einstein equation

Ric(g0)−
1
2
giR(g0)+Λg0 = 8πT0,

where T0 is trace free and satisfies the weak energy condition.

Notice that theorem 1.3 in particular applies when gi are all vacuumwith zero cosmological
constant. If conjecture 1.1 holds, then T0 would correspond to the stress–energy–momentum
tensor of some massless Vlasov field, which would in particular be trace free and would sat-
isfy the weak energy condition. In other words, in the case when gi are vacuum theorem 1.3
is weaker than conjecture 1.1. However, theorem 1.3 is remarkable in its generality. We in
particular point out the following three features, which are different from the results we will
discuss later.

1. The theorem applies not only to a sequence of vacuum spacetimes, but instead matter fields
are allowed.

2. Condition (1.3) is only required for K= 1.
3. No gauge conditions are assumed.

The work [42] was particularly motivated by considerations about inhomogeneities in cos-
mology: their result shows that within the framework of Burnett, it is impossible for inhomo-
geneities to mimic the effects of a positive cosmological constant. See also [18, 43–45, 99].

1.3.3. Other forms of weak convergence in general relativity. There are other forms of weak
convergence for which one can study whether the Einstein vacuum equations are preserved.
We refer the reader to [21, 95] concerning this question for a notion of metric convergence
inspired by Gromov–Hausdorff type convergence. See also the work of Lott [82] concerning
the limits for merely pointed C0 convergence.

1.3.4. Compensated compactness in partial differential equations. The phenomenon seen in
Burnett’s conjectures is closely related to the theory of compensated compactness, pioneered
by Tartar [112] and Murat [98]. There are many generalizations of the theory of Tartar and
Murat, see [15, 16, 47, 72, 105, 106, 114] for a sample of results.

In a different direction in the more general context of partial differential equations, com-
pensated compactness is also useful for constructing weak solutions to nonlinear equations.
We refer the reader to [7, 34, 113] for examples. See also the textbook of Dafermos [27].

1.3.5. Low-regularity solutions to the Einstein equations. As mentioned in section 1.2 above,
the construction of examples for conjecture 1.2 is necessarily a low-regularity problem for the
Einstein equations. In this context, the most celebrated result is the bounded L2 curvature
theorem of Klainerman–Rodnianski–Szeftel.

8
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Theorem 1.4 (Klainerman–Rodnianski–Szeftel [71]). The time of existence (with respect to
a maximal foliation) of a classical solution to the Einstein vacuum equations depends only on
the L2 norm of the curvature and a lower bound of the volume radius of the corresponding
initial data set.

There was a long line of works that preceded theorem 1.4 regarding the low-regularity
solutions to the Einstein vacuum equations; we refer the reader to [5, 6, 68–70, 107].

There is a different line of works on low-regularity solutions which are related to the angu-
larly regular spacetimes in section 2. These low-regularity results were first achieved in spher-
ical symmetry [24] and T2 symmetry [76, 78]. The work of Christodoulou [24] in spherical
symmetry remarkably also included the center where the symmetry degenerates. Outside exact
symmetry, low-regularity results in the context of angularly regular spacetimes was motivated
by impulsive gravitational waves [87, 88] and weak null singularities [86]. See section 2 for a
discussion of the low-regularity results. We refer the reader also to [4, 90, 91] for more recent
results regarding impulsive gravitational waves.

1.4. Outline of the paper

The remainder of the paper is structured as follows.
We will discuss three settings for which mathematical results related to Conjectures 1.1 and

1.2 have been obtained. Each of these settings involves fixing a specific gauge.

1. Results on Conjectures 1.1 and 1.2 in an angularly regular spacetime in a double null
coordinate gauge [89](section 2).

2. Results in U(1)-symmetric spacetimes in an elliptic gauge. (The symmetry and gauge con-
ditions are discussed in section 3.)
(a) Proof of conjecture 1.1 in this setting in [57] (section 4).
(b) Constructions U(1)-symmetric high-frequency vacuum spacetimes and their limits in a

suitable small-data regime:
(i) The case where the limit has a finite number of families of dust [56] (section 5).
(ii) The case where the limit has a continuous Vlasov field [59] (section 6).

3. Results concerning Conjectures 1.1 and 1.2 in the generalized wave coordinates gauge [58,
120] (section 7).

Finally, in section 8, we will discuss some open problems and possible future directions.

2. High-frequency angularly regular spacetimes

We begin with the setting of angularly regular spacetimes in a double null coordinate gauge.
This is a class of spacetimes for which no exact symmetries are imposed, but the spacetime
metrics are more regular in some directions. There are rather complete results concerning both
conjectures 1.1 and 1.2 in this setting. As we will see, the heart of the matter is a low-regularity
local well-posedness result for this class of spacetimes, even for initial data that are in general
no better than H1 in terms of L2-based isotropic Sobolev spaces. Because of such a general
low-regularity local well-posedness result, conjectures 1.1 and 1.2 follow in a rather soft way,
using compensated compactness type arguments.

9
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While we emphasize that the class of angularly regular spacetimes requires no exact sym-
metries, it does include, a fortiori, T2 symmetric spacetimes. We refer the reader to [73–75,
77, 78] for a treatment directly under such a symmetry assumption.

Before we define the class of spacetimes in question, we first introduce the double null
coordinate gauge.

Definition 2.1 (double null coordinates). A Lorentzian metric g onM= [0,u∗]× [0,u∗]× S
(where S is a compact 2-surface10 and u∗,u∗ > 0) is said to be in double null coordinates if
there exists an atlas {Ui}Ni=1 ⊂ S such that given coordinates (θ1,θ2) in each coordinate chart
Ui, the metric takes the form11

g=−4Ω2 dudu+ γAB
(
dθA− bAdu

)(
dθB− bBdu

)
, (2.1)

where Ω is a strictly positive function, b= bA∂θA is a vector field tangent to S and for every
(u,u) ∈ [0,u∗]× [0,u∗], γ = γAB dθA dθB is a Riemannian metric.

The gauge in definition 2.1 has been useful in a variety of problems in general relativity;
see for instance [25, 29–31, 67, 86].

As mentioned above, we are interested in the subclass of metrics taking the form (2.1),
where the metric is still potentially of very low regularity, but is angularly regular, i.e. there
is additional regularity in the (θ1,θ2)-directions.

To describe this subclass of spacetimes, we consider characteristic initial data on
the intersecting null hypersurfaces H0 ∪H0, where H0 = {0}× [0, I]× S and H0 = [0, I]×
{0}× S. Denote also S0,0 = H0 ∩H0 = {0}×{0}× S. Consider characteristic initial data
(γ,Ω,b) ↾H0∪H0

where γ,Ω,b are the metric coefficients in (2.1). Assume that b ↾H0
= 0 and

that the data satisfy constraint equations and obey the following estimates (where ∂ϑ denotes
∂θ1 or ∂θ2 derivative):∑

g∈{γ,logdetγ,logΩ,b}

∑
i⩽5

∥∂iϑ g ↾S0,0 ∥L2(S) +
∑
i⩽5

∥∂iϑ ∂ub ↾S0,0 ∥L2(S)

+
∑

g∈{γ,logdetγ,logΩ,b}

∑
i⩽5

(
∥∂iϑ ∂ug ↾H0 ∥L2

uL
2(S) + ∥∂iϑ ∂ug ↾H0

∥L2
uL

2(S)

)
⩽ C.

(2.2)

We view (2.2) as a condition on angularly regular initial data. The main local existence result
for this class of data is given by the following theorem:

Theorem 2.2 (L.–Rodnianski [88]). Given characteristic initial data to the Einstein vacuum
equations satisfying the bounds (2.2), there exists ε> 0 sufficiently small depending only on
C such that for any u∗ ∈ (0, I] and u∗ ∈ (0, ε], there exists a unique solution to the Einstein
vacuum equations in double null coordinates in [0,u∗]× [0,u∗]× S which achieves the given
data. The solution is Cα ∩H1 (with α ∈ [0, 12 ]) with additional regularity in ∂ϑ directions, with
estimates depending only on C in (2.2).

We will say that the solutions constructed in theorem 2.2 are angularly regular, since they
have extra regularity in ϑ.

10 Most of [89] is stated for S= S2, but the topology of S is irrelevant for the argument.
11 Here, we use the convention that capital Latin letters are summed from 1 to 2.

10
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2.1. Compensated compactness and classification of limiting spacetimes

Using the low-regularity local existence result in theorem 2.2, and suitable compactness argu-
ments, one can characterize the limit of solutions within this class. The following theorem can
be viewed as a resolution of conjecture 1.1 in this setting.

Theorem 2.3 (L.–Rodnianski, theorems 1.10 and 4.1 in [89]). Take a sequence of charac-
teristic initial data to the Einstein vacuum equations which obey the bounds (2.2) uniformly.
Then the following holds:

1. There exists a sequence of solutions gi to the Einstein vacuum equations taking the form
(2.1) in a uniform domain of existence [0,u∗]× [0,u∗]× S.

2. After passing to a subsequence (which is not relabelled), there exists a metric g0 also taking
the form (2.1) so that gi → g0 in C0 and weakly in H1 in [0,u∗]× [0,u∗]× S.

3. Moreover, g0 satisfies (weakly) the Einstein–null dust system with two families of null dusts.
The null dusts are potentially measure-valued.

Here, we say that g0 satisfies (weakly) the Einstein–null dust system with two families of
null dusts if there exists two non-negative Radon measures ν and ν such that for any compactly
supported smooth vector fields X, Y,

ˆ
[0,u∗]×[0,u∗]×S

((DµX
µ)(DνY

ν)−DµX
νDνY

µ) dVolg

=

ˆ
[0,u∗]×[0,u∗]×S

(Xu)(Yu) dν+
ˆ
[0,u∗]×[0,u∗]×S

(Xu)(Yu) dν,
(2.3)

where u, u are the coordinate functions in (2.1). Here, the measures ν and ν correspond to the
two families of null dust. As in conjecture 1.1, we allow the measures ν and/or ν to vanish. In
the case that they vanish, the limiting metric g0 is vacuum.

Notice that within the class of angularly regular spacetimes, the assumptions in theorem 2.3
only require uniform bounds on the sequence. This includes as a special case data satisfying
the high-frequency bounds (1.3), but is much more general. In fact, theorem 2.3 even allows
for concentrations (and not just oscillations) in the first derivatives of the metric.

In order to explain some ideas of the proof of theorem 2.3, we introduce in definitions 2.4
and 2.5 some geometric constructions associated to the double null coordinates.

Definition 2.4 (null frame). The normalized null pair are defined as follows:

e3 =Ω−1
(
∂u+ bA∂θA

)
, e4 =Ω−1∂u.

Also, let {eA}A=1,2 denote an arbitrary local frame tangent to Su,u
.
= {(u ′,u ′,ϑ) : u ′ = u,

u ′ = u}.

We now define the Ricci coefficients as the following S-tangent tensors, where D is the
Levi–Civita connection with respect to the spacetime metric g. Note that the Ricci coefficients
correspond to first derivatives of the metric coefficients and are well-defined even if the metric
coefficients only have C0 ∩H1

loc regularity.

11
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Definition 2.5 (ricci coefficients). 1. Define the following Ricci coefficients such that for
vector fields��X, ��Y tangential to S:

χ
(
��X,��Y

)
= g

(
D
��X
e4,��Y

)
, χ

(
��X,��Y

)
= g

(
D
��X
e3,��Y

)
,

η
(
��X
)
=−1

2
g
(
D3��X,e4

)
, η

(
��X
)
=−1

2
g
(
D4��X,e3

)
,

ω =−1
4
g(D4e3,e4) , ω =−1

4
g(D3e4,e3) .

2. Define also

χ̂= χ− 1
2
��trχγ, χ̂= χ− 1

2
��trχγ,

where χ̂ (resp. χ̂) is the traceless part of χ (resp. χ) and��trχ (resp.��trχ) is the trace of χ
(resp. χ). Here, the trace taken with respect to the metric γ on the spheres.

The key to theorem 2.3 is that the estimates established in the proof of theorem 2.2 are
sufficient to (i) justify that a suitable weak limit exists, and (ii) isolate the quadratic terms
in the Ricci coefficients (see definition 2.5) for which the product and the weak limit do not
commute.

1. (Existence of a limit) Since the proof of theorem 2.2 gives uniform Hölder Cα (for some
α ∈ (0, 12 )) and Sobolev H1 estimates, standard compactness theorems then imply that the
metrics has a uniform limit and that all the Ricci coefficients have at least have a weak L2

a weak L2 limit.
2. (Most terms do not contribute to the limiting Ricci curvature) In order to understand the

limiting Ricci curvature, one needs to consider the quadratic-in-Ricci-coefficient terms (say
Γ
(1)
i Γ

(2)
i ) in the expression for the Ricci curvature and consider the defect

w-lim
(
Γ
(1)
i Γ

(2)
i

)
−
(
w-limΓ

(1)
i

)(
w-limΓ

(2)
i

)
, (2.4)

where w-lim denotes the weak limit12.
It turns out that for most of these quadratic terms, either (a) one of the two factors is
��trχ,��trχ,η,η and has a strong limit, or (b) the two factors oscillate in different directions,
e.g. χ̂ · χ̂ has χ̂ oscillating in the u direction while χ̂ oscillates in the u direction.
In both cases (a) and (b), (2.4) vanishes. In particular, (b) can be viewed as a form of com-
pensated compactness.

3. (Terms giving rise to null dust) As a result of the last point, the only quadratic terms in
the Ricci coefficients that could contribute to non-trivial components of the limiting Ricci
curvature are the |χ̂|2γ and |χ̂|2γ terms in the Raychaudhuri equations:

e4 (Ω��trχ)+
1
2
Ω(��trχ)

2
= −Ω|χ̂|2γ −ΩRic(e4,e4) , (2.5)

e3
(
Ω��trχ

)
+

1
2
Ω
(
��trχ

)2
= −Ω|χ̂|2γ −ΩRic(e3,e3) . (2.6)

12 Here, and below, the limits only exist after passing to a subsequence. To simplify the notations, we will not relabel
the subsequence.
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The termsΩ|χ̂|2γ andΩ|χ̂|2γ in (2.5) and (2.6) only obey uniform L1 bounds (with additional
angular regularity). We can therefore define the failure of convergence by the measures ν
and ν by

ν
.
=weak-∗-lim

(
Ωi|χ̂i|2γi

)
− (limΩi) |weak-lim χ̂i|2γ0

ν
.
=weak-∗-lim

(
Ωi|χ̂i|

2
γi

)
− (limΩi) |weak-lim χ̂

i
|2γ0
.

The measures ν and ν, which should be thought of as null dusts (see (2.3)), then correspond
to ΩRic(e4,e4) and ΩRic(e3,e3) of the limiting spacetime, and these are the only non-
vanishing Ricci curvature components.

4. (Propagation equation of the null dust) Finally, to complete the proof of theorem 2.3, we
need to show that the two families of null dust also satisfy propagation equations. This holds
because of compactness phenomena similar to those discussed in point (2) above.

We remark that precisely because the metrics are only allowed to oscillate in the u and
u directions (but not the θ1, θ2 directions) in the class of angularly regular spacetimes, the
effective stress–energy–momentum tensor in the limit can only have two families of null dusts
(corresponding to the oscillations in u and u respectively) instead of a more general massless
Vlasov field.

2.2. Construction of solutions to the Einstein–null dust system and null dust shells

We now turn to conjecture 1.2 in the setting of angularly regular spacetimes.

Theorem 2.6 (L.–Rodnianski, theorem 4.7 in [89]). Let (M= [0,u∗]× [0,u∗]× S, g0) be
an angularly regular solution to the Einstein–null dust system with the null dusts given by
angularly regular measures ν and ν. Then for any p ∈M, there existM ′ ⊆M with p ∈M ′

and a sequence of smooth angularly regular vacuum solutions {(M ′,gi)}∞i=1 such that gi →
g0 in C0 and weakly in H1 inM ′.

Given theorem 2.3, in order to approximate solutions to the Einstein–null dust system by
vacuum spacetimes, we only need to establish two more facts:

1. Initial data to the Einstein–null dust system can be approximated by initial data to the
Einstein vacuum system (see lemma 2.7).

2. Uniqueness holds for the Einstein–null dust system (see theorem 2.8).

We will state a rough version of our data approximation lemma only on [0,u∗]× S. (The
case of [0,u∗]× S is similarly after changing ν⇝ ν, χ̂⇝ χ̂.)

Lemma 2.7 (L.–Rodnianski, proposition 9.4 in [89]). Consider characteristic initial data
(g0,ν) on [0,u∗]× S to the Einstein–null dust system such that the following hold:

• The metric is H1 is along the null direction.
• The null dust is a non-negative Radon measure ν.
• Both the metric and the null dust have suitable additional (Sobolev) regularity along the
angular direction.

13
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Then there exists a sequence of smooth characteristic initial data {gi}∞i=1 on [0,u∗]× S to
the Einstein vacuum system such that the following hold:

• The sequence of metrics gi → g0 in C0 and weakly in H1.
• Ωi|χ̂i|2 → ν in the weak-∗ topology.
• The metric satisfies the assumptions of theorem 2.2 with uniform constants.

Next, we state the uniqueness result. Note that uniqueness holds in general within the class
of angularly regular solutions to the Einstein–null dust system. This was proven by generaliz-
ing ideas in [88].

Theorem 2.8 (L.–Rodnianski, theorem 4.4 in [89]). The characteristic initial value problem
for the Einstein–null dust system with angularly regular initial data give rise to at most one
angularly regular solution to the Einstein–null dust system.

Given lemma 2.7 and theorem 2.8, it is now easy to explain the proof of theorem 2.6, which
is summarized in the following diagram.

Given a solution to the Einstein–null dust system, first consider its restriction to the initial
data. Then approximate the initial data by vacuum data using lemma 2.7. Apply theorem 2.3
to obtain a subsequence of vacuum solutions which converge to a solution to the Einstein–null
dust system. Finally, an application of the uniqueness result in theorem 2.8 shows that the
limiting spacetime is indeed the one we were given. This finishes the proof.

With a change of perspective, we can also use the same circle of ideas to prove existence
(and uniqueness) of solutions to the Einstein–null dust system. This is given by the following
theorem13:

Theorem 2.9 (L.–Rodnianski, theorem 4.6 in [89]). Consider a characteristic initial value
problem with the Einstein–null dust system with angularly regular initial data with a measure-
valued null dust.
Then, in an appropriate local double null domain, there exists a unique angularly regular

weak solution to the Einstein–null dust system.

Here, unlike in theorem 2.6, the Einstein–null dust solution is not given, but is instead to be
constructed from initial data. To do this, we approximate the given data to the Einstein–null
dust system by a sequence of vacuum data, and then solve the vacuum problem and take the
weak limit. The proof is represented by the following diagram:

13 There are some technical assumptions in the theorem, e.g. when S= S2, the dust needs to vanish in part of S2. We
refer the reader to [89] for the precise statement.

14
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One particular consequence of theorem 2.9 is the construction of null dust shells for the
first time. These are solutions to the Einstein–null dust system for which the null dust is a
measure which is supported on a null hypersurface. These solutions have been widely studied
in the physics literature; see [9–12, 35, 36, 49, 101, 103, 109, 118]. In fact, the construction
is not restricted to null dust shell, but the null dust can be merely any measure with bounded
variation and with additional angular regularity.

3. U(1) symmetry and an elliptic gauge condition

From this section to section 6, we consider conjectures 1.1 and 1.2 in U(1) symmetry under
an elliptic gauge condition. In this section, we introduce the symmetry and gauge condition
in sections 3.1 and 3.2, respectively. This serves as a preliminary discussion for the next few
sections.

3.1. U(1) symmetric spacetimes

We fix our setup until section 6. We will work with the (3+ 1)-dimensional manifold (4)M=
M×R, where M= (0,T)×R2. Introduce coordinates (t,x1,x2) on M and (t,x1,x2,x3) on
(4)M. In the following, everything will be independent of x3. We use the convention that
lower case Greek indices run over 0,1,2 while lower case Latin indices run over 1,2. Repeated
indices are summed over.

Definition 3.1 (U(1) symmetric spacetimes). We say that Lorentzian metric (4)g on (4)M is
U(1)-symmetric if in local coordinates, (4)g takes the form

(4)g= e−2ψg+ e2ψ
(
dx3 +Aαdx

α
)2
, (3.1)

where g is a Lorentzian metric onM,ψ is a real-valued function onM andAα is a real-valued
1-form on M.

Additionally, we say that aU(1)-symmetric spacetime ((4)M, (4)g) is polarized ifAα ≡ 0.

Under theU(1) symmetry assumption, the Einstein–vacuum equations verify a well-known
reduction to a (2+ 1)-dimensional problem (see for instance [23]):

Lemma 3.2 (U(1) symmetric vacuum spacetimes). Suppose ((4)M, (4)g) is aU(1) symmet-
ric spacetime such that the metric (4)g in local coordinates is given by (3.1). Then the Einstein
vacuum equations for ((4)M, (4)g) reduces to the following (2+ 1)-dimensional Einstein–
wave map system for (M,g,ψ,$):

 □gψ + 1
2e

−4ψg−1 (d$,d$) = 0,
□g$ − 4g−1 (d$,dψ) = 0,
Ricαβ (g) = 2∂αψ∂βψ + 1

2e
−4ψ∂α$∂β$,

(3.2)
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where $ is a real-valued function which relates to Aα via the relation

(dA)αβ = ∂αAβ − ∂βAα =
1
2
e−4ψ

(
g−1

)λδ ∈αβλ ∂δ$, (3.3)

where ∈αβλ denotes the completely antisymmetric tensor.

Remark 3.3 (The polarized subcase). The function$ is called the twist potential. In the case
((4)M, (4)g) is polarized, $ ≡ 0, and the Einstein–wave map system (3.2) further reduces to
the Einstein–(linear) scalar field system.

The reduction in lemma 3.2 has analogues for various Einstein–matter fields systems. For
the purposes of the discussion of Burnett’s conjectures in sections 4–6, we define a notion
of ‘radially-averaged measure solutions for the restricted Einstein–massless Vlasov system in
U(1) symmetry.’ This is a restricted class ofU(1)-symmetric solution to the Einstein–massless
Vlasov system in 3+ 1 dimensionswhere themassless Vlasovmeasure is additionally required
to be supported in the cotangent bundle corresponding to the (2 + 1)-dimensional (instead of
the (3 + 1)-dimensional) manifold.

Definition 3.4 (radially-averaged measure solutions for the restricted Einstein–massless
Vlasov system in U(1) symmetry). Let ((4)M,(4) g) be a (3+ 1)-dimensional C2 Lorentzian
manifold which is U(1)-symmetric as in (3.1), i.e. the metric takes the form

(4)g= e−2ψg+ e2ψ
(
dx3 +Aαdx

α
)2
,

for g, ψ, A independent of x3. Let ν be a non-negative finite Radon measure on S∗M.
We say that ((4)M,(4) g,ν) is a radially-averaged measure solution for the restricted

Einstein–massless Vlasov system in U(1) symmetry if all of the following holds:

1. The following equations are satisfied:
□gψ + 1

2e
−4ψg−1 (d$,d$) = 0,

□g$ − 4g−1 (d$,dψ) = 0,ˆ
M

Ric(g)(Y,Y) dVolg =
ˆ
M

[
2(Yψ)2 +

1
2
e−4ψ (Y$)

2
]
dVolg+

ˆ
S∗M

⟨ξ,Y⟩2 dν,

(3.4)

for everyC∞
c vector field Y, where$ relates toAα via (3.3) and where S∗M is the cosphere

bundle given by S∗M= (T∗M\{0})/∼, where (x, ξ)∼ (y,η) if and only if x= y and
ξ = λη for some λ> 0.

2. The measure ν is supported on the zero mass shell, i.e.(
g−1

)αβ
ξαξβdν ≡ 0, ∀(x, ξ) ∈ S∗M. (3.5)

3. For any C1 function ã : T∗M→ R which is compactly supported in x and such that
ã(x,λξ) = λã(x, ξ) ∀λ > 0,

ˆ
S∗M

{(
g−1

)αβ
ξαξβ , ã(x, ξ)

}
dν = 0, (3.6)

where {f(x, ξ),h(x, ξ)} .
= ∂ξα f∂xαh− ∂ξαh∂xα f.
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Remark 3.5. The condition (3.6) in definition 3.4 can be viewed as a weak formulation of the
Vlasov equation. Indeed, if the measure ν is absolutely continuous with respect to the measure
on zero mass shell induced by g, then (3.6) is equivalent to the usual Vlasov equation. See [57,
proposition 2.2] for details.

Remark 3.6 (null dust as a special case of massless Vlasov). Definition 3.4 includes as a
special case where ν is a finite sum of delta measures, which corresponds to a finite number
of families of null dust. (See [57, lemma 2.8] for details.)

This will play an important role in the discussions in sections 5 and 6.

3.2. Elliptic gauge condition

For our discussions, there are two (related) advantages ofU(1)-symmetry. First, in the vacuum
case, the dynamical degrees of freedom are completely isolated into the ‘wave map part’ in
the functions (ψ,$). Second, the problem is reduced to (2+ 1) dimensions, where the Ricci
curvature tensor completely determines the Riemann curvature tensor. As a result, as long as
a suitable smallness condition is imposed, one can introduce a global elliptic gauge in (2+ 1)
dimensions, which satisfy the properties in definition 3.7. (Notice that (3.8) is related to the
uniformization theorem, and relies on having two space dimensions.) As we will see below
(see lemma 3.8), in the elliptic gauge, the metric components can be estimated elliptically from
the wave map (ψ,$).

Definition 3.7 (elliptic gauge). Suppose the (2+ 1)-dimensional metric g on M takes the
form

g=−n2dt2 + ḡij
(
dxi +βi dt

)(
dxj+βjdt

)
. (3.7)

We say that g is in an elliptic gauge if the following holds:

1. ḡ is conformally flat, i.e. there exists a function γ such that

ḡij = e2γδij, (3.8)

where δ is the Euclidean metric.
2. The constant t-hypersurfaces Σt

.
= {(s,x1,x2) : s= t} are maximal, i.e. for e0 = ∂t−βi∂i

(a future-directed normal to Σt), Kij =− 1
2NLe0 ḡij (the second fundamental form), it holds

that

τ
.
= trḡK= 0.

The gauge defined above is indeed ‘elliptic’ in the sense that the metric components can be
recovered from the Ricci curvature tensor via (semilinear) elliptic equations:

Lemma 3.8. Under the gauge conditions in definition 3.7, the metric components n, γ and βi

satisfy the following elliptic equations, where H is defined by (3.12). (These can be derived
from [55, appendix B] and some algebraic manipulations.)

δbk∂kHbj =−e2γ

n
Ric0j, (3.9)

∆γ =−e2γ

n2
G00 −

1
2
e−2γ |H|2, (3.10)
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∆n= ne−2γ |H|2 − 1
2
e2γnR+

e2γ

n
G00, (3.11)

(Lβ)ij = 2ne−2γHij, (3.12)

where Ricαβ is the Ricci tensor, R is the scalar curvature, Gαβ = Ricαβ − 1
2Rgαβ is the

Einstein tensor.
The Laplacian∆ and the conformal Killing operator L are given by

∆f
.
= δjℓ∂2

jℓf, (LY)ij
.
= δjℓ∂iY

ℓ+ δiℓ∂jY
ℓ− δij∂kY

k, (3.13)

and are both elliptic operators.

Remark 3.9. In the case of the vacuum equations, the Ricci curvature terms in lemma 3.8 can
be computed using (3.2).

Remark 3.10 (local well-posedness in elliptic gauge). The Einstein vacuum equations in
U(1) symmetry are locally well-posed in the elliptic gauge given in definition 3.7. For initial
data which are sufficiently regular and polarized, and such that the wave part is small inW1,∞,
this was proven in [55]. The result was later extended by Touati [119] to the general non-
polarized case with smallness only imposed on theW1,4 norm of the wave part.

The elliptic gauge in U(1) symmetry is useful in other low-regularity problems, see for
instance [90, 91].

4. Burnett’s conjecture in U(1) symmetry

In [57], we prove Burnett’s conjecture (conjecture 1.1) when the metrics admit a U(1) sym-
metry (see section 3.1) and obey the elliptic gauge condition in section 3.2. A rough statement
of our theorem is the following:

Theorem 4.1 (H.–L., theorems 4.1 and 4.2 in [57]). Let {hi = (gi,ψi,$i)}∞i=1 be a sequence
of solutions of (3.2) on (0,T)×R2, and suppose the elliptic gauge condition in definition 3.7
holds for all i ∈ N. Suppose there exists a smooth h0 = (g0,ψ0,$0), also satisfying the same
elliptic gauge condition, such that

1. hi → h0 uniformly on compact sets,
2. ∂hi ⇀∂h0 weakly in L

p0
loc with p0 >

8
3 .

Then there exists a non-negative Radon measure ν on S∗R2+1 such that (3.4) and (3.5)
hold.
If, in addition, we have

3. for all compact K there exists λi → 0 such that

4∑
k=0

λk−1
i ∥∂k (hi− h0)∥L∞(K) ≲ CK, (4.1)

then (3.6) holds for ν defined above. In particular, (g0,ψ0,$0,ν) solves Einstein–massless
Vlasov system in the sense of definition 3.4.

Let us make some first comments on our theorem.
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• The massless Vlasov measure ν in theorem 4.1 is chosen to be a suitably defined microlocal
defect measure corresponding to the convergence of (ψi,$i); see proposition 4.5 and (4.6).
In particular, we use tools introduced by Gérard [40] and Tartar [115].

• More recent work by Guerra–Teixeira da Costa [48] relaxed the assumptions in (4.1). In
particular, they only imposed assumptions up to second order derivatives.

Before giving some ideas of the proof, we recall some notions about microlocal defect meas-
ures in section 4.1. Then in section 4.2 we will sketch the proof of the first part of theorem 4.1.
Finally, in section 4.3 we sketch the proof of the second part of theorem 4.1.

4.1. Preliminaries on microlocal defect measures

Let {ui}∞i=1 be a sequence of functionsΩ→ R, whereΩ⊂ Rk is open, which convergesweakly
in L2(Ω) to a function u. In general, after passing to a subsequence, |ui|2 − |u|2 converges to
a non-zero measure. The support of this measure is the position at which strong convergence
fails. The microlocal defect measure, in contrast, is a tool which captures both the position and
the frequency of this failure of strong convergence.

For instance, if ui = i
d
2χ(i(x− x0)) (withχ ∈ C∞

c ) so that |ui|2 concentrates to a delta meas-
ure, then the corresponding microlocal defect measure is given by δx0 ⊗ ν, where δx0 is the
spatial delta measure and ν is a uniform measure on the cotangent space. On the other hand,
suppose ui(x) = χ(x)cos(i(x ·ω)) so that ui oscillates in a particular frequency ω. Then the
corresponding microlocal defect measure is |χ|2dx⊗ δω , where δω is the delta measure con-
centrated at the frequency ω. See [115] for further discussions.

Before defining microlocal defect measures, we need to recall some objects of pseudo-
differential calculus. In the rest of this subsection, we fix14 k ∈ N. Denote by T∗Rk the cotan-
gent bundle of Rk with coordinates (x, ξ) ∈ Rk×Rk.

Definition 4.2. 1. For m ∈ Z, define the symbol class

Sm
.
=
{
a : T∗Rk → C : a ∈ C∞, ∀α,β, ∃Cα,β > 0, |∂αx ∂

β
ξ a(x, ξ) |⩽ Cα,β (1+ |ξ|)m−|β|

}
.

2. Given a symbol a ∈ Sm, define the operator Op(a) : S(Rk)→S(Rk) by

(Op(a)u)(x)
.
=

1

(2π)k

ˆ
Rk

ˆ
Rk

ei(x−y)·ξa(x, ξ)u(y) dydξ.

We say that A= Op(a) is a pseudo-differential operator of order m with symbol a. If
moreover a(x, ξ) = aprin(x, ξ)+ aerror(x, ξ) for |ξ|⩾ 1, where aprin(x,λξ) = λma(x, ξ) for
all λ> 0, and aerror ∈ Sm−1, we say that aprin is the principal symbol of A.

We now turn to the discussion of microlocal defect measures [40, 115]. The following is a
special case of [40, theorem 1].

Theorem 4.3 (existence of microlocal defect measures). Let {ui}∞i=1 ∈ L2(Rk;C) be a
bounded sequence in L2(Rk;C) such that ui ⇀ 0 weakly in L2(Rk;C).
Then there exists a subsequence {uik}∞k=1 and a non-negative Radon measure µ on S

∗Rk

such that the following holds for every 0-th pseudo-differential operator A of order 0 with

14 k will be 3 = 2+ 1 in the rest of this section, and will be 4 = 3+ 1 later in section 7.1.
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principal symbol a(x, ξ) which is compactly supported in x and satisfies a(x,λξ) = a(x, ξ),
∀λ > 0:

lim
k→+∞

⟨Auik ,uik⟩L2(Rk;C) =

ˆ
S∗Rk

a(x, ξ) dµ. (4.2)

The measure dµ in theorem 4.3 is called a microlocal defect measure (or H-measure).
Let us already point out two important properties of microlocal defect measures that are

important for the discussion below. First, they satisfy the following localization property:

Theorem 4.4 (localization of microlocal defect measures, corollary 2.2 in [40]). Let {ui}
be a sequence such that ui ⇀ 0 weakly in L2(Rk,C), and µ is a microlocal defect measure
such that (4.3) holds (without passing to a subsequence). Let P be an m-th order differential
operator with principal symbol p=

∑
|α|=m aα(iξ)

α for some smooth functions aα. If {Pui}i=1

is relatively compact in H−m
loc (Rk,C), then

pdµ= 0.

In particular, as a consequence of theorem 4.4, it can be shown that microlocal defect meas-
ures associated to sequences of solutions to the linear wave equation are supported on the zero
mass shell. The second important property is that microlocal defect measures associated to
sequences of solutions to the linear wave equation also satisfy the Vlasov equation.

4.2. The form of the effective stress–energy tensor

We now sketch the proof of the first part of theorem 4.1. Let hi = (gi,ψi,$i) be a sequence
of solutions of (3.2) in elliptic gauge which satisfies the conditions (1) and (2) of the theorem.
After multiplying by suitable cut-off functions (which we suppress in the notations), we reduce
the problem to compact sets and thus

∂ (ψi−ψ0)⇀ 0, ∂ ($i−$0)⇀ 0 weakly in L2
(
R2+1

)
.

In particular, we can apply theorem 4.3 to show the existence of a microlocal defect meas-
ures corresponding to the derivatives of ψi −ψ0 and $i −$0. In fact, an application of the-
orem 4.4 shows that the microlocal defect measures take the form as in the following propos-
ition (see, e.g. [115, lemma 3.10]):

Proposition 4.5 (existence ofmicrolocal defectmeasures). There exist non-negative Radon
measures15 dνψ, dνϖ on S∗R2+1 such that after passing to a subsequence (which is again
labelled as (ψi,$i)), the following holds for any A= Op(a), where a(x, ξ) which is compactly
supported in x and a(x,λξ) = a(x, ξ):

lim
i→∞

⟨∂α (ψi−ψ0) , A∂β (ψi−ψ0)⟩L2(R2+1,g0) =

ˆ
S∗R2+1

aξαξβ dν
ψ,

lim
i→∞

⟨∂α ($i−$0) , A∂β ($i−$0)⟩L2(R2+1,g0) =

ˆ
S∗R2+1

aξαξβ dν
ϖ.

15 We note that we have used slightly different conventions here as our original [57]: here dνψ , dνϖ are defined to
act on functions which are homogeneous of order 2 in ξ, while in [57], they act on homogenous functions of order 0.
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We are now ready to pass to the weak limit in (3.2). Recall that we have a sequence (ψi,$i)
solving {

□giψi + 1
2e

−4ψig−1 (d$i,d$i) = 0,
□gi$i − 4g−1

i (d$i,dψi) = 0.
(4.3)

For ϕ ∈ {ψ,$}, □giϕi = (−detgi)−
1
2 ∂α(g

αβ
i (−detgi)

1
2 ∂βϕi). Since (−detgi)−

1
2 has a

strong limit and ∂α(g
αβ
i (−detgi)

1
2 ∂βϕi) is in divergence form, it follows that□giϕi ⇀□g0ϕ0

weakly. Moreover, the quadratic semilinear terms satisfies the null condition, and thus passes
to the weak limit using an argument similar to (1.6). Therefore, (ψ0,$0) satisfy the same
system of equations.

Let us now consider the third equation in (3.2):

Ricαβ (gi) = 2∂αψi ∂βψi +
1
2
e−4ψi∂α$i ∂β$i. (4.4)

We claim that the left-hand side converges weakly to Ricαβ(g0). To see this, we refer the reader
to the expression of the Ricci tensor in (3.9)–(3.12) and

Ricjb = δjb

(
−∆γ− 1

2N
∆n

)
− 1
n
(∂t−βk∂k)Hjb− 2e−2γHb

ℓHjℓ

+
2
n
∂( j|β

kHk|b) −
1
n

(
∂b∂jn−

1
2
δjb∆n−

(
2δk(b∂j)γ− δjbδ

ℓk∂ℓγ
)
∂kn

)
. (4.5)

The key is to note that any quadratic term in the derivatives of the metric components must
either have a factor ofH or a factor of∇γ. Now even though we a priori only assume bounded-
ness of all first derivatives, both Hi and ∇γi in fact converge strongly in L2, which there-
fore results in Ricαβ(gi)⇀ Ricαβ(g0) weakly. To see the strong convergence of Hi and ∇γi,
we use (1) the spatial elliptic equations and (2) the equations involving ∂t that they satisfy
to show that Hi,∇i γ has uniform W1,

p0
2 (R2+1) bounds. By compactness of the embedding

W1,
p0
2 (R2+1) ↪→ L2(R2+1), the desired strong convergence follows.

On the other hand, the weak limit of the right-hand side of (4.4) can be expressed in term
of the microlocal defect measures given in proposition 4.5. Therefore, defining

dν
.
= 2dνψ +

1
2
e−4ψ0 dνϖ, (4.6)

it follows that the last equation in (3.4) is satisfied for every vector field Y ∈ C∞
c (Ω).

Finally, the fact that the measure dν is supported on the set {(x, ξ) ∈ S∗M : g−1
0 (ξ,ξ) = 0}

can easily be obtained from theorem 4.4 and the fact that □g0(ψi−ψ0) and □g0($i−$0) are
compact in H−1.

4.3. The transport equation for the microlocal defect measure

The main difficulty for theorem 4.1 is therefore to establish the transport equation (3.6). As
mentioned in section 4.1, microlocal defect measures arising from solutions to linear equations
satisfy the massless Vlasov equation (see for instance [38, 39, 115]). We review this fact in
section 4.3.1, and then explain in sections 4.3.2–4.3.4 why the transport equation still holds in
our nonlinear setting.

21



Class. Quantum Grav. 41 (2024) 143002 Topical Review

4.3.1. A Minkowskian warm-up. We start with the simplest possible case. Denote the
Minkowski metric by m and suppose the linear wave equation □mφi = fi holds with ∂φi ⇀ 0
weakly in L2 and fi → 0 in L2 norm. We argue as in proposition 4.5 that (after passing to a
subsequence which is not relabelled) there exists a non-negative Radon measure ν such that
the following holds for A, a as in proposition 4.5:

lim
i→∞

⟨∂αφi,A∂βφi ⟩L2(R2+1,m) =

ˆ
S∗R2+1

aξαξβ dν.

Moreover, arguing with theorem 4.4 as in section 4.2, ν is supported on the zero mass shell.
We now derive an analogue of the transport equation (3.6) adapted to this setting. For a

pseudo-differential operator A of order 0 with real principal symbol a, define

TA
µν [φi,φi]

.
= ∂(µ|φi ∂|ν)Aφi +

1
2
mµνm

αβ∂(α|φi ∂|β)Aφi.

It then follows that

∇µ
(
TA
µν [φi,φi] (∂t)

ν)
=

1
2
□mφi ∂tAφi +

1
2
∂tφiA□mφi +

1
2
∂tφi [□m,A]φi, (4.7)

We integrate (4.7) and pass to the i→∞. Note that the left-hand side of (4.7), being an exact
divergence, is integrated away, while the first two terms on the right-hand side of (4.7) vanish in
the i→∞ limit since fi → 0 in the L2 norm. Thus, the only contribution comes from the third
term on the right-hand side of (4.7). Noting that the principal symbol of [□m,A] is proportional
to {mαβξαξβ ,a} (see, e.g. [108, theorem 2, p.237]), we obtain

ξt
{
mαβξαξβ ,a

}
dν = 0. (4.8)

Finally, noting that since ξt ̸= 0 on the zero mass shell (and hence on the support of ν), we see
that the transport equation (3.6) holds for g=m and for any ã after using (4.8) a= ã

ξt
.

While in the above derivative, we used the Minkowski metric for simplicity, the same argu-
ment works for a sequence of solutions to the linear wave equation with any fixed metric after
suitably collecting the extra terms (see [38, 39] for the stationary case, and [48, 57] for the
general case).

Therefore, the main difficulty comes from the fact that (ψi,$i) do not satisfy linear wave
equations on fixed background. Instead, they satisfy (4.3) with both quasilinear terms from the
metric and the semilinear terms 1

2e
−4ψig−1(d$i,d$i), 4g

−1
i (d$i,dψi). As we will explain in

the next three subsubsections, even though these extra nonlinear terms arise in the derivation
of the transport equation (3.6), the precise structure of these terms allows for compactness by
compensation so that they in fact do not contribute.

4.3.2. Trilinear compensated compactness for three waves. The following structure is at
the heart of handling the semilinear terms in the derivation of the transport equation (3.6). In
particular, it relies on the nonlinear terms in (4.3) being null forms of the typeQ0(φ

(1),φ(2)) =

gαβ0 ∂αφ
(1)
i ∂βφ

(2)
i . Consider three sequences of functions φ( j)i , with j = 1,2,3 such that

∥φ( j)i ∥L3 → 0, ∥∂φ( j)i ∥L3 , ∥□g0φ
( j)
i ∥L3 ≲ 1. (4.9)

Fix a pseudo-differential operator A of order 0. A priori, the bound on ∥∂φ( j)i ∥L3

only shows that the term ⟨A(gαβ0 ∂αφ
(1)
i ∂βφ

(2)
i ),∂tφ

(3)
i ⟩L2(R2,g0) is O(1). However, since
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gαβ0 ∂αφ
(1)
i ∂βφ

(2)
i = 1

2□g0(φ
(1)
i φ

(2)
i )− 1

2φ
(1)
i □g0φ

(2)
i − 1

2φ
(2)
i □g0φ

(1)
i , integrating by parts

and using (4.9) imply that the term in fact tends to 0:

⟨A(gαβ0 ∂αφ
(1)
i ∂βφ

(2)
i )),∂tφ

(3)
i ⟩L2(R2,g0) =

1
2
⟨A□g0(φ

(1)
i φ

(2)
i ),∂tφ

(3)
i ⟩L2(R2,g0) + o(1)

= − 1
2
⟨A∂t(φ(1)i φ

(2)
i ),□g0φ

(3)
i ⟩L2(R2,g0) + o(1) = o(1).

As pointed out in [48], this simple observation can also be viewed as a consequence of the
div-curl lemma in [98, 116].

4.3.3. Elliptic-wave trilinear compensated compactness. Another type of terms arising
in (4.3) are the quasilinear terms (□gi −□g0)ψi and (□gi −□g0)$i. In particular, in the deriv-
ation of the transport equation, we need to show the vanishing of some trilinear terms of the
form

⟨[∂A,gi− g0]∂ (ψi −ψ0) ,∂t (ψi −ψ0)⟩L2(R2+1,g0). (4.10)

It is important to observe a few consequences of the elliptic gauge condition.

• Since the metric components (γi,βi,ni) in (3.7) all satisfy elliptic equations (see (3.9)–
(3.12)), their spatial derivatives (∇γi,∇βi,∇ni) converge to (∇γ0,∇β0,∇n0) locally uni-
formly, say

|∇(γi − γ0,βi −β0,ni − n0) |≲ λ
1
2
i . (4.11)

• Using the equations, in fact ∂tγi, ∂tβi are also better and converge to their limits in norm. In
particular, (γi,βi) in fact converge to their limits in C1.

Using these observations, if we have, say, γi − γ in (4.10), then we can use Calderón commut-
ator estimate (see, e.g. [108, corollary, p.309]), (4.1) and the C1 convergence of γi to bound

|⟨[∂A,γi− γ0]∂ (ψi −ψ0) ,∂t (ψi −ψ0)⟩L2(R2+1,g0)|≲ ∥∂ (ψi −ψ0)∥2L2∥γi− γ0∥C1 → 0.
(4.12)

The difficulty thus involves ni − n0, which does not converge in C1. We consider the fol-
lowing model term:

⟨[A,ni− n0]∆φi ,∂tφi ⟩. (4.13)

The exact form of the term here will be important. To further simplify that exposition, let us
assume that (1) A is simply a Fourier multiplier with symbol a(x, ξ) = m(ξ) independent of x,
and (2) □mφi (instead of □g0φi with a variable coefficient wave operator) obeys better bound
|□mφi|≲ 1. Since φi is real-valued, we can also assume that m is even.

Denoting ξ = (ξt, ξ), η = (ηt,η), we use Plancherel’s identity to rewrite

(4.13)=
ˆ
R2+1

∂tψi δ
jℓ
{
(ni− n0)A∂

2
jℓψi −A

[
(ni − n0)∂

2
jℓψi

]}
dx

=
i
2

ˆ
R2+1×R2+1

(
ξt|η|2 + ηt|ξ|2

) ̂(ni− n0)(η− ξ) ψ̂i (−η) ψ̂i (ξ)(m(ξ)−m(η)) dξ dη.

(4.14)
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Roughly speaking (ξt|η|2 + ηt|ξ|2) corresponds to three derivatives, and hence contributes

to O(λ−3
i ) in size. This is sufficient to show that (4.13) is bounded (by (4.1)). To deduce

that (4.13) actually tends to 0, observe that

• our main enemy is when ni− n0 has high t-frequency, i.e. |ηt− ξt| is large (by (4.11)), and
• we can gain with factors of ξ− η (corresponding to spatial derivatives of ni − n0) or ξ2t − |ξ|2

or η2t − |η|2 (corresponding to □g0 acting on ψi).

Now the Fourier multiplier in (4.14) can be expressed as

|η|2 (ξt+ ηt) = ηt
(
ξ+ η

)(
ξ− η

)
+ |η|2

ξ2t − |ξ|2

ξt− ηt
+ |η|2

|η|2 − η2t
ξt− ηt

+ |η|2
(
ξ+ η

)
·
(
ξ− η

)
ξt− ηt

.

When ξt− ηt is large, we use the gain in ξ2t − |ξ|2, |η|2 − η2t or (ξ− η) to conclude that this
term behaves better than expected.

Finally, to remove the assumption that A and the wave operator are both constant-coefficient
(in x), we ‘freeze coefficients’ by localizing in sufficiently small balls.

We mention that in a subsequent work by Guerra–Teixeira da Costa [48], they introduced
a slightly different argument to deal with these quasilinear term. Noting again that the time-
frequency dominated part poses the most serious difficulty, they introduce frequency localiz-
ation, take an inverse ∂t derivative, and then integrate by parts to reveal the cancellation. In
particular, their argument avoids the computation in frequency space above.

4.3.4. The wavemap structure. Finally, notice that in (4.3),$i appears in the□giψi equation
and vice versa. As a result, in the derivation of the transport equation, we need to handle the
limit of a term of the form ⟨∂t($i −ϕ0),g

−1
0 (d$0,d(ψi −ψ0)⟩L2(R2+1,g0). Such a term would

correspond to a ‘cross’ microlocal defect measure between $i −$0 and ψi −ψ0. However,
because of the wave map structure, the total contribution of this type of terms would cancel in
the derivation of the transport equation for ν!

It turns out that the same phenomenon will play a role in the construction in section 6; see
section 6.2.

5. Construction of small-amplitude high-frequency spacetimes in U(1)
symmetry: multiple null dusts

In this section, we discuss our work [56] in which we construct high-frequency vacuum space-
times in an elliptic gauge under U(1) symmetry (see section 3) which converge in the limit to
solutions to the Einstein–null dust system (see remark 3.6) with a finite but arbitrary number
of families of dust.

Our construction can be viewed as a multiphase geometric optics construction. In particu-
lar, in our constructed high-frequency vacuum solutions, one sees that high-frequency waves
propagating in different directions only interact with each other very weakly. Notice that in
general multiphase geometric optics can be very complicated, with various possible phenom-
ena of resonance and high-order harmonics creation; see for instance [94]. In our case, how-
ever, we have very good control of resonance and high-order harmonics. In fact, the nonlinear
structure is sufficiently favorable that after suitable modifications of the methods, we can con-
sider the limit as the number of phases goes to infinity; see section 6.
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5.1. Construction of high-frequency space-times: the case of null dusts

The main result in [56] approximates any small, regular and local in time solution to Einstein-
null dust system in polarized U(1) symmetry

Ricµν (g) = 2∂µψ∂νψ +
∑

A (FA)
2
∂µuA∂νuA,

□gψ = 0,

2
(
g−1

)αβ
∂αuA∂βFA +(□guA)FA = 0, ∀A,(

g−1
)αβ

∂αuA∂βuA = 0, ∀A,

(5.1)

by a one parameter family of solutions to Einstein vacuum equations in polarized U(1)
symmetry {

Ricαβ (g) = 2∂αψ∂βψ,
□gψ = 0.

(5.2)

The sum in (5.1) on A can be over an arbitrarily large but fixed finite set, which represents
a finite number of families of null dusts propagating in different directions.

Before we state our main theorem, we note that in the small-data regime inU(1) symmetry,
the constraint equations can be solved by specifying what we call admissible free initial data
[53, 55] consisting of (ψ̇

.
= e2γ

n (∂tψ−βi ∂iψ),ψ, F̆A
.
= FAe

γ
2 ,uA)

∣∣
{0}×R2 under an admissib-

ility condition (see [55] for details). Here, we implicitly assume that the initial hypersurface
is maximal (i.e. with zero mean curvature). The following is the main theorem in [56], which
is given in terms of admissible free initial data:

Theorem 5.1 (H.–L., theorems 1.1 and 4.2 in [56]). Suppose (ψ̇,∇ψ, F̆A,uA)
∣∣
{0}×R2 is an

admissible free initial data set satisfying the following:

• The level sets of uA are sufficiently close to planes and uA
∣∣
{0}×R2 is angularly separated, i.e.

∃η ′ ∈ (0,1) such that

δij (∂i uA1)(∂juA2)

|∇uA1 ||∇uA2 |
(t,x)< 1− η ′, ∀(t,x) ∈ I×R2, ∀A1 ̸= A2. (5.3)

• ψ̇,∇ψ, F̆A are compactly supported and sufficiently small.
• A genericity condition holds for the initial data.

Then,

1. a unique solution (g0,ψ0,(F0)A,(u0)A) to (5.1) arising from the given admissible free initial
data set exists on a time interval [0,1] in the elliptic gauge of section 3.2, and

2. there exists a one-parameter family of solutions (gλ,ψλ) to (5.2) for λ ∈ (0,λ0) (for some
λ0 ∈ R sufficiently small), which are all defined on the time interval [0,1] in the elliptic
gauge of section 3.2, such that

(gλ,ψλ)→ (g0,ψ0) in L∞loc and weakly in H
1 (5.4)

and

∂gλ,∂ψλ ∈ L∞loc uniformly in λ. (5.5)
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Let us make a few remarks on this theorem.

• The existence and uniqueness of the limiting solution (g0,ψ0,(F0)A,(u0)A) is simply a local
well-posedness result. This was proven in [55].

• The angular separation condition is used to control the interaction of null dusts propagating
in different directions (see section 5.1.1).

• The genericity condition is a technical condition to ensure that we can take initial data for
(gλ,ψλ) satisfying the orthogonality conditions necessary to solve the constraint equations
with zero mean curvature.

From now on, we denote components of gλ (resp. g0) in an elliptic gauge schematically by
gλ (resp. g0). The strategy of the proof, as explained in the following subsubsections, is to
construct solutions to (5.2) in elliptic gauge of the form

ψλ = ψ0 +
∑
A

λFA cos
(
uA
λ

)
+ ψ̃λ, gλ = g0 + g̃λ, (5.6)

where we used the shorthand (FA,uA) to denote ((F0)A,(u0)A) as in the limiting solution, and
(ψ̃λ, g̃λ) are terms which are smaller λ, which in particular morally16 satisfy17∑

k⩽3

λmax{k−1,0}∥∂kψλ∥L∞t L2
x
≲ λ,

∑
k⩽5

λmax{k−2,0}∥∂kg∥L∞t L2
x
≲ λ2. (5.7)

The local well-posedness result in [55] a priori gives existence of solutions to (5.2) of the
form (5.6) on time intervals which are shrinking as λ→ 0, but we use a bootstrap argument on
the remainder (ψ̃λ, g̃λ) to prove that the solutions remain regular and take the form (5.6) up to
time 1.

If we manage to construct solutions to (5.2) of the form (5.6), with the error terms satisfy-
ing the bounds (5.7), then the bounds (5.5) in theorem 5.1 immediately follow and moreover
(gλ,ψλ) converges to the limiting solution (g0,ψ0) in the sense of (5.4).

Heuristically, one may think of the construction (5.6) as a superposition of Burnett’s
example in the introduction. Moreover, it can be checked that if (5.6) holds, then

∂αψλ∂βψλ

= ∂αψ0∂βψ0 +
∑
A,B

FAFB sin( uAλ )sin( uAλ )∂αuA∂βuB + ∂(α|ψ0

∑
A

FA sin( uAλ )∂|β)uA +OL2(λ)

= ∂αψ0∂βψ0 +
1
2

∑
A

F2
A

(
1+ cos( 2uAλ )

)
∂αuA∂βuA +

∑
A̸=B

FAFB cos( uA±uB
λ )∂αuA∂βuB

+ ∂(α|ψ0

∑
A

FA sin( uAλ )∂|β)uA +OL2(λ)

⇀∂αψ0∂βψ0 +
1
2

∑
A

F2
A∂αuA∂βuA, (5.8)

which is why our constructed solutions to (5.2) converge to a solution to (5.1).

16 The estimates for g as stated are not what we proved, since time and spatial derivatives behave differently in an
elliptic gauge (see point (2) in section 5.1.5) and the lower order derivatives do not decay fast enough near spatial
infinity. See [56] for details.
17 Moreover, we suppressed the necessary λ-independent smallness for clarity of exposition. Again, see [56] for
details.

26



Class. Quantum Grav. 41 (2024) 143002 Topical Review

5.1.1. Gaining from high-frequency. In order to justify (5.6) and (5.7), it is important that we
use the precise form of the data, and not only the bounds that they satisfy, since the regularity
of the initial data are below the threshold known for general well-posedness.

Before we proceed, we briefly review the standard mechanism behind geometric optics con-
struction, which makes use of the high-frequency parameter as a smallness parameter; we refer
the reader to [102] for a more thorough treatment of linear estimates. Since the system (5.2) is
a mixed hyperbolic-elliptic system in an elliptic gauge, we consider the model cases for both
elliptic and wave equations, for which the behavior is quite different. For the discussion below,
fix χ ∈ C∞

c and consider λ≪ 1.

• When inverting an elliptic operator, say, solving ∆φ = χ sin( x
i

λ ), we have φ = O(λ2). In

fact, one can obtain a more precise expansion φ =
∑J

j=2λ
jφj+O(λJ+1), where φj can be

precisely computed and is bounded in, say, a norm
∑K

k=0λ
k∥∂kφj∥Lp ≲ 1.

• When inverting the wave operator, there is a difference depending on the direction of oscil-
lation of the inhomogeneous terms. This can already be seen on Minkowski spacetime.
Consider the Minkowskian problems:

□φ = χ sin
(
t+xi

λ

)
, □φ = χ sin

(
t
λ

)
, □φ = χ sin

(
xi

λ

)
.

It is well-known that in the first case,
∑K

k=0λ
k∥∂kφ∥Lp ≲ λ, and the leading order contribu-

tion satisfies a transport equation. In contrast, in the second and third cases, the behavior is
effectively like in the elliptic case, and φ obeys the better estimates

∑K
k=0λ

k∥∂kφ∥Lp ≲ λ2.

This already suggests that the error terms should be estimated in norms as in (5.7), where the
bounds worsen by λ−1 for each derivative.

Moreover, in order to exploit the above phenomena, we will need to arrange the phase
appropriately:

• First, we need that uA, uA ± uB etc to oscillate with frequency ∼ λ−1 along the spatial
directions. To achieve this we exploit a rescaling symmetry for the background: observe
that if (g,ψ,FA,uA) solves (5.1), then for any set of positive constants {aA}A∈A ∈ R|A|

>0 ,
(g,ψ,F ′

A,u
′
A) is also a solution to (5.1) if we define

F ′
A = a−1

A FA, u ′
A = aAuA.

This rescaling allows us to ensure |∇(aAuA ± aBuB)|2 ⩾ 1 for phases corresponding to quad-
ratic interaction, and similar lower bounds for higher order interactions.

• We will also need that for A ̸= B, uA ± uB is either oscillating in a timelike or a spacelike
direction, in order to capture the improved estimate discussed above. This cannot be arranged
by rescaling alone, but is guaranteed by the angular separation assumption (5.3).

5.1.2. First estimates for the metric coefficients. Recall that our goal will be to prove the
estimates (5.7). We first discuss the estimates for gλ: we assume the estimates for ψλ (but not
that of gλ) in (5.6) and (5.7), and try to derive suitable bounds for gλ.
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According to lemma 3.8, in the elliptic gauge, the metric components schematically satisfy
equations of the form

∆gλ = L(gλ) [∂αψλ∂βψλ] + (∂gλ)
2
,

∆g0 = L(g0)

[
∂αψ0∂βψ0 +

1
2

∑
A

FA∂αuA∂βuA

]
+(∂g0)

2
,

where L(g)[·] is some linear function of the unknown, with coefficients depending on g.
From the computations of ∂αψλ∂βψλ in (5.8) above, we see that the low-frequency part of

L(gλ)[∂αψλ∂βψλ] cancel exactly L(g0)[∂αψ0∂βψ0 +
1
2

∑
AFA∂αuA∂βuA]. Thus, assuming

that ψλ−ψ0 satisfy (5.6) and (5.7), and introducing suitable bootstrap assumptions for g, the
equation for gλ− g0 then schematically takes the form

∆(gλ− g0) =
1
2

∑
A

F2
A cos

(
2uA
λ

)
∂uA∂uA +

∑
A̸=B

FAFB cos
(
uA±uB
λ

)
∂uA∂uB

+ ∂ψ0

∑
A

FA sin
(
uA
λ

)
∂uA +O(λ) .

(5.9)

In this equation, theO(1) terms have explicit expressions, and can be cancelled by introducing
an approximate solution of the form

g1 =− 1
8

∑
A

λ2F2
A

|∇uA|2
(∂uA)(∂uA)cos

(
2uA
λ

)
−
∑
A

λ2FA

|∇uA|2
(∂ψ0)(∂uA)sin

(
uA
λ

)
−

∑
B̸=A

(∓1) ·λ2FAFB

|∇(uA ± uB) |2
(∂µuA)(∂νuB)cos

(
uA±uB

λ

)
.

(5.10)

In order to do so, we need lower bounds for |∇uA|2 and |∇(uA ± uB)|2, which can be arranged
as explained in section 5.1.1. We can now write

∆(g− g0 − g1) = O(λ) . (5.11)

In particular, the explicit form for g1 and standard elliptic estimates give the rough estimate

g− g0 = OH2 (λ) . (5.12)

5.1.3. Need for a more precise parametrix. It turns out that the ansatz (5.6) is not precise
enough to run our argument. To see this, we derive an equation for the error ψ̃λ by the following
computations:

0=□gλψλ = (□gλ −□g0)ψ0 −
1
λ

∑
A

gαβλ ∂αuA∂βuAFA cos
( uA
λ

)
−
∑
A

(
2gαβλ ∂αuA∂βFA +□gλuAFA

)
sin

( uA
λ

)
+λ

∑
A

□gλFA cos
( uA
λ

)
+□gλ ψ̃λ,

(5.13)

where we used□g0ψ0 = 0=□gλψλ. Equation (5.13) can be viewed as an equation for□gλ ψ̃λ,
which can be used to estimate ψ̃λ.
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We first note that the (□gλ −□g0)ψ0 term, the
∑

A(2g
αβ
λ ∂αuA∂βFA +□gλuAFA)sin(

uA
λ )

term and the λ
∑

A□gλFA cos( uAλ ) term all satisfy
∑K

k=0λ
k∥∂k · ∥L2 ≲ λ. For the first term,

this is due to (5.12), for the second term, this is due to the transport equation for FA in (5.1)
(together with (5.12)); for the final term, this is due to the extra λ present. These estimates are
already sufficient for proving the wave estimate (i.e. the first bound) in (5.7).

Thus the main error term in (5.13) is the second term on the right-hand side. Recalling
that uA satisfies the eikonal equation with respect to the metric g0, i.e. g

αβ
0 ∂αuA∂βuB = 0

(see (5.1)), we can write

1
λ
gαβλ ∂αuA∂βuA =

1
λ

(
gαβλ − gαβ0

)
∂αuA∂βuA. (5.14)

If we only have (5.12), then the term (5.14) is OL2(1), which only gives the ∥∂ψ̃λ∥L2 ≲ 1, and
is in turn too weak to justify (5.9).

5.1.4. Improved parametrix. Due to considerations outlined above, we need a more precise
parametrix than (5.6). Instead, we further expand ψλ as follows:

ψλ = ψ0 +
∑
A

λFA cos
(
uA
λ

)
+
∑
A

λ2F̃A sin
(
uA
λ

)
+
∑
A

λ2F̃(2)
A cos

(
2uA
λ

)
+
∑
A

λ2F̃(3)
A sin

(
3uA
λ

)
+ Eλ,

(5.15)

where F̃A, F̃
(2)
A and F̃(3)

A areO(1) termswhich are defined to satisfy suitable transport equations,
and Eλ is an error termwhich satisfies the even better estimate

∑
k⩽3λ

max{k−1,0}∥∂kEλ∥L∞t L2
x
≲

λ2.
The key point here is that (5.15) is sufficiently precise to keep track of theO(λ) contribution

in∆(gλ− g0 − g1) in (5.11), and show that they are in fact also of high-frequency. As a result,
we can obtain a more accurate the approximate solution for gλ by introducing a g2 term (in
a similar manner as (5.10)) with size

∑K
k=0λ

k∥∂kg2∥Lp ≲ λ3 so that ∆(gλ− g0 − g1 − g2) =
OL2(λ2). As a result, we obtain gλ− g0 = O(λ2), which is sufficient to handle the difficult
term (5.14).

Let us note that in order to justify the parametrix in (5.15), we in turn need to be more
precise with the O(λ) error terms in the equation (5.13) (i.e. terms such as (□gλ −□g0)ψ0). In

particular, we need to define F̃A, F̃
(2)
A and F̃(3)

A suitably to cancel with these error terms.
Finally, notice that the extra terms in (5.15) are high frequency terms that only involve the

phases uA, 2uA and 3uA. These terms correspond to either linear terms in the high-frequency
source or terms representing (quadratic or cubic) parallel interactions. The reason that we do
not need to keep track of high-frequency terms e.g. with a phase uA ± uB withA ̸= B is because
these phases oscillate either in the timelike or in the spacelike direction, so that the output is
better according to considerations in section 5.1.1. In particular, these terms areO(λ3) (instead
of O(λ2)) and can be considered as part of Eλ.

5.1.5. Additional technical issues. We end with two more technical difficulties that arise in
the proof.

1. (Coupling between various terms) It should be emphasized that in the bootstrap argument,
not only the main error terms gλ− g0 − g1 − g2 and Eλ couple. In fact, the way the para-
matrix is defined dictates that the estimates for these also have to be coupled with that of
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g2 and F̃A. In particular, we need to contend with a potential loss of derivatives. (In fact,
for related reasons, it would seem difficult to obtain a parametrix which is more precise
than (5.15).)

2. (Time derivative of the metric coefficients) Another difficulty comes from estimating ∂tg:
the ∂t derivatives of themetric components are worse than the spatial derivatives because the
metric components solve spatial elliptic equations on fixed time slices. Here, it is important
that the ∂t derivatives of some specific components behave better (cf the structure used in
section 4.3.3). Moreover, there is an important cancellation coming from the two uncon-
trollable terms ∂t(gλ− g0 − g1 − g2) and ∂2

t F̃A.

6. Construction of small-amplitude high-frequency spacetimes in U(1)
symmetry: from null dusts to massless Vlasov

While we constructed a large class of high-frequency vacuum spacetimes which limit to solu-
tions to the Einstein–null dust system (see section 5), conjecture 1.2 is not restricted to the
Einstein–null dust system. In this section, we discuss ongoing work in which we construct
examples where the limiting spacetimes are more general solutions to the Einstein–massless
Vlasov system. In particular, in the notations of definition 3.4, ν is now allowed to be abso-
lutely continuous with respect to the Lebesgue measure.

Our goal now is to construct, in the (2+ 1)-dimensional space [0,1]×R2, a sequence of
solutions (gi,ψi,$i) to (recall (3.2)) □gψ + 1

2e
−4ψg−1 (d$,d$) = 0,

□g$ − 4g−1 (d$,dψ) = 0,
Ricµν (g) = 2∂µψ∂νψ + 1

2e
−4ψ∂µ$∂ν$

(6.1)

which converges to (g0,ψ0,$0), where (g0,ψ0,$0,{f(ω),u(ω)}ω∈S1) is a solution to

□gψ + 1
2e

−4ψg−1 (d$,d$) = 0,
□g$ − 4g−1 (d$,dψ) = 0,

Ricµν (g) = 2∂µψ∂νψ + 1
2e

−4ψ∂µ$∂ν$+

ˆ
S1

f 2 (t,x,ω)∂µu(t,x,ω)∂νu(t,x,ω) dm(ω) ,

2
(
g−1

)αβ
∂αu∂β f +(□gu) f = 0 ∀ω ∈ S1,(

g−1
)αβ

∂αu∂βu= 0, u
∣∣
{t=0} = x ·ω, ∂tu

∣∣
{t=0} > 0, ∀ω ∈ S1,

(6.2)

where dm(ω) is a fixed probability measure on S1. In what follows, we denoteU
.
= (ψ,$) and

⟨∂αU,∂βU⟩
.
= ∂αψ∂βψ + 1

4e
−4ψ∂α$∂β$.

Here, in (6.2), we consider a specific class of solutions to the Einstein–Vlasov system,
where the cotangent bundle can be parametrized by {du(ω)}ω∈S1 so that the connection to
the Einstein–null dust system (see section 5) is more transparent. In particular, this paramet-
rization allows for Vlasov field which is absolutely continuous with respect to the Lebesgue
measure. Notice that the systems (6.1) and (6.2) in (2+ 1)-dimensions arise, respectively,
as reductions of the Einstein vacuum equations and the Einstein–massless Vlasov system in
(3+ 1) dimensions under U(1) symmetry.

We nowgive a rough statement of ourmain theorem.As in theorem 5.1, we state the theorem
in terms of admissible free initial data, where suitable modifications need to be adapted in this
setting. As before, we assume that the initial hypersurface is maximal.
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Theorem 6.1 (H.–L., to appear). Suppose (ψ̇,∇ψ,$̇,∇$, {̆f(ω)}ω∈S1 ,{u(ω)}ω∈S1)
∣∣
{0}×R2

is an admissible free initial data set satisfying the following:

• The level sets of u(ω) are chosen to be planes with angle ω to the y-axis in the sense that
∇u(ω) = (cosω,sinω).

• (ψ̇,∇ψ,$̇,∇$, {̆f(ω)}ω∈S1) are compactly supported and sufficiently small.
• A genericity condition holds.

Then

1. a unique solution (g0,ψ0,$0,{f0(ω)}ω∈S1 ,{u0(ω)}ω∈S1) to (6.2) arising from the given
admissible free initial data set exists on a time interval [0,1] in the elliptic gauge of
section 3.2, and

2. there exists a sequence of solutions {(gi,ψi,$i)}∞i=1 to (6.1), which are all defined on the
time interval [0,1] in the elliptic gauge of section 3.2, such that

(gi,ψi,$i)→ (g0,ψ0,$0) in L∞loc and weakly in H
1 (6.3)

and

∂gi,∂ψλ ∈ L4
loc uniformly in i ∈ N. (6.4)

Notice that theorem 6.1 simultaneously generalizes theorem 5.1 in two ways: in addition to
allowing for more general Vlasov field, we remove the polarization assumption and allow for
general U(1)-symmetric solutions so that we deal with a (2+ 1)-dimensional Einstein–wave
map system (see remark 3.3).

Some comments about the basic strategy of the proof of theorem 6.1 are in order.

• The strategy of the proof consists of two steps. First, we approximate the solution to the
Einstein–massless Vlasov system by a sequence of solutions to Einstein–null dust system
(see section 6.1), where the number of families of dust →∞. We then use a construction
similar to that in section 5 to approximate solutions to the Einstein–null dust system by
solutions to (3.2) (see section 6.2).

• However, we emphasize that theorem 6.1 does not follow from theorem 5.1. Indeed, in the-
orem 5.1, as the number of families of dustN increases, we requiredmore stringent smallness
assumption. As a result, we cannot directly pass to the N→∞ limit in theorem 5.1.

• To carry out the proof, we track the dependence on N (the number of families of dust) in the
argument [56].We then need amodification of the argument so that ε, the size of (g0,U0, f,u),
is independent of 1

N . However, we will assume that λ is small compared to some function of
N to obtain extra smallness.

6.1. Approximation of a Vlasov field by null dusts

Using that the set of convex combinations of Dirac measures is weak-∗ dense in the set of all
probability measures, we construct a particular weak-∗ approximating sequence as follows. Let
m be a given probability measure on S1 .= R/(2πZ). For all N ∈ N, and A= 0,1, . . . ,N− 1,

31



Class. Quantum Grav. 41 (2024) 143002 Topical Review

we can find N separated points ω(N)
A = A

2πN ∈ S1, and N coefficients σ(N)
A = m([ A

2πN ,
A+1
2πN ))

(with σ(N)
A ⩾ 0 and

∑N−1
A=0σ

(N)
A = 1) such that

N−1∑
A=0

σ
(N)
A δωN

A

∗
⇀ m, (6.5)

in the weak-∗ topology as N→∞. To approach (6.2) by N dusts, we consider the initial data
for (6.2) (ψ,∂tψ,Fψ(ω),Fϖ(ω)). We then solve the coupled system

Ricµν (g) = 2⟨∂µU,∂νU⟩+
∑

A

((
FψA

)2
+ e−4ψ

4 (FϖA )2
)
∂µuA∂νuA,

□gψ + 1
2e

−4ψg−1 (dϖ,dϖ) = 0,
□gϖ − 4g−1 (dϖ,dψ) = 0,

2
(
g−1)αβ ∂αuA∂βFψA +(□guA)FψA + e−4ψ (g−1)αβ ∂αϖ∂βuAFϖA = 0,

2
(
g−1)αβ ∂αuA∂βFϖA +(□guA)FϖA − 4

(
g−1)αβ ∂αϖ∂βuAFψA − 4

(
g−1)αβ ∂αψ∂βuAFϖA = 0,(

g−1)αβ ∂αuA∂βuA = 0.

(6.6)

where we have dropped the subscript N and denoted uA = u(ωA) and F
ψ,ϖ
A = σ

1
2
Af
ψ,ϖ(ωA).

Notice that in (6.6), instead of having a single transport equation for the null dust as
in (5.1), we have introduced a decomposition of the density of the null dust as F 2

A =

(FψA)
2 + e−4ψ

4 (FϖA )2, and the two transport equations for FψA and FϖA in (6.6) implies the fol-
lowing transport equation:

2
(
g−1

)αβ
∂αuA∂βFA +(□guA)FA = 0.

The importance of this decomposition will become clear in the next section.
We consider solutions to (6.6) with high regularity. Using a compactness argument, we can

show the convergence of a subsequence towards a solution of (6.2) as N→∞. It thus remains
to approximate solutions to (6.6) by solutions to (6.1)

6.2. Parametrix for ψ and ϖ

In order to approach a solution of (6.6) by solutions to (6.1), we show the existence of solutions
to (6.1) of the form

ψλ = ψ0 +
∑
A

λFψA cos
(uA
λ

)
+ ψ̃, $λ =$0 +

∑
A

λFϖA cos
(uA
λ

)
+ $̃, gλ = g0 + g̃λ,

(6.7)

where ψ̃, $̃, g̃λ are O(λ2).
The construction is similar to the one explained in section 5. In particular, we need a more

precise parametrix than (6.7) in order to capture nonlinear interactions in parallel directions
(see section 5.1.4). Here, we point out a few new difficulties corresponding to the N→∞
limit.

• There is already a difficulty to obtain a local existence result, even on a time interval
depending on λ, for initial data consistent with (6.7). Indeed, due to the globality (in space)
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of the elliptic estimates for the metric components, local existence requires a smallness
assumption, and a straightforward extension18 of the results in [55] would require small-
ness for ∥∂ψ∥L∞ and ∥∂$∥L∞ . On the other hand, for the main high-frequency term in∑

AF
ψ
A∂uA cos

(
uA
λ

)
, since we only have smallness for (

∑
A |F

ψ
A |2 + |FϖA |2) 1

2 but not for∑
A(|F

ψ
A |2 + |FϖA |), it is unclear that ∥∂ψ∥L∞ and ∥∂$∥L∞ are small. Nonetheless, almost

orthogonality of the high-frequency phases allows one to conclude that ∥∂ψ∥L4 is small when
λ is sufficiently large with respect to N (compare (6.4) with (5.5)). Because of this, we need
to use the more recent improved local existence result by Touati [119] (see Remark 3.10).

• A lot of terms in our construction can only be estimated with large constants that grow with
N. As a result, the corresponding O(λ2) terms in section 5 are now only required to obey an
N-dependent bound λ2eA(N)t, where A(N) grows polynomially in N.

• A priori, one potential danger would be that error terms of size λ2e2A(N)t arise from nonlinear
interactions, i.e. the N dependence becomes worse for nonlinear interactions. It turns out
that this does not occur since the extra exponential growth in N can be compensated by
additional factors of λ. However, in order to achieve this, we need to work with phases uA
in the parametrix that solve the eikonal equation for the perturbed metric gλ instead of that
for the background metric g0.

• In order to control the uA satisfying the true eikonal equation, it will be useful to control the
corresponding null second fundamental formχA

.
=□gλuA using the Raychaudhuri equation.

To carry out the estimates, a parametrix decomposition has to be introduced, both for uA and
χA.

Finally, there is also an additional difficulty coming from consider the general (instead of
polarized) U(1) symmetry:

• The presence of the semilinear nonlinear terms on the right-hand side in the wave equations
for ψ and $ requires us to modify our ansatz. The transport equations satisfied by FψA and
FϖA in (6.6) are exactly designed so that the zeroth order terms (in powers of λ) to vanish.
Similar adaptations are also necessary at higher order. Importantly, thanks to the null form,
no harmonics are generated at the first order.

7. High-frequency spacetimes in generalized wave coordinates

In this section, we consider high-frequency spacetimes in generalized wave coordinates.

Definition 7.1. Let n⩾ 2. We say that (Mn+1,g) satisfies the generalized wave coordinates
condition if

gµνΓαµν = Hα, ∀α. (7.1)

In the special case that Hα ≡ 0, we call (7.1) the wave coordinates condition.

18 We recall that strictly speaking [55] only applies to the polarized case, though the proof carries over to the non-
polarized case.
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The Einstein vacuum equations in generalized wave coordinates can be written

□ggµν = Zµν(∂g,∂g)+ g(µ|ρ∂|ν)H
ρ, (7.2)

and therefore takes the form of a system of quasilinear wave equations.
It is well-known, particularly due to the work of Lindblad–Rodnianski [79, 80] on the global

stability of Minkowski spacetime in wave coordinates, that the nonlinearity has a special weak
null structure, which is weaker than the classical null condition, but is still much more special
than generic quadratic derivative nonlinearities. This particular structure—both the presence of
a weak null structure and the failure of the classical null condition—is important for Burnett’s
conjecture.

7.1. Burnett’s conjecture in generalized wave coordinates

In order to simplify the exposition, we focus on the case where the wave coordinate condition
holds, i.e. when Hα ≡ 0 ∀α in (7.1). The theorem easily generalizes to the case where Hαi →
Hα0 is a suitably strong (but still weaker than C1) topology; see [58] for details.

Theorem 7.2 (H.–L. [58]). Burnett’s conjecture (with high frequency condition (1.3) for K= 2)
holds if we assume in addition that the wave coordinate condition holds for g0 and for gi for
all i⩾ 1.

As for Burnett’s conjecture in elliptic gauge underU(1) symmetry (see section 4), the proof
of the theorem gives a precise description of the massless Vlasov field in the limit, which is
related to a suitably defined microlocal defect measure. Also as in section 4, the key to the-
orem 7.2 is the precise structure of the linear and nonlinear terms. From the work of Lindblad–
Rodnianski [79], it is known that the nonlinear terms in the Ricci curvature tensor in wave
coordinates do not satisfy the classical null condition. In fact, the terms which fail the null
condition can be identified:

Ricµν (g) =−1
2
□̃ggµν +

1
2
Pµν (g)(∂g,∂g)+ terms satisfying null condition,

where

□̃gqµν .
= gαβ∂2

αβqµν , (7.3)

and

Pµν (g)(∂p,∂q)
.
=

1
4
gαα

′
∂µpαα ′gββ

′
∂νqββ ′ − 1

2
gαα

′
∂µpαβg

ββ ′
∂νqα ′β ′ . (7.4)

In order to prove theorem 7.2, we need the linear and nonlinear structures of Ricµν(g0)−
Ricµν(gi):

Lemma 7.3. Define hi = gi − g0. Assume that

1. the wave coordinates condition holds gi and g0,
2. gi,g0,g

−1
i ,g−1

0 and their first derivatives are uniformly bounded, and
3. g−1

i − g−1
0 = oi→∞(1).
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Then

Ricµν (g0) =Ricµν (gi)+
1
2
□̃g0 (hi)µν −

1
2
gαα

′

0 gββ
′

0 (hi)α ′β ′ ∂
2
αβ (hi)µν −

1
2
Lµν (g0)(∂hi)

− 1
2
Pµν (g0)(∂hi,∂hi)+ quadratic terms in ∂hi satisfying null condition

+ oi→∞ (1) ,
(7.5)

where □̃g0 and Pµν are as in (7.3) and (7.4), respectively, and the linear term Lµν is given by

Lµν(g0)(∂h)
.
= 4gσρ0 Γρ

α
(µ|(g0)∂σh|ν)α+Dασ(µ|(g0)∂|ν)hασ (7.6)

and

Dασµ (g0)
.
= gαβ0 gσρ0 (2∂ρ(g0)βµ− ∂µ(g0)βρ). (7.7)

Using the structure of the equation in lemma 7.3, it is not difficult to see that the limiting
Ricci curvature tensor must take the following form:

Proposition 7.4. Ricµν(g0) is given by

ˆ
M
ψRicµν (g0) dVolg =

ˆ
S∗M

ξµξνψdµ, ∀ψ ∈ C∞
c (M) ,

where

µ= gαρ0 gβσ0

(
1
4
µρβασ −

1
8
µραβσ

)
, (7.8)

and µαβρσ are the microlocal defect measure defined (similarly as proposition 4.5) so that
(after passing to a subsequence)

⟨∂γ (hi)αβ ,A∂δ (hi)ρσ⟩L2 →
ˆ
S∗R3+1

adµαβρσ

for any zeroth order pseudodifferential operator A with principal symbol a.

Proof. This proposition amounts to computing the weak limit of the right-hand side of (7.5).
First, notice that by assumption, Ricµν(gi) = 0. Next, note that a similar argument as in (1.5)
and (1.6) shows that the terms satisfying the null condition do not contribute to the limit. It
thus suffices to consider terms written out in (7.5).

For the four remaining terms, notice that 1
2 □̃g0(hi)µν and 1

2Lµν(g0)(∂hi) are both linear in
hi and/or its derivatives, and thus have weak limit = 0.

For the quasilinear term, we observe that

gαα
′

0 gββ
′

0 (hi)α ′β ′ ∂
2
αβ (hi)µν

= ∂α

(
gαα

′

0 gββ
′

0 (hi)α ′β ′ ∂β (hi)µν

)
+ gαα

′

0 gββ
′

0 ∂α (hi)α ′β ′ ∂β (hi)µν + o(1) ,
(7.9)
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where we have used (1.3). Now the first term in (7.9) is a total derivative of an o(1) term, which
tends to 0 weakly. For the second term, we note that the wave coordinate condition allows us
to rewrite it as

1
2
gαα

′

0 gββ
′

0 ∂β ′ (hi)αα ′ ∂β (hi)µν + o(1) ,

so that the first term contains an exact null form which therefore has a vanishing weak limit!
It thus follows that the only possibly non-zero limit comes from the term 1

2Pµν(g0)(∂hi,∂hi)
in (7.5). The definition of µ exactly captures the contribution of this term.

Just as in theorem 4.1, the most difficult part of Burnett’s conjecture is therefore the fol-
lowing transport equation for µ:

Theorem 7.5. The following holds for µ defined in (7.8):

ˆ
S∗M

{gµν0 ξµξν , ã} dµ= 0,∀ã

Combining proposition 7.4 and theorem 7.5 then yields theorem 7.2 (cf theU(1)-symmetric
case in definition 3.4).

It must be emphasized that the proof of theorem 7.5 strongly relies on the fact we are con-
sidering µ in theorem 7.5. The analogous statement is not expected to hold for each individual
µαβρσ as we have used cancellations coming from the combination in (7.8); cf section 4.3.4.

The starting point of the proof of theorem 7.5 is an ‘energy estimate’ type computation in
the spirit of section 4.3.1, which gives the following propagation equation for µ:

ˆ
S∗R3+1

{gµν0 ξµξν , ã(x, ξ)} dµ=
1
4

ˆ
S∗R3+1

gµν0 ξν ã(x, ξ)∂xµ
(
2gαα

′
0 gββ

′

0 − gαβ0 gα
′β ′

0

)
dµαβα ′β ′

+
1
2

lim
i→∞

⟨
(
2gαα

′
0 gββ

′

0 − gαβ0 gα
′β ′

0

)
∂t (hi)αβ ,A□̃g0 (hi)α ′β ′⟩.

(7.10)

The proof of theorem 7.5 now boils down to showing that the right-hand side of (7.10) ≡ 0. This
is again a compensated compactness type argument: we plug in the equation for □̃g0(hi)α ′β ′ from
lemma 7.3 (with Ric(gi) = 0, ∀i ⩾ 1) and investigate each term.

1. Since Ric(g0) is smooth and i-independent, its contribution = 0 using that ∂t(hi)αβ ⇀ 0 weakly.
2. The linear term Lµν in (7.5) can be computed exactly using the microlocal defect measures. It turns

out that there is an algebraic cancellation where the contribution from Lµν cancels exactly the first
term on the right-hand side of (7.10).

3. For the terms involving null forms, we show that none of them contribute to the limit. For Q0, this
can be achieved by a simple integration by parts argument as in section 4.3.2. For Qαβ , we use the
trilinear normal form estimates of Ionescu–Pasauder [61] (introduced in their proof of the stability of
Minkowski spacetime for the Einstein–Klein–Gordon system).
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4. For the term P which fails the classical null condition, there is a hidden null structure in the trilinear
term which can be revealed after integration by parts:〈

gαα
′

0 gββ
′

0 ∂t (hi)α ′β ′ ,A
(
gρρ

′

0 gσσ
′

0 ∂α (hi)ρσ ∂β (hi)ρ ′σ ′

)〉
=

〈
gαα

′
0 gββ

′

0

(
∂tA

∗ (hi)α ′β ′

)
,gρρ

′

0 gσσ
′

0 ∂α (hi)ρσ ∂β (hi)ρ ′σ ′

〉
+ o(1)

=
〈
gαα

′
0 gββ

′

0

(
∂αA

∗ (hi)α ′β ′

)
,gρρ

′

0 gσσ
′

0 ∂t (hi)ρσ ∂β (hi)ρ ′σ ′

〉
−
〈
gαα

′
0 gββ

′

0 Qtα

(
A∗ (hi)α ′β ′ ,(hi)ρσ

)
,gρρ

′

0 gσσ
′

0 ∂β (hi)ρ ′σ ′

〉
+ o(1)

=
1
2

〈
gαα

′
0 Q0

(
A∗ (hi)αα ′ ,(hi)ρ ′σ ′

)
,gρρ

′

0 gσσ
′

0 ∂t (hi)ρσ

〉
−
〈
gαα

′
0 gββ

′

0 Qtα

(
A∗ (hi)α ′β ′ ,(hi

)
ρσ
),gρρ

′

0 gσσ
′

0 ∂β(hi)ρ ′σ ′

〉
+ o(1),

where in the second step, we swapped the ∂t and ∂α derivative at the expense of a null form; in the
third step, we used the wave coordinate condition. Finally, since all these terms consist of null forms,
they vanish in the limit.

5. Finally, for the quasilinear term gµµ
′

0 gνν
′

0 (hi)µν∂2
µ ′ν ′(hi)α ′β ′ , we first observe that the main diffi-

culty arises when (hi)µν has high frequency and that the frequency lives near the light cone of g0:

• If (hi)µν has low frequency, then we integrate by parts and use Calderón commutator estimates to
force a derivative to act on (hi)µν . Since (hi)µν has low frequency, this leads to an improvement.

• If (hi)µν has high frequency, but the frequency lives away from the light cone, then we use that
we have estimates for □g0hi (because of the Einstein equation) and that □g0 is elliptic for such a
frequency regime.

We thus concentrate to the high-frequency regime near the light cone. We can write the frequency
localized part as a total ∂t derivative, i.e. (hi)

freq. loc.
µν = ∂t(ki)µν , where

∑
j⩽1λ

j∥∂ j(ki)µν∥L2 ≲ λ1+b

and ∥□g0ki∥L2 ≲ λb for some b ∈ ( 1
2 ,1). Integrating by parts, we obtain〈

gαα
′

0 gββ
′

0 ∂γ (hi)αβ ,A
(
gµµ

′

0 gνν
′

0 ∂t (ki)µν ∂
2
µ ′ν ′ (hi)α ′β ′

)〉
=

〈
gαα

′
0 gββ

′

0 ∂γ (hi)αβ ,A
(
gµµ

′

0 gνν
′

0 ∂µ ′ (ki)µν ∂
2
tν ′ (hi)α ′β ′

)〉
+
〈
gαα

′
0 gββ

′

0 ∂γ (hi)αβ ,A
(
gµµ

′

0 gνν
′

0 Qtµ ′

(
(ki)µν ,∂ν ′ (hi)α ′β ′

))〉
=

1
2

〈
gαα

′
0 gββ

′

0 ∂γ (hi)αβ ,A
(
gµµ

′

0 gνν
′

0 ∂ν (ki)µµ ′ ∂
2
tν ′ (hi)α ′β ′

)〉
+
〈
gαα

′
0 gββ

′

0 ∂γ (hi)αβ ,A
(
gµµ

′

0 gνν
′

0 Qtµ ′

(
(ki)µν ,∂ν ′ (hi)α ′β ′

))〉
+ o(1)

=
1
2

〈
gµµ

′

0 gαα
′

0 gββ
′

0 ∂γA
∗ (hi)αβ ,Q0((ki)µµ ′ ,∂t(hi)α ′β ′)

〉
+
〈
gµµ

′

0 gνν
′

0 gαα
′

0 gββ
′

0 ∂γA
∗(hi)αβ ,Qtµ ′((ki)µν ,∂ν ′(hi)α ′β ′)

〉
+ o(1),

(7.11)

where in the first step we exchanged ∂t and ∂µ ′ at the expense of a null form, in the second step we
used that the wave coordinate condition for h implies a good bound for H(g0)(∂k) and in the third
step we noted that the commutation of A∗ with gµµ

′

0 gαα
′

0 gββ
′

0 ∂γ and gµµ
′

0 gνν
′

0 gαα
′

0 gββ
′

0 ∂γ are in
Ψ−1. As before, we have thus obtained null forms in every term.

See [58] for details of the proof.
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7.2. The geometric optics approximation with one phase

In [120], Touati considered the geometric optics solutions with one phase in generalizedwave coordinates
in (3+ 1)-dimensions. This could be thought of as an analogue of the results in section 5, without any
symmetry assumptions, but restricted only to one phase.

More precisely, Touati showed in [120] the existence of solutions to Einstein vacuum equations in
generalized wave coordinates (7.2) of the schematic form

gλ = g0 +λg(1)
(u0
λ

)
+ g̃λ,

where g0 is a metric in wave coordinates and is a small-data solution to Einstein-null dust equation:
Ricµν = F2

0∂µu0∂νu0
g−1
0 (du0,du0) = 0

2gαβ0 ∂αu0∂βF0 +□g0u0 = 0.
(7.12)

The tensor g(1)
( u0
λ

)
is given by cos

( u0
λ

)
F(1)
µνwith

gµν0

(
∂µu0F

(1)
σν −

1
2
∂σu0F

(1)
µν

)
= 0, (7.13)

1
8
|F(1)|2g0 −

1
16

(
trg0F

(1)
)2

=F2
0, (7.14)

2∂αu0DαF
(1)
µν +(□g0u0)F(1)

µν = 0. (7.15)

This ansatz correspond to the one which was formally computed by Choquet–Bruhat in [22]. The proof
of Touati is based on the following elements.

• As in [56], one needs a more precise expansion than is given above, and there is a need to go up to
second order in the ansatz.

• The proof uses generalized wave coordinates, whereHα in (7.1) isO(λ) small but not zero. The choice
of relies on the polarization condition (7.13) and is used to absorb the unwanted harmonics. The fact
that this is possible is in some sense a similar aspect as the elliptic equations satisfied by the metric
coefficients in U(1) symmetry.

• There is an apparent loss of derivative in the construction of the high-frequency ansatz, due to the
quasilinear nature of Einstein equations, which was dealt with using a clever frequency cutoff.

• It can already be seen in the first order ansatz that F(1) should satisfy both a polarization condi-
tion (7.13) and a transport equation (7.15). The fact that they are compatible is a computation, already
present in [22]. Similar conditions are present for the second order ansatz. The compatibility of these
conditions, intractable by computation, is proved using the Bianchi identities.

• The high-frequency ansatz, with terms satisfying transport equations, and the used of generalized wave
coordinate condition require a special construction of the initial data. This is done in [122].

7.3. Superposition of high frequency waves

This geometric optic construction have been extended by Touati in the very recent work [123] to construct
exact solutions to Einstein vacuum equations which can be written as a superposition of high-frequency
waves

gλ = g0 +λ
∑
A

cos
(uA
λ

)
F(1)
A + g̃λ,
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This is an analogue of the result in [56], but now without any symmetry assumptions. The fact that high
frequency waves propagating in different null direction produce only a quadratic error in λ is not a priori
straightforward and is again a manifestation of the structure of the nonlinearity in Einstein equations.

8. Future directions and open problems

8.1. Alternative characterizations of limit spacetimes

Burnett’s conjecture (conjecture 1.1) is phrased in terms of a massless Vlasov field that is yet to be
determined. In practice, in all the known results that we have surveyed, there is a natural candidate for the
massless Vlasov field, which is a microlocal defect measure associated with the failure of convergence.
Nevertheless, it could be useful to find a characterization of the limit spacetime in terms of the metric
itself.

Problem 8.1. Given a smooth metric g with an Einstein tensor G(g)
.
= Ric(g)− 1

2Rg which is non-
negative definite (i.e. G(X,X)⩾ 0 for any vector X) and trace-free. Find suitable criteria to determine
whether g can be viewed as a solution to the Einstein–massless Vlasov system after introducing a mass-
less Vlasov field.

8.2. Analogue of Burnett’s conjecture in lower regularity

In (1.3), uniform pointwise estimates are assumed for the derivative of themetric, and even though second
derivatives are allowed to grow, they are assumed to grow in a particular fashion with good pointwise
control. However, the question in conjecture 1.1 already makes sense for gi → g in C0 and weakly inH1.
It is of interest to understand whether the Burnett conjecture continues to hold with the weaker notion of
convergence.

Problem 8.2. Does the Burnett conjecture still hold if we only assume gi → g in C0 and weakly inH1?

The question in problem 8.2 has an affirmative answer in the setting of angularly regular spacetimes;
see section 2. However, other results (theorems 4.1 and 7.2) rely on stronger assumptions. Weak con-
vergence in H1 can be thought of as natural for two reasons: (1) it is the weakest known regularity for
a notion of weak solution to make sense [41], and (2) weak convergence in H1+ϵ for ϵ> 0 immediately
implies that the limit is also vacuum (and hence the Burnett conjecture becomes trivial); see section 1.2.

Concerning problem 8.2, one can in fact already ask a simpler question in the setting of wave maps.

Problem 8.3. Let d= 2,3 and (N ,h) be a Riemannian manifold. Suppose {Φi}∞i=1 is a sequence of
smooth wave maps Φi : Rd+1 →N such that Φi converges to a limiting smooth map Φ : Rd+1 →N in
C0 and weakly in H1. Does a suitably-defined microlocal defect measure characterizing the convergence
satisfies the massless Vlasov equation? If the answer is negative, it would also be of interest to understand
the exact regularity threshold for the failure.

8.3. Issue of gauge

In all the formulations above, a specific gauge is fixed. It is of interest to understand whether any of the
results can be formulated in a gauge-independent manner. A simpler question would be to understand
whether the conclusion of Burnett’s conjecture still holds after ‘high-frequency gauge transformation.’

Problem 8.4. Is the Burnett conjecture gauge dependent? In particular, given a sequence of solution
(M,gi) to the Einstein vacuum equations, and assume that gi → g0 according to (1.3) for some g0 sat-
isfying the Einstein–massless Vlasov system (with a suitable Vlasov field). Introduce a sequence of new
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coordinates {yαi }∞i=1 such that with respect to the original coordinates {xβ} the following bounds are
satisfied: ∣∣∣∂yαi

∂xβ
− δαβ

∣∣∣≲ λi, ∣∣∣ ∂2yαi
∂xβ∂xβ ′

∣∣∣≲ 1.

Is the limit in the new coordinates still a solution to the Einstein–massless Vlasov system?

8.4. Global solutions

The constructions concerning conjecture 1.2 in this survey are all local-in-time results. (The only known
global constructions require T2 symmetry, see section 1.3.1.) In view of the known results on the sta-
bility of Minkowski spacetime both in vacuum19 [26, 80] and for the Einstein–massless Vlasov system
[13, 117], one may expect it to be possible to construct global examples, at least in a neighborhood of
Minkowski spacetime.

Problem 8.5. Construct a family of global (in the sense of geodesically complete) vacuum spacetimes
in a neighborhood ofMinkowski spacetime with high-frequency oscillations so that the limit corresponds
to a global spacetime satisfying the Einstein–massless Vlasov system.

Perhaps the simplest global constructions could come from outgoing high-frequency pulses construc-
ted in a similar manner as in the semi-linear problem considered in [121]. Near null infinity, one may
consider these outgoing high-frequency pulses in a double null coordinate gauge; for this, the ideas in
[4] on semi-global impulsive gravitational waves may be relevant.

8.5. Large solutions

The only construction that we have which allows for large data is in the angularly regular setting of
section 2. In particular, the constructions discussed in Sections 5, 6 and 7.2 all used that the solutions
are close to Minkowski. Notice that in the U(1) setting, because of our use of an elliptic gauge, small-
ness is required even for local existence of smooth solution. It would be interesting to carry out these
constructions without smallness assumptions:

Problem 8.6. Construct local high-frequency solutions as in sections 5, 6 and 7.2 but such that the
limiting solution is far away from Minkowski spacetime.

8.6. Geometric optics for infinite number of families of null dusts without symmetry

A natural problem that arises from Touati’s work [123] (see section 7.3) is to extend the results in [123]
to geometric optics solutions with an infinite number of phases. This can be viewed as an analogue of
the results in section 6 so that the limiting spacetime has a Vlasov field which is absolutely continuous
with respect to the Lebesgue measure, but in (3+ 1)-dimensions without symmetry assumptions.

Problem 8.7. Construct geometric optics solutions to the Einstein vacuum equations (in (3+ 1) dimen-
sions without any symmetry) with infinitely many phases so that the high-frequency limit corresponds to
solutions to the Einstein–massless Vlasov system where the Vlasov field is absolutely continuous with
respect to the Lebesgue measure.

19 Related to the constructions in U(1), we also note that the stability of Minkowski spacetime in vacuum is known
under U(1) symmetry [54], despite the data being not asymptotically flat when viewed as data in 3+ 1 dimensions.
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8.7. Geometric optics beyond caustics

All the constructions so far rely on geometric optics type constructions where that the null hypersurfaces
remain well-controlled. It would be very interesting to go beyond this and to study geometric optics
beyond caustics in the nonlinear setting:

Problem 8.8. Construct high-frequency geometric optics type solutions to the Einstein vacuum
equations beyond caustics.

See [37, 52, 85, 93] for this type of constructions for linear equations. The corresponding nonlinear
theory is much less developed, and appears quite far to be applicable to the Einstein equations, but we
refer the reader to [20, 60, 66] for some related results.

8.8. Burnett’s conjecture from the initial data point of view

While Burnett’s conjecture is primarily about the dynamics of the Einstein equations, one can also con-
sider the question on a fixed spacelike hypersurface, and ask about the behavior of high-frequency limits
of solutions to the constraint equations. This could be slightly simpler since the constraint equations can
be thought of as being elliptic.

More precisely, consider a sequence {(ĝi, k̂i)}∞i=1 (where ĝi are Riemannian metrics and k̂i are sym-
metric covariant 2-tensors) satisfying the vacuum constraint equations

R(ĝi)− |k̂i|2ĝi + trĝi k̂i = 0 ∇̂jk̂ℓ
j−∇̂ℓtrĝi k̂i = 0, (8.1)

where R denotes the scalar curvature, ∇̂ denotes the Levi–Civita connection of ĝi and indices are raised
with respect to ĝi. We would like to understand the following problem:

Problem 8.9. Classify all limits of suitable ‘high-frequency solutions’ (ĝi, k̂i) to (8.1).

Already one can ask the question when k̂i ≡ 0 for every i ∈ N. In this case, the constraint
equations (8.1) reduce to simply R(ĝi) = 0. It is known by the works of Gromov [46] and Bamler [8] that
even if ĝi only has a C0 limit ĝ0, the limit must satisfy R(ĝ0)⩾ 0. This is consistent with conjecture 1.1
as the limit must satisfy the weak energy condition. In the spirit of conjecture 1.2, one may also ask
whether all non-negative scalar curvature metrics arise as C0 limits of scalar-flat metrics. For this, we
refer the reader to a related result of Lohkamp [81, Theorem B] which shows that the set of metrics with
non-positive scalar curvature is C0-dense in the set of all metrics. This may motivative the following
conjecture:

Conjecture 8.10. Let M be a manifold of dimension ⩾ 3. Suppose ĝ0 is a smooth metric on M with
R(ĝ0)⩾ 0. Then there exists a sequence of smooth metrics {ĝi}∞i=1 on M with R(ĝi) = 0 that converge
to ĝ0 in C0

loc.

8.9. From Einstein–massless Vlasov back to Einstein vacuum

One interesting prospect of the questions surrounding the Burnett conjecture is the possibility of under-
standing the vacuum equations using

• information about the Einstein–massless Vlasov system, and
• the bridge between the Einstein vacuum system and the Einstein–massless Vlasov system via the

Burnett conjecture.

This is particularly useful when the situation is considerably simpler with a Vlasov field, possibly because
one can impose spherical symmetry or because some explicit computations can be done. We give a
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few examples below: section 8.9.1 is an example that is already discussed in [89], while sections 8.9.2
and 8.9.3 are some possible future directions.

8.9.1. Formation of trapped surfaces. The celebrated incompleteness theorem of Penrose [100]
shows that the presence of trapped surfaces, together with suitable energy conditions of the matter field
and non-compactness of initial data, must imply that the maximal Cauchy development of the initial
data is geodesically incomplete. However, the theorem of Penrose does not address the question of the
dynamical formation of trapped surfaces. This was particularly difficult in the vacuum case, where
spherical symmetry cannot be imposed (because of Birkhoff’s theorem), and one is forced to deal with
a long-time, large-data regime for the Einstein vacuum equations outside symmetry. This problem was
finally resolved in the monumental work of Christodoulou [25], in which he constructed spacetimes in
which a ‘short pulse’ of gravitational waves focus to create a trapped surface. Here, the short pulse data
is concentrated on a short length scale of size δ. In the proof, Christodoulou made use of the short length
scale to propagate a hierarchy of δ-dependent estimates so that the estimates can be closed despite the
solution being in a large-data regime.

As was pointed out in [89], in the δ→ 0 limit, the construction of Christodoulou coincides with
the dynamical trapped surface formation scenario with a null dust shell. While the limiting procedure
requires hard analysis to justify (and needs the estimates in [25]), the trapped surface formation mech-
anism in the null dust shell case is much easier to understand, and provides a simpler conceptual model
for Christodoulou’s construction.

8.9.2. Instability of anti-de Sitter spacetime. The anti-de Sitter spacetime is a vacuum solution
to the Einstein equations with a negative cosmological constant. It is conjectured [28] to be unstable
under reflective boundary conditions, and this has been studied heuristically and numerically [14]. (Note,
however, that it is expected to be globally nonlinear asymptotically stable under dissipative boundary
condition [51].)

The instability of the anti-de Sitter spacetime for the Einstein vacuum equations is still at present out
of reach. However, in a recent breakthrough [97], Moschidis proved that the anti-de Sitter spacetime is
unstable to trapped surface formation for the Einstein–massless Vlasov system. (See also [96] for results
on the null dust model with an inner mirror).

Given the relation between the Einstein vacuum equations and the Einstein–massless Vlasov system
as proposed by Burnett’s conjectures, it is natural to ask to what extent [97] sheds light on the instability
problem for the anti-de Sitter spacetime in vacuum. (Notice that there is an obvious issue to directly
apply the results [97] here, namely that the proof in [97] relies on a well-posedness result in a very weak
topology, which is only expected to hold in spherical symmetry.)

8.9.3. Gravitational geons and static solutions to the Einstein–massless Vlasov system.
Another class of interesting solutions to the Einstein–massless Vlasov system are static solutions which
neither disperse nor collapse into a black hole. These solutions have been constructed in spherical sym-
metry in [3]. On the other hand, this kind of static solutions are not expected to exist in vacuum. In
view of Burnett’s conjectures, it is of interest to construct high-frequency vacuum solutions that weakly
approximate these static solutions, at least for a long time. This is related to the gravitational geons of
Brill–Hartle [17], where high-frequency gravitational waves propagate in a confined region on a back-
ground geometry, which is created by the effective stress–energy–momentum of the waves themselves.
See also [2, 124].
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8.10. Non-vacuum solutions

So far we have only discussed the high-frequency limit of vacuum solutions. It is natural to study some
analogue of Burnett’s question when matter fields are present:

Problem 8.11. For suitable physical matter models, characterize the high-frequency limits of solutions
to the Einstein–matter system.

There are a few sub-problems that concerning problem 8.11. One may first want to study the high-
frequency limits of solutions to the Einstein–massless Vlasov system, as they naturally arise as limits of
vacuum solutions.

Problem 8.12. Do high-frequency limits of solutions to the Einstein–massless Vlasov system neces-
sarily solve the Einstein–massless Vlasov system?

Put differently, is the set of solutions to the Einstein–massless Vlasov system weakly closed? This
seems natural to expect if indeed solutions to the Einstein–massless Vlasov system exhaust all possible
weak limits of vacuum solutions as suggested by conjectures 1.1 and 1.2.

As for coupling with other matter fields, perhaps one could distinguish between matter fields which
propagate at the speed of light (such as Maxwell field, scalar field, etc) and those which propagate at a
slower speed (such as Euler, massive Vlasov, etc).

For matter fields which propagate at the speed of light, one should in principle be able to use the
techniques introduced in the works surveyed above to determine the equations for the limiting solutions.
At least in the setting of angularly regular spacetimes in section 2, the low-regularity existence result
in theorem 2.2 holds also more generally for the Einstein–Maxwell system or the Einstein–scalar field
system with exactly the same proof. This should allow one to extract a limit and to analyze the limiting
spacetime. More generally, one can study the following problem:

Problem 8.13. Characterize the high-frequency limits of solutions to the Einstein–Maxwell system or
the Einstein–scalar field system.

The case when the Einstein equations is coupled with Euler matter or massive Vlasovmatter may even
be more interesting. In fact, even the question concerning weak limits of solutions to the (non-relativistic)
Euler equations (without coupling to Einstein) has attracted a lot of interest in connection to turbulence
and the Onsager conjecture [32, 33, 64, 65].

Problem 8.14. Characterize the high-frequency limits of solutions to the Einstein–Euler system or the
Einstein–massive Vlasov system.

8.11. Semi-classical limits for the Einstein–Klein Gordon system

Beyond the limit (1.3), one can study other forms of high-frequency limits. One possible example would
be to consider the Einstein–Klein–Gordon system, and consider high-frequency limits simultaneously
with the semi-classical limits of the Klein–Gordon equation, i.e.

□gϕ + ~−2ϕ = 0 as ~→ 0.

Problem 8.15. Characterize the high-frequency limits of solutions to Einstein–Klein–Gordon
equations in the semi-classical regime.
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[6] Bahouri H and Chemin J-Y 1999 Équations d’ondes quasilinéaires et estimations de Strichartz Am.

J. Math. 121 1337–77
[7] Ball JM 1976/77 Convexity conditions and existence theorems in nonlinear elasticityArch. Ration.

Mech. Anal. 63 337–403
[8] Bamler R H 2016 A Ricci flow proof of a result by Gromov on lower bounds for scalar curvature

Math. Res. Lett. 23 325–37
[9] Barrabès C 1991 Prolate collapse of string loops and domain walls Class. Quantum Grav.

8 L199–204
[10] Barrabes C and Hogen P A 2003 Singular Null Hypersurfaces in General Relativity (World

Scientific)
[11] Barrabès C, Israel W and Letelier P S 1991 Analytic models of nonspherical collapse, cosmic

censorship and the hoop conjecture Phys. Lett. A 160 41–44
[12] Barrabes C, IsraelW and Poisson E 1990 Collision of light-like shells andmass inflation in rotating

black holes Class. Quantum Grav. 7 L273–8
[13] Bigorgne L, Fajman D, Joudioux J, Smulevici J and Thaller M 2021 Asymptotic stability of

Minkowski space-time with non-compactly supported massless Vlasov matter Arch. Ration.
Mech. Anal. 242 1–147
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[111] Szybka S J and Wyrȩbowski M J 2016 Backreaction for Einstein-Rosen waves coupled to a mass-
less scalar field Phys. Rev. D 94 024059

47

https://doi.org/10.4007/annals.2010.171.1401
https://doi.org/10.4007/annals.2010.171.1401
https://doi.org/10.2307/2118552
https://doi.org/10.2307/2118552
https://doi.org/10.1088/1361-6382/aaa13e
https://doi.org/10.1088/1361-6382/aaa13e
https://doi.org/10.1007/s00023-018-0685-3
https://doi.org/10.1007/s00023-018-0685-3
https://doi.org/10.1088/1361-6382/aab347
https://doi.org/10.1088/1361-6382/aab347
https://doi.org/10.1002/cpa.3160190207
https://doi.org/10.1002/cpa.3160190207
https://doi.org/10.1090/jams/888
https://doi.org/10.1090/jams/888
https://doi.org/10.1002/cpa.21531
https://doi.org/10.1002/cpa.21531
https://doi.org/10.4310/CJM.2017.v5.n4.a1
https://doi.org/10.4310/CJM.2017.v5.n4.a1
https://arxiv.org/abs/2009.08968
https://arxiv.org/abs/2101.08353
https://doi.org/10.1007/s40818-023-00145-w
https://doi.org/10.1007/s40818-023-00145-w
https://doi.org/10.1007/BF01645977
https://doi.org/10.1007/BF01645977
https://doi.org/10.4171/jems/1188
https://doi.org/10.4171/jems/1188
https://doi.org/10.2140/apde.2020.13.1671
https://doi.org/10.2140/apde.2020.13.1671
https://doi.org/10.1007/s00222-022-01152-7
https://doi.org/10.1007/s00222-022-01152-7
https://doi.org/10.1103/PhysRevLett.14.57
https://doi.org/10.1103/PhysRevLett.14.57
https://doi.org/10.1111/j.1749-6632.1973.tb41447.x
https://doi.org/10.1111/j.1749-6632.1973.tb41447.x
https://doi.org/10.1143/PTP.73.1401
https://doi.org/10.1143/PTP.73.1401
https://doi.org/10.1007/s00220-014-2258-8
https://doi.org/10.1007/s00220-014-2258-8
https://doi.org/10.1090/S0002-9947-1987-0902788-8
https://doi.org/10.1090/S0002-9947-1987-0902788-8
https://doi.org/10.1090/S0002-9947-1988-0965761-0
https://doi.org/10.1090/S0002-9947-1988-0965761-0
https://doi.org/10.4007/annals.2005.162.291
https://doi.org/10.4007/annals.2005.162.291
https://doi.org/10.1103/PhysRevD.89.044033
https://doi.org/10.1103/PhysRevD.89.044033
https://doi.org/10.1103/PhysRevD.94.024059
https://doi.org/10.1103/PhysRevD.94.024059


Class. Quantum Grav. 41 (2024) 143002 Topical Review

[112] Tartar L 1979 Nonlinear Analysis and Mechanics, Heriot-Watt Symposium (Research Notes in
Mathematics) vol IV (Pitman) pp 136–92

[113] Tartar L 1983 The compensated compactness method applied to systems of conservation laws
Systems of Nonlinear Partial Differential Equations (Nato Adv. Sci. Inst. Ser. C: Math. Phys.
Sci. vol 111) (Reidel) pp 263–85

[114] Tartar L 1986 Oscillations in nonlinear partial differential equations: compensated compact-
ness and homogenization Nonlinear Systems of Partial Differential Equations in Applied
Mathematics, Part 1 (Santa Fe, N.M., 1984) (Lectures in Appl. Math. vol 23) (American
Mathematical Society) pp 243–66

[115] Tartar L 1990 H-measures, a new approach for studying homogenisation, oscillations and concen-
tration effects in partial differential equations Proc. R. Soc. Edinburgh A 115 193–230

[116] Tartar L 2005 Compensation effects in partial differential equations Rend. Accad. Naz. Sci. XL
Mem. Mat. Appl. 29 395–453

[117] TaylorM 2017 The global nonlinear stability ofMinkowski space for the massless Einstein-Vlasov
system Ann. PDE 3 9

[118] Tod K P 1992 The hoop conjecture and the Gibbons-Penrose construction of trapped surfaces
Class. Quantum Grav. 9 1581–91

[119] Touati A 2022 Einstein vacuum equations with U(1) symmetry in an elliptic gauge: local well-
posedness and blow-up criterium J. Hyperbolic Differ. Equ. 19 635–715

[120] Touati A 2023 Geometric optics approximation for the Einstein vacuum equationsCommun. Math.
Phys. 402 3109–200

[121] Touati A 2023 Global existence of high-frequency solutions to a semi-linear wave equation with
a null structure Asymptot. Anal. 131 541–82

[122] Touati A 2023 High-Frequency Solutions to the Constraint Equations Commun. Math. Phys.
402 97–140

[123] Touati A 2024 The reverse burnett conjecture for null dusts (arXiv:2404.17530)
[124] Wheeler J A 1955 Geons Phys. Rev. 97 511–36

48

https://doi.org/10.1017/S0308210500020606
https://doi.org/10.1017/S0308210500020606
https://doi.org/10.1007/s40818-017-0026-8
https://doi.org/10.1007/s40818-017-0026-8
https://doi.org/10.1088/0264-9381/9/6/014
https://doi.org/10.1088/0264-9381/9/6/014
https://doi.org/10.1142/S0219891622500187
https://doi.org/10.1142/S0219891622500187
https://doi.org/10.1007/s00220-023-04790-x
https://doi.org/10.1007/s00220-023-04790-x
https://doi.org/10.3233/ASY-221780
https://doi.org/10.3233/ASY-221780
https://doi.org/10.1007/s00220-023-04715-8
https://doi.org/10.1007/s00220-023-04715-8
https://arxiv.org/abs/2404.17530
https://doi.org/10.1103/PhysRev.97.511
https://doi.org/10.1103/PhysRev.97.511

	High-frequency solutions to the Einstein equations
	1. Introduction
	1.1. Conjecture 1.1 and compensated compactness
	1.2. Conjecture 1.2 and low-regularity solutions to the Einstein equations
	1.3. Further related works
	1.3.1. Examples of high-frequency limits.
	1.3.2. Green–Wald theorem and inhomogeneities in cosmology.
	1.3.3. Other forms of weak convergence in general relativity.
	1.3.4. Compensated compactness in partial differential equations.
	1.3.5. Low-regularity solutions to the Einstein equations.

	1.4. Outline of the paper

	2. High-frequency angularly regular spacetimes
	2.1. Compensated compactness and classification of limiting spacetimes
	2.2. Construction of solutions to the Einstein–null dust system and null dust shells

	3.  U(1) symmetry and an elliptic gauge condition
	3.1.  U(1) symmetric spacetimes
	3.2. Elliptic gauge condition

	4. Burnett's conjecture in  U(1) symmetry
	4.1. Preliminaries on microlocal defect measures
	4.2. The form of the effective stress–energy tensor
	4.3. The transport equation for the microlocal defect measure
	4.3.1. A Minkowskian warm-up.
	4.3.2. Trilinear compensated compactness for three waves.
	4.3.3. Elliptic-wave trilinear compensated compactness.
	4.3.4. The wave map structure.


	5. Construction of small-amplitude high-frequency spacetimes in  U(1) symmetry: multiple null dusts
	5.1. Construction of high-frequency space-times: the case of null dusts
	5.1.1. Gaining from high-frequency.
	5.1.2. First estimates for the metric coefficients.
	5.1.3. Need for a more precise parametrix.
	5.1.4. Improved parametrix.
	5.1.5. Additional technical issues.


	6. Construction of small-amplitude high-frequency spacetimes in  U(1) symmetry: from null dusts to massless Vlasov
	6.1. Approximation of a Vlasov field by null dusts
	6.2. Parametrix for ψ and 

	7. High-frequency spacetimes in generalized wave coordinates
	7.1. Burnett's conjecture in generalized wave coordinates
	7.2. The geometric optics approximation with one phase
	7.3. Superposition of high frequency waves

	8. Future directions and open problems
	8.1. Alternative characterizations of limit spacetimes
	8.2. Analogue of Burnett's conjecture in lower regularity
	8.3. Issue of gauge
	8.4. Global solutions
	8.5. Large solutions
	8.6. Geometric optics for infinite number of families of null dusts without symmetry
	8.7. Geometric optics beyond caustics
	8.8. Burnett's conjecture from the initial data point of view
	8.9. From Einstein–massless Vlasov back to Einstein vacuum
	8.9.1. Formation of trapped surfaces.
	8.9.2. Instability of anti-de Sitter spacetime.
	8.9.3. Gravitational geons and static solutions to the Einstein–massless Vlasov system.

	8.10. Non-vacuum solutions
	8.11. Semi-classical limits for the Einstein–Klein Gordon system

	References


