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Abstract—In this paper, we propose ByzSecAgg, an efficient
secure aggregation scheme for federated learning that is resistant
to Byzantine attacks and privacy leakages. Processing individual
updates to manage adversarial behavior, while preserving privacy
of data against colluding nodes, requires some sort of secure se-
cret sharing. However, the communication load for secret sharing
of long vectors of updates can be very high. In federated settings,
where users are often edge devices with potential bandwidth
constraints, excessive communication overhead is undesirable.
ByzSecAgg solves this problem by partitioning local updates
into smaller sub-vectors and sharing them using ramp secret
sharing. However, this sharing method does not admit bi-linear
computations, such as pairwise distance calculations, which
are needed for distance-based outlier-detection algorithms, and
effective methods for mitigating Byzantine attacks. To overcome
this issue, each user runs another round of ramp sharing, with
a different embedding of data in the sharing polynomial. This
technique, motivated by ideas from coded computing, enables
secure computation of pairwise distance. In addition, to maintain
the integrity and privacy of the local update, ByzSecAgg also
uses a vector commitment method, in which the commitment size
remains constant (i.e., does not increase with the length of the local
update), while simultaneously allowing verification of the secret
sharing process. In terms of communication load, ByzSecAgg
significantly outperforms the related baseline scheme, known as
BREA.

Index Terms—Federated learning, Secure aggregation, Coded
computing, Secure coded computing, Byzantine-robustness, Vec-
tor commitment, Secure matrix multiplication.

I. INTRODUCTION

FEDERATED LEARNING (FL) is an emerging distributed
learning framework that allows a group of distributed

users (e.g., mobile devices) to collaboratively train a global
model with their local private data, without sharing the
data [1]–[3]. Specifically, in an FL system with a central
server and several users, during each training iteration, the
server sends the current state of the global model to the
users. Receiving the global model, each user then calculates
a local update with its local data, and sends the local update
to the server. By aggregating the local updates, the server can
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update the global model for the next iteration. While the local
datasets are not directly shared with the server, several studies
have shown that a curious server can launch model inversion
attacks to reveal information about the training data of the
individual users from their local updates [4], [5]. Therefore,
the key challenge to protect users’ data privacy is to design
secure aggregation protocols, which allow the aggregation
of the local updates to be computed without revealing each
individual data. Moreover, as some users may randomly drop
out of the aggregation process (due to low batteries or unstable
connections), the server should be able to robustly recover the
aggregated local updates of the surviving users in a privacy-
preserving manner.

As such motivated, a secure aggregation protocol SecAgg
is proposed in [6]. In SecAgg, the local updates are masked
before being sent to the server, using private and shared
random vectors, such that the shared parts can be canceled out
when aggregated. One of the major challenges for SecAgg
is the communication load, which grows quadratically with
the number of users. There has been a series of works aiming
to improve the communication efficiency of SecAgg (see,
e.g., [7]–[13]). For instance, SwiftAgg+, recently proposed
in [14], significantly reduces the communication overheads
without any compromise on worst-case information-theoretic
security, and achieves optimal communication loads within
diminishing gaps for secure aggregation.

In [7]–[14], the honest-but-curious model for secure ag-
gregation is considered in which users correctly follow the
protocol but some of them may try to gather information
about other users’ private information, potentially through
collusion. However, some studies have also addressed the
malicious model in which Byzantine adversaries have more
capabilities and may run poisoning attacks, i.e., manipulate
their inputs to change the outcome of the aggregation [15]–
[17]. The problem of robustness against Byzantine adversaries
in distributed and federated learning is well-researched in two
categories: distance-based methods [18]–[21] and validation
data-based methods [22], [23]. However, those defenses come
with some potential privacy issues, as they require the server
to process the local model updates.

As a Byzantine resistant secure aggregation scheme, in
[24], BREA is proposed in which users share their model
updates with others using Shamir’s secret sharing and then
calculate the pairwise distance between the received shares.
The server then uses this information to identify and exclude
Byzantine users from the aggregation process. BREA suffers
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from two major shortcomings: (1) to verify secret sharing, in
BREA every single element of data is committed separately,
(2) the secret sharing is not designed efficiently. As a result,
the loads of commitment and sharing grow linearly with the
aggregated size of all local updates. An alternative approach is
proposed in [25], which involves grouping users anonymously
and randomly into subgroups with a hierarchical tree structure.
The aggregation method similar to SecAgg is performed
within each subgroup, and then the process repeats at the
next level of subgroups toward the root. The anonymity
and randomness of the grouping reduce the probability of
successful Byzantine attacks, as attackers do not know which
subgroup the compromised device belongs to. However, in
that approach, smaller subgroups result in reduced privacy
for participants, while larger subgroups make it easier for
the Byzantine attacker to hide their malicious model among
the honest ones. In [26], a similar idea is proposed, which
involves repeating the random grouping multiple times to save
more updates of benign users through robust aggregation.
However, that approach increases the communication loads
and also reveals some information about the local updates.
In [27], ELSA is proposed, which utilizes a distributed trust
setup where two servers in separate trust domains interact
and exchange information with one another. Each iteration
begins with two servers selecting a group of users to participate
and sharing the current global model with them. These users
then use the cryptography module to securely share their
local updates with the two servers. The servers then use an
interactive protocol to combine these updates and find the
aggregation.

One notable approach that has gained attention is the
utilization of concepts from coded computing to enhance the
security and efficiency of distributed computing algorithms.
Coded computing, originally developed in the context of
distributed storage and computation, offers possibilities for op-
timizing communication and computation tasks in distributed
systems [28]–[34]. Additionally, the concept of secure coded
computation has been developed to address the challenge
of preserving data privacy in large-scale computations, such
as matrix multiplication, ensuring that sensitive information
remains protected during computation [35]–[39]. Furthermore,
by leveraging ideas from error-correcting codes and network
coding, coded computing techniques enable the efficient pro-
cessing of data and computation while mitigating the impact
of Byzantine behaviors in computations [40]–[42].

In this paper, we propose ByzSecAgg, a novel single-
server Byzantine-robust secure aggregation scheme in a fed-
erated setting. In addition to providing Byzantine-robustness
and privacy preservation, ByzSecAgg addresses the issue
of high communication load. This is particularly crucial in
federated learning settings, where users are edge devices
such as mobile phones. It is common for these devices
to have bandwidth limitations or be unable to handle high
communication loads. ByzSecAgg draws inspiration from the
integration of techniques from diverse fields, including coded
computing, cryptography and outlier detection algorithms. The
proposed scheme is robust against user dropouts, collusion and
Byzantine adversarial attacks, and it involves the following

steps:

• Each user partitions its local update vector into smaller sub-
vectors and broadcasts constant-size commitments of them,
regardless of the size of the local update. This ensures that
the sub-vectors can be proven to be unchanged during the
scheme, while still keeping them hidden.

• Users securely share these sub-vectors with others using
ramp secret sharing, and these shares can be verified using
the commitments.

• Inspired by coded computing techniques, each user creates
another polynomial function to send additional shares of
their sub-vectors to other users, allowing for the computation
of pairwise distance of shares.

• The server then uses these pairwise distances of shares to
decode the pairwise distances of the true local updates.
Using these distances, the server employs a distance-based
outlier detection algorithm to select a subset of users for
aggregation.

• Finally, the server obtains the aggregation of local updates
of the selected users by communicating with the users who
locally aggregate the secret shares of the model updates that
belong to the selected users.

ByzSecAgg ensures the privacy of individual local models
by performing computations using secret shares, which prevent
users from learning the true values of local updates. Addition-
ally, the server is not able to obtain any information about
the local models beyond the aggregation and the pairwise
distances which are strictly required by the outlier detection
method. Furthermore, the commitments in ByzSecAgg are
binding and computationally hiding. This means that users
cannot obtain any information from the commitments, but they
are still able to verify the authenticity of the messages received
from others and the validity of the shares.

Table I compares the baseline framework BREA in [24]
and ByzSecAgg to achieve a certain precision, in terms of
communication loads, presented as the number of symbols
from the underlying finite field. For a fair comparison, we
consider three metrics: the server communication load, the per-
user communication load and the commitments size. Server
communication indicates the total size of all messages which
are sent or received by the server, per-user communication
denotes the total size of all messages, that are sent by each
user, and the size of the commitments represents the size of
commitments made by users required for message verification.
Compared with the baseline, as shown in Table I, in the system
consisting of N users, ByzSecAgg reduces server and per-
user communication loads, as well as significantly decreasing
commitment size. The proposed scheme allows for K, a design
parameter, to be in the range [1 : N→D+1

2 →A→T ], where D,T

and A denote the maximum number of dropouts, colluding
users, and Byzantine adversaries, respectively, for which the
scheme is designed. Based on system parameters N and L,
which is the size of each local update, the optimal value of
K for minimizing communication loads can be chosen. For
instance, for large L, in an extreme case, we can choose
K = O(N), which significantly decreases the server and per-
user communication loads. Note that, in the special case when
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TABLE I
COMMUNICATION LOADS OF BYZANTINE-ROBUST SECURE AGGREGATION FRAMEWORKS IN FEDERATED LEARNING. HERE N IS THE TOTAL NUMBER OF

USERS, L IS THE SIZE OF THE LOCAL UPDATES, T IS THE NUMBER OF COLLUDING USERS, D IS THE NUMBER OF DROPOUTS, A IS THE NUMBER OF
BYZANTINE ADVERSARIES. IN BYZSECAGG , PARAMETER K → [1 : N→D+1

2 ↑A↑ T ] CAN BE CHOSEN BASED ON THE NETWORK. NOTE THAT IN THIS
TABLE, WE HIGHLIGHTED THE PARAMETER L TO EMPHASIZE THE PERFORMANCE OF BYZSECAGG IN REDUCING COMMUNICATION LOAD, AS L IS

TYPICALLY MUCH LARGER THAN N IN REAL-WORLD SCENARIOS.

Approach Server communication Per-user communication Commitments size

BREA [24] (2A+ T + 1)L+ (T +A+ 1
2 )N(N → 1) NL+ N(N→1)

2 TNL

ByzSecAgg (1 + 2A+T
K )L+ (T +A+K →

1
2 )N(N → 1)

{
NL+ 3N(N→1)

2 , if K = 1
2N
K L+ 3N(N→1)

2 , if K > 1

{
N(3T + 1), if K = 1

N(3K + 4T → 2), if K > 1

K = 1, the server communication load in ByzSecAgg is
equivalent to that in BREA, and the per-user communication
load in ByzSecAgg requires only N(N → 1) extra symbols
compared to BREA to achieve a higher level of privacy.
However, unlike BREA, the commitment size in ByzSecAgg
remains constant, regardless of the size of the local updates.
Notation For n ↑ N the notation [n] represents set {1, . . . , n}.
In addition, for n1, n2 ↑ Z the notation [n1 : n2] denotes
the set {n1, . . . , n2}. Furthermore, the cardinality of set S is
denoted by |S|. In addition, we denote the difference between
two sets A and B as A\B, which represents the set of elements
belonging to A but not to B.. In addition, E[X] and H(X)
refer to the expected value and the entropy of random value
X respectively. Pr(A) is the probability of event A.

II. PROBLEM FORMULATION

We consider the Byzantine-robust secure aggregation prob-
lem, for a federated learning system, consisting of a server
and N users. The objective of the server is to train a global
model wg ↑ RL, with dimension L ↑ N, using the data
held at users, by minimizing a global cost function L(wg).
In round t of the training phase, the server broadcasts the
global model w(t)

g ↑ RL to all users. Then each user n,
n ↑ [N ] computes a private local update wn ↑ RL based on its
private local dataset. In this paper, we focus on perfect secure
aggregation schemes, which rely on operations in a finite field
to protect the privacy of the local updates [6]–[14]. Consider
that each user employs an element-wise stochastic quantization
method that involves a rounding function Q : R ↓ R and
a mapping function ! : R ↓ F, which maps the integer
numbers to elements of a finite field F. The finite field is
selected to be sufficiently large so that during the process of
aggregation, there is no risk of encountering the boundary,
thereby preventing potential issues.

User n also has a collection of local random variables Zn,
whose elements are selected uniformly at random from FL,
and independently of each other and of the local updates. It
is assumed that each user can directly communicate with the
server. Let X(L)

n ↑ F↑
↔ {↗} denote the message sent by user

n to the server. In addition, let M(L)
n↓n→ ↑ F↑

↔{↗} denote the
message that user n sends to user n↔ in the finite field F in the
algorithm. The null symbol ↗ represents the case where no
message is sent. Here F↑ = ↔ω↗NFω. The message M(L)

n↓n→ is
a function of wn, Zn. We denote the corresponding encoding
function by ω

(L)
n↓n→ . Similarly, X(L)

n is a function of wn, Zn,

and the messages that user n has received from other users.
We denote the corresponding encoding function by ε

(L)
n . Let

Us refer to a subset of users selected by the server and their
local updates are used for aggregation. Let XS = {X(L)

n }n↗S
represent the set of messages the server receives from a subset
of users S , where |S| ↘ N . The received messages from the
users are decoded by the server using the decoding function
ϑ
(L) in order to use them for the aggregation process. In this

setting, we assume that a subset of users D ≃ [N ] drops out,
i.e., stay silent (or send ↗ to other users and the server) during
the protocol execution. We denote the maximum number of
dropped-out users as D ↑ N. We also assume that some of
the users are curious and might collude to gain information
about the local updates of the other users. Assume that the
maximum number of colluding users is denoted by T ↑ N.
Note that the identities of dropouts and colluding users are not
known beforehand.

A. Threat Model

We assume untargeted poisoning attacks, particularly model
poisoning attacks which aim to reduce the effectiveness of the
global model or prevent its convergence by directly modifying
the local updates and selecting malicious parameters before
sending them to other nodes (Type-1) [15]–[17]. We assume
that the attacker can compromise at most A ↑ N benign
users, and arbitrarily manipulate the local updates sent from
these users. We also consider that the attack is a probabilistic
polynomial time (PPT) algorithm with respect to a security
parameter ϖ ↑ N [43]. It means that the attacker can run
an algorithm within polynomial time and uses probabilistic
methods to try to break the security of the system with a
given security parameter ϖ. In the following, we refer to
these compromised users as Byzantine adversaries. Another
adversarial behavior of the Byzantine users is that they might
send messages to other nodes, inconsistent with the protocol,
requiring verification methods to address this issue (Type-2).
Note that the sets of colluding and adversarial users are not
necessarily disjoint, but the problem formulation is stated in
the general form.

B. Security Model

To mitigate the threat posed by model poisoning attacks,
a robust aggregation rules ” : (F↑)|S|

↓ FL as a defense
strategy is employed to address Type-1 adversarial behavior,
where S represents the subset of users that send their messages
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to the server. This function represents both the aggregation rule
and the user selection method utilized by the server to identify
outliers based on the received messages and then eliminate
them from the aggregation process. The server updates the
global model by applying function ” to the decoded received
messages, as

w(t+1)
g = w(t)

g → ϱt!
→1

(
”
(
ϑ
(L)(X(L)

n , n ↑ S)
))

,

where ϱt is the learning rate at round t and !→1 : F ↓ R is
a demapping function.

In addition, to enable verification of the messages in this ad-
versarial system to protect against Type-2 adversarial behavior,
a vector commitment scheme is used. A vector commitment
scheme is a cryptographic primitive that enables a user to
commit to a vector with the following desirable features.
It is computationally infeasible to determine the committed
vector from the commitment value. It is also computationally
infeasible to find a different vector that maps to the same com-
mitment value. More precisely, a vector commitment scheme
VC=(Setup,Commit,Witness,Verify) includes the following
components:

• Setup: 1ε ↓ (pp, sp): this protocol is run by a trusted
or distributed authority at the beginning to take security
parameter ϖ and generates some public parameters (pp) and
some local secret parameters (sp).

• Commit:(pp,ω) ↓ C: this algorithm takes vector ω as
input and outputs a commitment C.

• Witness: (pp,ω) ↓ ε: this algorithm takes vector ω as
input and computes a witness ε.

• Verify:(pp, C,ε) ↓ b ↑ {True,False}: this algorithm
takes a witness ε and a commitment C as input and returns
either True or False based on the validity of the witness.

C. The Goals

A Byzantine-robust secure aggregation scheme consists of
the encoding functions ω(L)

n↓n→ , ε(L)
n , n, n↔

↑ [N ], the decoding
function ϑ

(L), the aggregation rule ”, and the vector com-
mitment scheme VC such that the following conditions are
satisfied:
1. Correctness:
• Correctness of the Commitments: For an honest user n

with quantized local update w̄n of data and a com-
mitment Cn = Commit(pp, w̄n), the created wit-
ness εn = Witness(pp, w̄) successfully satisfies
Verify(pp, Cn,εn) = True.

• Correctness of the Final Result: Despite the presence of
at most D dropouts, A Byzantine adversaries, and T col-
luding users, the server maintains the capability to recover
w̄ ↭ 1

|Us|
∑

n↗Us
w̄n which must be the outcome of

”
(
ϑ
(L)(X(L)

n , n ↑ S)
)
.

2. Robustness against Byzantine Adversaries:
• Commitment Binding: The algorithm Commit should cre-

ate a binding and deterministic commitment to the data.

Formally, for attacker A who can simulate any user, it must
hold

Pr
(
(pp, sp) ⇐ Setup(1ε), (ω,ω ↔) ⇐ A(pp, sp) :

ω ⇒= ω ↔
⇑ Commit(ω) = Commit(ω ↔)

)
↘ ς(ϖ),

where function ς(.) is a negligible function, which means
for all c > 0 there exists a kc such that for all k > kc

we have ς(k) <
1
kc . In short, this means that a Byzantine

adversary committer can present two distinct values of φ

with the same commitment C with vanishing probability.
• Global Model Resiliency: The aggregation rule ” should

prioritize global model resiliency, even in the presence of
up to A Byzantine adversaries (Type-1), by ensuring that
at the end of each iteration, the output of the aggregation
rule remains close to the true gradient. Formally, at each
iteration of the training process, for the true gradient vector
g ↭ ⇓L(w(t)

g ), the output of the aggregation rule, i.e.,
gGAR ↭ ”

(
ϑ
(L)(X(L)

n , n ↑ S)
)

must satisfy a well-defined
closeness criterion ↼(gGAR,g, N,A).

• Malicious Computation Results: The general scheme should
maintain robustness against any malicious computation re-
sults produced by Byzantine adversaries (Type-2) that may
be sent to the server and other users during each step of the
scheme.

3. Privacy Constraint:
• Hiding Property: If a proof (pp, Cn) and a witness εn for

quantized local update w̄n, n ↑ [N ], are given and the
verification Verify(pp,Cn,εn) returns True, no user can
figure out the value of w̄n with non-negligible probability.

• Privacy of Individual Local Updates: The privacy constraint
ensures that no group of up to T colluding users can extract
any information about the local models of other honest
users. In addition, after receiving XS , the server should not
gain any information about local updates of the honest users,
beyond the aggregation of them, and beyond what is strictly
required by the user selection (outlier detection) method—
specifically, the pairwise distances of local updates used in
this work.
For a Byzantine-robust secure aggregation scheme satis-

fying the above conditions, we define the average per-user
communication load and the server communication load as
follows:

Definition 1 (Average per-user communication load). The
average per-user communication load, denoted by Ruser, is
defined as the aggregated size of all messages sent by users,
i.e.,

Ruser =
1

N

∑

n,n→↗[N ],
n→ ↘=n

(
H(M(L)

n↓n→) +H(X(L)
n )

)
,

where the base of the log(.) function in the definition of the
entropy function H(.) is the size of the finite field.

Definition 2 (Server communication load). The server com-
munication load, denoted by Rserver, is defined as the aggre-
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gated size of all messages received by the server, i.e.,

Rserver =
∑

n↗[N ]

H(X(L)
n ).

In this paper, we propose ByzSecAgg, a scheme for
Byzantine-robust secure aggregation in a single server fed-
erated setting to meet the aforementioned conditions. In
ByzSecAgg, each user partitions its local update vector
of length L into K smaller sub-vectors of length L

K and
broadcasts constant-size commitments of them. Users then use
ramp sharing [44] to share the sub-vectors with others, which
can be verified using the commitments. This method allows
for a major reduction in communication loads, however, it
makes computing the pairwise distances between the local
updates and removing the outliers challenging. To address
this issue, we use techniques inspired by coded computing,
where each user runs another ramp sharing, where data vectors
are embedded in the coefficients differently. These two sets
of shares admit the computation of the pairwise distances in
a very efficient way. The server then receives the pairwise
distances of the shares, which are used to recover the pairwise
distances of the local updates. These distances are employed in
the multi-Krum algorithm [18] as the outlier detection method,
to select m users for aggregation. Finally, communication
with the server is required so that the server can obtain the
aggregation of local updates of the selected users. To be able
to verify that users follow the sharing protocol correctly and
also not change their data in the second round of sharing,
we need to be able to verify it against some commitment.
We suggest using some linear commitment scheme [45] that,
unlike many existing solutions, the size of the commitment
remains constant and does not grow with the size of data.

III. PRELIMINARIES

In order to develop a secure aggregation scheme that is
resilient to Byzantine adversarial behavior, particularly of
Type-1, it is essential to employ a robust aggregation method.
Specifically, in this paper, we leverage the multi-Krum algo-
rithm proposed in [18]. Note that any alternative aggregation
methods that are robust against Type-1 adversarial attacks and
are based on Euclidean pairwise distances of the local updates
can also be employed in ByzSecAgg. However, depending
on the structure of each method, the proposed scheme might
require some modifications.

A. Multi-Krum Algorithm

In the distributed stochastic gradient descent (SGD) prob-
lem, and in the presence of Byzantine adversaries (Type-1),
using the average of all users’ gradients to update the model
parameters is not robust since a single Byzantine user can
cause an arbitrarily large error in the update. To handle this,
the server must use a gradient aggregation rule (GAR) ” that
is resistant to malicious gradients that may be produced by up
to A Byzantine adversaries. At iteration, t, assume that each
honest user n calculates an estimate w(t)

n = G(w(t)
g , ↽

(t)
n )

of the gradient of the cost function L, where ↽
(t)
n is a

random variable representing the sample or mini-batch of

samples drawn from user n’s dataset, and w(t)
g is the global

model parameter received from the server. On the other hand,
Byzantine adversarial users may send some arbitrary vector to
the server (Type-1 adversarial attack). One method to measure
resilience against such Byzantine users is through the concept
of (⇀, A)-Byzantine resilience, as introduced and supported by
convergence theories in [18].

Definition 3 ((⇀, A)-Byzantine Resilience [18]). Consider N
vectors w1, . . . ,wN ↑ RL which are gradient vectors received
by the server from N users. If user i is non-Byzantine,
then wi is independent identically distributed random vector,
wi ⇔ G(w(t)

g , ↽
(t)
i ), with E

ϑ(t)
i
G = ⇓L(w(t)

g ). Vector wi for
a Byzantine user can be any arbitrary vector. For any angular
value 0 ↘ ⇀ < ⇁/2 and any integer 0 ↘ A ↘ N denoting
the maximum number of Byzantine adversaries, a gradient
aggregation rule (GAR) ” is called (⇀, A)-Byzantine resilient
if vector wGAR ↭ ”(w1, . . . ,wN ) satisfies the following two
conditions:

1) ↖E[wGAR],g↙ ∝ (1→ sin ⇀)′g′2 > 0, where g is the true
gradient g ↭ ⇓L(w(t)

g ).
2) For r ↑ {2, 3, 4}, E[′wGAR′

r] is upper bounded by

E[′wGAR′
r] ↘ c

∑

r1+···+rN↑A=r

E[′G′
r1 ] . . .E[′G′

rN↑A ],

where c is a generic constant and r1, . . . , rN→A are non-
negative integers.

In this definition, Condition 1 ensures that the angle be-
tween the true gradient g and the output wGAR is small
enough and on average the output is in the same direction
as the true gradient. Condition 2 ensures that the second,
third, and fourth-order moments of the output of the aggre-
gation rule are bounded by a linear combination of terms
E[′G′

r1 ] . . .E[′G′
rN↑A ]. This is generally necessary to en-

sure the convergence of the SGD algorithm.
Krum algorithm [18] is a gradient aggregation rule that is

resilient to the presence of A Byzantine adversaries in a dis-
tributed system consisting of N users as long as N > 2A+2.
The Krum aggregation algorithm returns the gradient com-
puted by the user with the lowest score, which is determined
by considering the N →A→ 2 closest gradients to that user’s
gradient. More precisely, let w1, . . . ,wN be the gradients
received by the server. Krum algorithm assigns to each vector
wi score s(i) ↭ ∑

j:i↓j
′wi →wj′

2, where i ↓ j denotes that

wj belongs to the N→A→2 closest vector (in terms of squared
distance) to wi for any i ⇒= j. The output of Krum algorithm
is KR(w1, . . . ,wN ) = wi↓ , where i

↑ is the gradient with the
lowest score, i.e., for all i we have s(i↑) ↘ s(i).

Lemma 1 ( [18]). Consider i.i.d. random vectors

w1, . . . ,wN ↑ RL
such that wi ⇔ G(wg, ↽i),

with EG(wg, ↽i) = ⇓L(wg). Define σ
2(wg) ↭

1
LE[′G(wg, ↽i)→⇓L(wg)′2]. Let w̃1, . . . , w̃A be any A

random vectors that may depend on the wi’s. If N > 2A+ 2
and η(N,A)

∞
Lσ < ′⇓L(wg)′, where η(N,A) is defined as

η(N,A)↭
√

2

(
N →A+

A(N →A→ 2) +A2(N →A→ 1)

N → 2A→ 2

)
,
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then the Krum algorithm is (⇀, A)-Byzantine resilient, where

0 ↘ ⇀ <
ϖ
2 is defined by sin ⇀ = ϱ(N,A)

≃
Lς

⇐⇒L(wg)⇐ .

The convergence analysis of the SGD using Krum algorithm
is presented in [18]. The proof relies on certain conditions
regarding the learning rates and the gradient estimator. In
addition, in that paper, a stronger variant of Krum algorithm
is proposed called multi-Krum. In multi-Krum, m ↑ [N ],
m < N → 2A→ 2, gradient vectors wi↓1 , . . . ,wi↓m are selected
that have the lowest scores and the output of the algorithm is
the average of the selected vectors, i.e., 1

m

∑m
k=1 wi↓k

.
Note that although multi-Krum offers theoretical robustness

against Type-1 adversarial attacks, it, like other Byzantine-
robust methods, remains vulnerable in certain scenarios. These
include sophisticated poisoning strategies proposed in [46],
[47], attacks tailored for non-IID data distributions as dis-
cussed in [48], and attacks based on techniques such as
Projected Gradient Descent (PGD), as highlighted in [49].
However, these attacks fall beyond the scope and assumptions
of this paper.

IV. THE PROPOSED SCHEME

In this section, we explain ByzSecAgg in detail. Consider
a federated learning system with one server and N users.
The scheme is designed to handle a maximum number of
T colluding users, a maximum number of D dropout users,
and a maximum number of A Byzantine users, as defined in
Section II. The adversaries are assumed to be probabilistic
polynomial time (PPT) algorithms with respect to the secu-
rity parameter ϖ. The sets of colluding users, dropouts, and
adversaries are not known beforehand.

User n has a local update wn ↑ RL. We focus on perfect
secure aggregation schemes, which rely on operations in a
finite field to protect the privacy of the local updates [6]–[14].
We choose a finite field, GF (p) denoted by Fp, for some
prime number p which is large enough. User n samples vectors
Zn = {zn,j , j ↑ [T ]} and Z̃n = {z̄n,j , j ↑ [T ]} uniformly at
random from F

L
K
p , for some parameter K ↑ N. In addition,

user n samples random scalars Rn = {r
(j)
n,i, i ↑ [2(K + T )→

1]\{K}, j ↑ [N ]} uniformly at random from Fp.
Each user takes the following steps:

1) Quantization: User n converts its local update vector
wn ↑ RL in real numbers to vector w̄n ↑ FL

p in finite field.
This conversion allows for the use of finite field operations,
which play a crucial role in protecting the privacy of the local
updates. To achieve this, each user first applies the stochastic
rounding function in [24], [50] element-wise as follows

Qq(x) =

{
⇑qx⇓
q with probability 1→ (qx→ ∈qx∋),

⇑qx⇓+1
q with probability qx→ ∈qx∋,

(1)

where integer q ∝ 1 is the number of quantization levels and
∈x∋ is the largest integer that is less than or equal to x. Note
that the rounding function is unbiased, i.e., E[Qq(x)] = x.
In addition, to represent negative values in the finite field, a

mapping function is needed. The quantized version of the local
update of user n denoted by w̄n is defined as follows

w̄n ↭ !

(
qQq(wn)

)
, (2)

where ! : R ↓ Fp is a mapping function that is applied
element-wise and defined as

!(x) =

{
x if x ∝ 0,

x+ p if x < 0.
(3)

It should be noted that in this step, any rounding function that
ensures the convergence of the model can be utilized. There
are no restrictions on selecting the rounding function in the
proposed method.
2) Partitioning the local updates: User n partitions its
quantized local update w̄n into K ↑ Z sub-vectors, i.e.,

w̄n = [w̄n,1, w̄n,2, . . . , w̄n,K ]T ,

where each part w̄n,k, k ↑ [K] is a vector of size L
K and

K ↑ [1 : (N→D+1)
2 → A → T ]. If the value of K does not

divide L, we can zero-pad the quantized local models.
3) Broadcasting the Commitments: Since all steps are done
in the presence of adversarial behavior of Type-2, some initial
hiding commitments are needed. This enables each user to
commit to certain values without revealing any information
about those values. Using the commitments, each user can
verify that the messages being received are effectively the ones
for which the commitment was created and ensure that all
users follow the protocol honestly. Inspired by the commitment
scheme in [45], we consider a scheme where each user n

produces the commitments as follows

C
(n)
i =






L
K∏

j=1
(gφ

j↑1

)[w̄n,i]j , if i ↑ [K],

L
K∏

j=1
(gφ

j↑1

)[zn,i↑K ]j , if i ↑ [K + 1 : K + T ],

L
K∏

j=1
(gφ

j↑1

)[z̃n,i↑K↑T ]j , if i ↑ [K + T + 1 : K + 2T ],

N∏
j=1

(gφ
j↑1

)r
(j)
n,i↑K↑2T ,

if i↗[K+2T+1:3K+4T→1]
i ↘=2K+2T ,

(4)

where [w̄n,i]j is the j-th entry of w̄n,i, and g is a generator
of cyclic group G with product operation, of prime order p ∝

22ε. In addition, ▷ ↑ Fp is a secret parameter generated by a
trusted authority. The trusted authority then generates public
parameters (gφ

0

, g
φ1

, . . . , g
φmax ( L

K
,N)↑1

). Recall that the size
of each commitment is equal to a single group element. These
commitments are binding, and computationally hiding under
the assumption that the discrete logarithm problem is hard in
G (see proofs in Subsection V).
4) Secret Sharing (First Round): User n forms the following
polynomial function.

Fn(x) =
K∑

k=1

w̄n,kx
k→1 +

T∑

t=1

zn,tx
K+t→1

, (5)

This article has been accepted for publication in IEEE Transactions on Information Theory. This is the author's version which has not been fully edited and 
content may change prior to final publication. Citation information: DOI 10.1109/TIT.2025.3577019

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,
but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University Of Minnesota Duluth. Downloaded on July 04,2025 at 16:52:59 UTC from IEEE Xplore.  Restrictions apply. 



7

where the coefficient of K first terms are the partitions of
w̄n,k, for k ↑ [K]. Each user n uses its polynomial function
Fn(.) to securely share its local update with other users. Let
{◁i ↑ Fp : i ↑ [N ]} be a set of N distinct non-zero values
in Fp. This set is revealed to all users, such that each user n

sends one valuation of its created polynomial function at ◁ñ

to user ñ, for ñ ↑ [N ]. In particular, user n sends a vector
sn,ñ ↭ Fn(◁ñ) to user ñ, and each vector has a size of L

K . In
this step, if a user m drops out and stays silent, Fm(.) are just
presumed to be ↗. Since the proposed secret sharing is based
on the ramp sharing scheme, the local update is kept private
against T colluding users by adding T independent random
vectors in (5) to the message [14], [44].
5) Verification (First Round): Having received the shares
sñ,n from users ñ ↑ [N ], user n can verify them. Since
each evaluation of polynomial function Fñ(x) is a linear
combination (coded version) of its coefficients, due to the
linear homomorphism, the verification of sñ,n can be done
using the encoding of the commitments C

(ñ)
i as follows

L
K∏

j=1

(gφ
j↑1

)[sñ,n]j ?
=

K+T∏

j=1

(C(ñ)
j )↼

j↑1
n . (6)

Using this verification, user n ensures that it receives a valid
evaluation of polynomial Fñ(.) in (5).
6) Secret Sharing (Second Round): In this step, if K ∝ 2,
user n forms the polynomial function

F̃n(x) =
K∑

k=1

w̄n,kx
K→k +

T∑

t=1

z̃n,tx
K+t→1

, (7)

and sends s̃n,ñ ↭ F̃n(◁ñ) to user ñ for n, ñ ↑ [N ]. In addition,
user n creates the scalar polynomial function

N
(j)
n (x) =

2(K+T )→1∑

i=1,i ↘=K

r
(j)
n,ix

i→1
, for j ↑ [N ]\{n}, (8)

and sends N
(j)
n,ñ ↭ N

(j)
n (◁ñ) to user ñ for j ↑ [N ]\{n}. The

coefficient of xK→1 in polynomial N (j)
n (x) is equal to zero.

In this step, each user communicates with other users and
sends a vector of size L

K and N → 1 scalar values. It is worth
noting that the structure of the created polynomial function
F̃n(x) in this step is different from the polynomial in Step 4.
Note that for K = 1, in the second round of secret sharing,
sending only the shares from the scalar polynomial function
in (8) is sufficient.
7) Verification (Second Round): To ensure that user n

receives a valid evaluation of polynomials F̃ñ(x) and N
(j)
ñ (x)

from user ñ, it can check
L
K∏

j=1

(gφ
j↑1

)[s̃ñ,n]j ?
=

K∏

j=1

(C(ñ)
j )↼

K↑j
n

K+2T∏

i=K+T+1

(C(ñ)
i )↼

i↑T↑1
n ,

(9)
N∏

j=1

(gφ
j↑1

)N
(j)
ñ,n

?
=

3K+4T→1∏

i=K+2T+1,
i ↘=2K+2T

(C(ñ)
i )↼

i↑K↑2T↑1
n ,

using the available commitments. In this verification, user n

can not only confirm that it receives a valid evaluation of
polynomial F̃ñ(x) from user ñ, but it can also ensure that user
ñ correctly creates polynomial F̃ñ(x) without any malicious
behavior. This is because the initial commitments made in
Step 3 are utilized for the verification.
8) Computing Noisy Inner Products of Shares: In this step,
user n calculates the following inner product and sends the
result to the server.

d̄
(n)
i,j = ↖Fi(◁n)→ Fj(◁n), F̃i(◁n)→ F̃j(◁n)↙+N

(j)
i,n +N

(i)
j,n,

(10)

where i, j ↑ [N ] and i < j. Here, one can see that the inner
product of the shares, d̄(n)i,j , is an evaluation of a polynomial
function

d̄i,j(x) ↭
2(K+T→1)∑

ω=0

aω;i,jx
ω +N

(j)
i (x) +N

(i)
j (x), (11)

at point ◁n, where aω,i,j is the coefficient of x
ω. In this

expansion, it can be shown that the coefficient of xK→1 is

aK→1,i,j =
K∑

k=1

′w̄i,k → w̄j,k′
2
.

For K = 1, user n computes d̄
(n)
i,j = ′Fi(◁n)→ Fj(◁n)′2 +

N
(j)
i,n +N

(i)
j,n and sends the result to the server.

9) Distance Recovery at the Server: Since d̄i,j(x) is a
polynomial function of degree 2(K+T→1), the server can use
Reed-Solomon decoding [51] to recover all the coefficients of
this polynomial using 2(K + T ) → 1 evaluations of d̄i,j(x).
Since in the setting, there are at most A adversarial users
(Type-2), d̄i,j(x) can only be correctly recovered if the server
receives at least 2(K + T + A) → 1 outcomes from the
users. In addition, d̄(n)i,j , for that are sent to the server from
the non-adversarial users n ↑ [N ]\D are indeed equal to
d̄i,j(◁n), for i < j ↑ [N ]. Therefore, the server is able
to recover d̄i,j(x). The coefficient of x

K→1 in d̄i,j(x) is
equal to aK→1;i,j = ′w̄i → w̄j′

2 that the server looks for
in order to find the outliers. According to (10), the remaining
recovered coefficients of d̄i,j(x) are distorted by noise and
do not disclose any additional details about the local updates
apart from the targeted pairwise distance sought by the server.

Then the server converts the calculated distances from the
finite field to the real domain as follows.

di,j =
!→1(aK→1;i,j)

q2
, (12)

where !→1 : Fp ↓ R is a demapping function which is applied
element-wise and is defined as

!→1(x̄) =

{
x̄ if 0 ↘ x̄ <

p→1
2 ,

x̄→ p if p→1
2 ↘ x̄ < p.

(13)

Assuming a sufficiently large field size p, we can guarantee
the accurate recovery of pair-wise distances.
10) Outlier Detection at the Server: In this step, the multi-
Krum algorithm (see [18] and Subsection III-A), a distance-
based outlier detection method (or closeness criterion), is em-
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ployed to ensure that the local updates selected by the server
are consistent with each other. This will help to eliminate any
local updates that are significantly different from the others
(adversarial behavior of Type-1) and may not be suitable for
inclusion in the update. Upon completion of the algorithm,
the server selects a group of m users, whose local updates
are close to each other and broadcasts a list of the chosen
users, denoted by Us ≃ [N ]. As stated in [18], the multi-
Krum algorithm ensures the resiliency of the global model, as
defined in Section II, and the convergence of the sequence of
gradients (See Subsection V).
11) Aggregation of the Shares: Each user calculates the
aggregation of shares of users belonging to set Us, i.e.,
sn =

∑
ñ↗Us

Fñ(◁n), and sends it to the server. In this step,
each user sends a vector of size L

K to the server.
12) Recovering the Aggregation: Let us define

F(x) ↭
∑

n↗Us

Fn(x) (14)

=
K∑

k=1

x
k→1

∑

n↗Us

w̄n,k +
T∑

t=1

x
K+t→1

∑

n↗Us

zn,t,

as a polynomial of degree K + T → 1. Let XS ↭ {sn}n↗S
denote the set of messages received by the server, where
S = [N ]\D. We note that sn, for non-Byzantine users, is
the evaluation of F(x) at ◁n. Thus, if the server receives
a minimum of K + T + 2A results from the users, it can
accurately recover the polynomial function F(x) using Reed-
Solomon decoding. In this decoding process, the first K terms
correspond to the partitions of w̄ =

∑
n↗Us

w̄n. To ensure suc-
cessful aggregation, the field size p must be sufficiently large
to avoid encountering boundary issues during the process.

After recovering the aggregate of the users’ local updates,
the server updates the global model for the next iteration using
the following procedure.

w(t+1)
g = w(t)

g →
ϱt

q|Us|
!→1

(
w̄
)
, (15)

where demapping function !→1(.) is defined in (13), and ϱt

is the learning rate at round t.
Algorithm 1 summarizes ByzSecAgg based on the afore-

mentioned steps.

Remark 1: The proposed scheme uses some methods to
mitigate adversarial behaviors of Type-1 and Type-2. To pro-
tect against adversarial behavior of Type-1, where attempts
are made to manipulate the global model at the server by
altering their local updates, ByzSecAgg employs a distance-
based outlier detection mechanism (multi-Krum algorithm).
This mechanism ensures the robustness of the global model
against such adversarial modifications. Additionally, to protect
the privacy of local updates in the outlier detection mech-
anism, ByzSecAgg proposes a privacy-preserving distance
computation method, inspired by ramp secret sharing and
coded computing. For protection against adversarial behavior
of Type-2, first, a vector commitment scheme is utilized in
ByzSecAgg to ensure that users follow the protocol correctly
when creating secret shares of their local updates in two

Algorithm 1 The proposed Byzantine-Resistant Secure Ag-
gregation Scheme: ByzSecAgg

1: for each iteration t = 0, . . . , T do
2: for each user n ↑ [N ] in parallel do
3: Get the global model w(t)

g from the server
4: Compute the local update wn based on the local

dataset
5: Create the quantized update w̄n using (2)
6: Partition the local update into K parts
7: Generate commitments C

(n)
i , i ↑ [3K + 4T → 1]

using (4) and broadcast them
8: Compute the first-round secret share sn,ñ using (5)

and send to user ñ ↑ [N ]
9: Verify the received shares {sñ,n}ñ↗[N ] using (6)

10: Compute the second-round secret shares s̃n,ñ and
noise shares {N (j)

n,ñ}j↗[N ] using (7) and (8) respec-
tively and send to user ñ ↑ [N ]

11: Verify the received shares s̃ñ,n and {N
(j)
ñ,n}j↗[N ]

by testing (9)
12: Compute values d̄

(n)
i,j , for i, j ↑ [N ], using (10)

and send to the server
13: end for
14: Server recovers pairwise distances ′w̄i → w̄j′

2, for
i < j ↑ [N ] after receiving the results using Reed-
Solomon decoding

15: Server converts the calculated distances from the finite
field to the real domain and recovers {di,j}i<j↗[N ]

using (12).
16: Server selects set Us of users by applying multi-Krum

algorithm on {di,j}i<j↗[N ]

17: Server broadcast set Us to all users
18: for user n = 1, . . . , N do
19: Calculate the aggregation of the first-round shares

of users belonging to set Us and send the result to
the server

20: end for
21: Server recovers w̄ =

∑
n↗Us

w̄n after receiving suffi-
cient results from users and employing Reed-Solomon
decoding

22: Server updates the global model using (15)
23: end for

different rounds. In addition, the ideas from error-correcting
codes are used to ensure the correctness of the calculations of
users.

Remark 2: To eliminate outliers while minimizing commu-
nication requirements, ByzSecAgg uses two different rounds
of secret sharing to securely calculate the pairwise distance
between the local updates. It is worth noting that the second
round of secret sharing is designed to only allow the server
to calculate the pairwise distance between the local updates,
rather than the pairwise distance between the partitions of
local updates.
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V. ANALYSIS OF THE PROPOSED SCHEME

A. Main results

In this subsection, we present the main results, achieved by
ByzSecAgg described in Section IV.

Theorem 1. We assume that (i) the cost function L is

three times differentiable with continuous derivatives, and is

non-negative, i.e., L(x) ∝ 0; (ii) the learning rates satisfy∑
t ϱt = △ and

∑
t ϱ

2
t < △; (iii) the second, the third,

and the fourth moments of the quantized gradient estimator

satisfy EQ,ϑ′Qq(G(wg, ↽))′r ↘ Ar + Br′wg′
r

for some

constant Ar and Br, where r ↑ 2, 3, 4; (iv) there exist

a constant 0 ↘ ⇀ < ⇁/2 such that for all wg ↑ RL
,

η(N,A)
√
Lσ2(wg) +

L
4q2 ↘ ′⇓L(wg)′ sin ⇀; (v) the gradi-

ent of the cost function L satisfies that for ′wg′
2
∝ R, there

exists constants 0 > 0 and 0 ↘ 1 < ⇁/2→ ⇀ such that

′⇓L(wg)′ ∝ 0 > 0,

wT
g L(wg)

′wg′′⇓L(wg)′
∝ cos 1.

Then, ByzSecAgg guarantees,

• Robustness against D dropouts, and A Byzantine adver-

sarial users (Type-1 and Type-2) such that the trained

model is (⇀, A)-Byzantine resilient,

• The sequence of the gradients ⇓L(w(t)
g ) converges al-

most surely to zero,

• Any group of up to T colluding users cannot extract

any information about the local models of other honest

users. The server cannot gain any information about local

updates of the honest users, beyond the aggregation of

them and pair-wise distances.

In addition, the communication loads in ByzSecAgg are as

follows

Rserver =
(
1 +

2A+ T

K

)
L+ (T +A+K →

1

2
)N(N → 1),

Ruser ↘ min(
2N

K
,N)L+

3N(N → 1)

2
,

symbols from Fp, for some K ↑ N in [1 : N→D+1
2 → A → T ]

N ∝ 2A+D +max(2K + 2T → 1,m+ 3) and m < N →

2A → D → 2. Furthermore, the size of the commitment for

each user in the achievable scheme remains constant, equal

to (3T +3K→2)+ I(K > 1)(T ), regardless of the size of the

individual local updates L. Additionally, I(.) is an indicator

function.

Remark 3: As explained in Section IV, K and m are
designed parameters. K is the number of partitions of the local
updates. By changing K, one can change Rserver and Ruser. One
option is to choose K such that the aggregation of the per-
user communication load and the server communication load
is minimized. On the other hand, m is the number of users
whose local updates are selected by the server for aggregation,
as discussed in Subsection III-A and Section IV.

Proof. In the following, we prove that ByzSecAgg satisfies
the following conditions:
1) Correctness:

• Correctness of Commitments: The function h(x) ↭ g
x, in

(4), creates a bijection mapping between the finite field Fp

and cyclic group G, where g is a generator of G. This
function also has the linear homomorphic property which
states that ▽a1, . . . , an ↑ Fp and ▽x1, . . . , xn ↑ Fp we have

h

( n∑

i=1

aixi

)
=

n∏

i=1

h(xi)
ai .

If the user is honest, it will share the evaluations of the same
polynomial Fn(x)

(
F̃n(x) and N

(j)
n (x)

)
in the first (sec-

ond) round of secret sharing that it had initially committed
to in Step 3. Due to the linearly homomorphic property of
the commitments in (4), the verification step in (6) (in (9))
passes for the shares of the honest user.

• Correctness of the Final Result: The received vectors by
the server at the end of Step 12 are different evaluations of
polynomial F(x) of degree K +T → 1 defined in (14). The
correctness condition of the final result of ByzSecAgg is
satisfied as the server can correctly recover

∑
n↗Us

w̄n by
utilizing the Reed-Solomon decoding after receiving K +
T +2A outcomes from the users with at most A adversarial
outcomes.

2) Robustness against Byzantine Adversaries:
• Commitment Binding: The Discrete Logarithm (DL) As-

sumption [52] states that given a prime p, a generator g of
G, and an element a ↑ Fp, no adversary with a probabilistic
polynomial-time algorithm can compute a given g and g

a,
i.e., Pr[A

(
g, g

a
)

= a] = ς(ϖ) (negligible) for any such
adversarial attack algorithm A.
In addition, consider the polynomial function qwn,i(x) de-
fined as

qwn,i(x) ↭ [w̄n,i]1 + x[w̄n,i]2 + · · ·+ x
L
K →1[w̄n,i] L

K
,

where [w̄n,i]j is the j-th entry of the i-th partition of
the quantized local update w̄n. It can be verified that
commitments C

(n)
i in (4) for i ↑ [K] are equal to g

qwn,i (φ).
By contradiction, assume that there exists an adversary
A that breaks the binding property of commitments. This
means that the adversary creates two vectors w̄n,i and ω̄n,i,
where w̄n,i ⇒= ω̄n,i but C(n)

i ↭ g
qwn,i (φ) = g

qωn,i (φ).
In this case, it can be shown that the adversary can break
the DL assumption, which means it is able to recover secret
▷ by having g

φ . Define the polynomial function q̃(x) as
qwn,i(x)→qωn,i(x). The corresponding commitment is equal
to C̃

(n)
i ↭ g

q̃(φ) = g
qwn,i (φ)/g

qωn,i (φ) = 1 because the
commitment scheme is homomorphic. Therefore, q̃(▷) = 0,
which means that ▷ is a root of the polynomial q̃(x).
The adversary can easily solve the instance of the discrete
logarithm problem and find the secret parameter ▷ by
factoring q̃(x) [53]. This implies that breaking the binding
property would enable solving a problem that is assumed to
be computationally difficult, reinforcing the notion that the
commitment scheme must possess the binding property.
For the evaluation binding, we can present a similar argu-
ment. Let’s assume there exists an adversarial algorithm A

that breaks the evaluation binding property of commitment
C and computes two different evaluations for Fn(x) in
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(5) at point ◁ that satisfy Verify in (6). We can construct
an algorithm B that uses A to break the DL assumption.
B presents a DL instance (g, gφ , . . . , gφ

L
K ). Algorithm A

outputs commitments C and two distinct values for share,
i.e., Fn(◁) and F↔

n(◁), that satisfy (6). Specifically, we have
L
K∏

j=1

(gφ
j↑1

)[Fn(↼)]j =

L
K∏

j=1

(gφ
j↑1

)[F
→
n(↼)]j =

K+T∏

j=1

(C(n)
j )↼

j↑1

.

Consequently, we observe that
L
K∏

j=1

(gφ
j↑1

)[Fn(↼)]j→[F→
n(↼)]j = 1.

This implies that ▷ is a root of polynomial F
↔↔(x) =

∑ L
K
j=1 x

j→1([Fn(◁)]j → [F↔
n(◁)]j). Therefore, algorithm B

can compute ▷ by factoring F
↔↔(x) once it receives the

results from A. Thus, the success probability of solving the
DL instance is the same as the success probability of A.

• Malicious Computation Result (Type-2 Adversarial Attack):
Here we discuss the adversarial attack of Type-2 and how
ByzSecAgg resolves it:

– The transmission of invalid secret shares in Step 4 and
Step 6: this kind of attack is thwarted through the utiliza-
tion of the commitments, in which the validity of secret
shares at each round can be confirmed by verifying (6)
and (9), provided that N →D ∝ 2A+ 1.

– The transmission of incorrect pairwise distance of shares
to the server in Step 8 or incorrect aggregation of the
shares of selected users in Step 11: Since the values sent at
each of these two steps must represent different evaluation
points of a certain polynomial, this kind of attack will be
detected and corrected based on Reed-Solomon decoding
algorithm with at most D erasures and at most A errors,
provided that N →D ∝ 2(K + T +A)→ 1 in Step 8 and
N →D ∝ K + T + 2A in Step 11.

• Global Model Resiliency (Type-1 Adversarial Attack):
Byzantine users have the ability to modify their local up-
dates to manipulate the global model and can send arbitrary
vectors as their local updates to the server. Additionally,
in line with classical assumptions in machine learning
literature, each data sample used for computing the local
update is uniformly and independently drawn by honest
users. To detect outliers, ByzSecAgg uses the multi-Krum
algorithm introduced in Subsection III-A. Instead of the
estimator G(w(t)

g , ↽
(t)
n ), in the proposed scheme, the local

update of the honest user is created using the quantized
estimator Qq(G(w(t)

g , ↽
(t)
n )). In [24], it is demonstrated

that even when the multi-krum algorithm is applied to
the quantized vector Qq(wn) (as used in Step 1 of the
proposed scheme), it remains (◁, A)-Byzantine resilient and
the sequence of the gradients converges almost surely to
zero. This is due to the fact that the quantization is unbiased
and has a bounded variance. According to Subsection III-A
if m < N → 2A → D → 2, the multi-Krum algorithm can
prevent this type of attack and ensure that the scheme is
(⇀, A)-Byzantine resilient and guarantees the convergence.

Note that the first five conditions in Theorem 1, i.e., (i)-
(v), are essential in the convergence proof of multi-Krum
algorithm (see [18], [24]).

3) Privacy Constraint:
• Hiding Property: For the sake of contradiction, suppose

there exists an adversarial attack algorithm A that can
break the hiding property of commitment C and correctly
compute vector ω ↑ Fp. We will demonstrate how to
utilize A to construct another algorithm B that can break
the Discrete Logarithm (DL) assumption.
Let (g, ga) be a DL instance that B aims to solve. B se-
lects a random ▷̃ ↑ FL

p and computes (g, gφ̃ , . . . , gφ̃
L↑1

).
It then considers a vector ω = [a, φ1, φ2, . . . , φL], where
φ1, φ2, . . . , φL→1 ↑ Fp are chosen arbitrarily, and the
first entry of the vector a is the answer for the DL
instance. Since B knows g

a, it can compute the vector
commitment as C = g

a
.g

∑
i=1L↑1↽iφ̃

i

and sends it to
A. Upon receiving the commitment, A computes and
returns vector ω. At this point, B can extract the solution
a, as it corresponds to the DL instance. Thus, the success
probability of solving the DL instance using B is equiva-
lent to the success probability of A. The aforementioned
construction illustrates that if an adversary A can break
the hiding property of commitment C, then we can utilize
it to construct another algorithm B capable of breaking
the DL assumption.

• Privacy of Individual Local Updates: The hiding property
of the commitments ensures that neither the server nor
any user can compute the local model w̄n (as well as
noise vectors zn and z̃n) from the commitments C

(n)
i in

(4). Thus, by considering the messages exchanged during
the scheme, it is sufficient to establish the privacy of
each local update against a group of up to T colluding
users, denoted by set T . Denote the colluding users
by Ũ1, Ũ2, . . . , ŨT . Let us define the set of messages
received by Ũi as MŨi

, which includes two types of
messages: sn,i, s̃n,i and N

(j)
n,i for n ↑ [N ] \ {T ↔ D},

j ↑ [N ] \ {n}. These messages correspond to the shares
from the first and second rounds of secret sharing in
Step 4 and Step 6, respectively. According to (5) and
(7), the fact that the random vectors are chosen uniformly
and independently at random from F

L
K
p , and directly from

the privacy guarantee in ramp secret sharing [44], for
n ↑ [N ] \ T , we have

Pr
(
w̄n = ω

MŨi
, i ↑ [T ]

)

= Pr
(
w̄n = ω

sn,i, s̃n,i, N (j)
n,i , j ↑ [N ] \ n, i ↑ [T ]

)

= Pr
(
w̄n = ω

)
,

which means that the colluding users cannot gain any
further information about the local updates of the other
users.
Furthermore, the server is also provided with d̄

(n)
i,j for

i < j ↑ [N ] and sn =
∑

ñ↗Us
sñ,n from users

n ↑ [N ] \ D, from which it can reconstruct d̄
(n)
i,j (x) as

defined in (11), as well as the polynomial function F(x)
as defined in (14). Therefore, from F(x) the server can
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recover the aggregation w̄ =
∑

n↗Us
w̄n and from the

coefficient of xK→1 in d̄
(n)
i,j (x) it can recover the mutual

distance ′w̄i → w̄j′
2. It is important to note that due to

the inclusion of random noises during the computation in
Step 8 by each user, the server cannot retrieve any other
details about the local models. The only information that
can be obtained is the mutual distances between the local
updates, which play a vital role in outlier detection.

B. Communication Loads in ByzSecAgg

According to Step 12, the total number of vectors that need
to be received by the server to recover the final aggregation
is T +K + 2A, each of size L

K symbols. Moreover, in order
to recover the pairwise distance di,j between w̄i and w̄j , the
server needs 2(K + T + A) → 1 symbols of size a single
field element from the users, for i, j ↑ [N ], i ⇒= j. Thus,
the server communication load in ByzSecAgg is Rserver ↘(
1+ 2A+T

K

)
L+(T+A+K→

1
2 )N(N→1), where the inequality

is a result of the presence of dropped-out users in the setting.
In ByzSecAgg, each user participates in two rounds of

secret sharing. In the first round, they send one vector of
size L

K symbols and in the second round, they send one
vector of size L

K + (N → 1) symbols to each of the other
users. Additionally, each user sends one vector of size L

K
symbols to the server. However, if K = 1, in second round of
secret sharing, the shares from the scalar polynomial function
in (8) are only sent. In addition, each user sends at most
N(N→1)

2 pair-wise distances of size a single field element to the
server. Thus, the per-user communication load in ByzSecAgg
is upper-bounded as Ruser ↘ min( 2NK , N)L + 3N(N→1)

2 . In
addition, the commitment size for each user is only 3T + 1
symbols when K = 1, and 3K+4T→2 symbols when K > 1,
where each symbol has the size of a single group element.

Therefore, the communication loads Rserver and Ruser in The-
orem 1 are achieved. Additionally, according to discussions in
Subsection V to meet all requirements, the inequality

N ∝ 2A+D +max(2K + 2T → 1,m+ 3), (16)

must be fulfilled. In addition, the following condition

1 ↘ K ↘
N →D + 1

2
→A→ T, (17)

must be satisfied for the number of partitions of the local
updates, where K ↑ Z.

C. Computational Complexity of ByzSecAgg

Computational Complexity at the User: In ByzSecAgg,
each user n performs the following three operations:
1) Secret Sharing: The user n generates secret shares sn,ñ and
s̃n,ñ for ñ ↑ [N ]. Generating secret shares is equivalent to
the evaluation of the polynomials in (5) and (7) in N distinct
values. If the field supports FFT, evaluation of a polynomial
function of degree m at m points has a computational
complexity of O(m log2 m) [54]. In ByzSecAgg, we
need to compute polynomials of degree K + T → 1 at N

points, where the coefficients are vectors of size L
K and

K + T → 1 < N . Therefore, generating the shares has a

computational cost of O( 2NL
K log2 N). In addition, user n

generates shares N
(j)
n,ñ from scalar polynomial function in (8)

for ñ ↑ [N ] and j ↑ [N ]\{n} which has a computation cost
of O(N2 log2 N).
2) Inner Product Computation: The user computes the
inner product of the shares, d̄

(n)
i,j , as defined in (10) for

i, j ↑ [N ], i < j. This step has a computational complexity
of O(N2 L

K ).
3) Aggregation: The user aggregates the shares of other users
belonging to the set Us. Assuming the cardinality of Us is
O(N), the aggregation of secret shares for the selected users
has a computational complexity of O(N L

K ).
Therefore, the overall computational cost for each user is
O( 2NL

K log2 N +N
2 L
K +N

2 log2 N).
Computational Complexity at the Server: In ByzSecAgg,
the server performs the following three operations:
1) Distance Recovery: The server should recover the
pairwise distances between local updates. The computation
performed by the server includes interpolation of a polynomial
d̄i,j(x), i, j ↑ [N ] in (11) of degree 2(K + T → 1) < N using
Reed-Solomon decoding. The complexity of interpolation
of a polynomial of degree m is O(m log2 m), when the
field supports FFT [54]. Thus, recovering O(N2) pairwise
distances has the computation cost of O(N3 log2 N).
2) Outlier Detection: The server utilizes the Multi-Krum
algorithm to eliminate outliers and select a set of users. Based
on the recovered pairwise distances, the server calculates the
score of each local update and selects m users with the lowest
scores. This involves computing the sum of distances of each
local update to its closest N → A → 2 neighbors. Selecting
the smallest N → A → 2 distances out of N → 1 can be done
using a sorting algorithm which has a computation cost of
O(N logN) per vector. For N vectors, the total complexity
is O(N2 logN). Similarly, selecting m < N → 2A → 2 users
with the smallest sum of distances has a cost of O(N logN).
In total, the complexity of this step is O(N2 logN).
3) Recovering the Aggregation: The server interpolates
polynomial function F(x) in (14) to recover the final
aggregation result of the selected users. The computational
complexity of this step is O(NL

K log2 N).
Therefore, the computational cost of the server in
ByzSecAgg is O((N3 + NL

K ) log2 N).

D. The Size of Finite Field in ByzSecAgg

In this subsection, we analyze the minimum field size
required to achieve a certain accuracy for ByzSecAgg to
work properly. Let us assume that each user n has local update
wn, which is a vector of length L. We use the quantization
function in (1) with a quantization level q ∝ 1 and quantization
error in [0, 1

q ).
Assume that the value of the entries of the local models is
bounded, i.e., ▽n ↑ [N ], i ↑ [L], we have →2 < [wn]i < 2 ,
where 2 is a positive integer. Here, [wn]i represents the i-th
entry of local model wn. Consequently, ▽n ↑ [N ], i ↑ [L],
→2q ↘ ∈q[wn]i∋ ↘ 2q → 1. In ByzSecAgg, there are two
main computations: the pairwise distances and the aggregation
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of the local updates. These computations are performed in a
finite field, which must be large enough to avoid boundary
issues during the process. We choose a finite field GF (p),
denoted by Fp, for some prime number p. The choice of p

must satisfy the following conditions:
Aggregation Recovery Condition: To ensure the correct
recovery of the aggregation, we have

∑

n↗Us

w̄n =
1

q
!→1

( ∑

n↗Us

!
(
qQ(wn)

))

(eq 1)
=

1

q
!→1

(
q!

( ∑

n↗Us

Q(wn)
))

(eq 2)
=

∑

n↗Us

Q(wn) =
∑

n↗Us

∈qwn∋

q
,

where (eq 1) holds due to the linearity of the function
!(.) and (eq 2) holds if the following condition is met
q|
∑

n↗Us
Q(wn)| <

p→1
2 . Thus, the first condition for p is

p > 2N2q + 1.
Pairwise Distance Recovery Condition: To ensure the correct
recovery of the pairwise distances, we have

′w̄i → w̄j′ =
1

q2
!→1

(
′!

(
qQ(wi)

)
→ !

(
qQ(wj)

)
′
2

)

=
1

q2
!→1

(
q
2
′Q(wi)→Q(wj)′

2

)

= ′Q(wi)→Q(wj)′
2
,

which holds if q
2
′Q(wi)→Q(wj)′2 <

p→1
2 . Thus, the

second condition for p is p > 2L(22q → 1)2 + 1.
Combining these conditions, we select p such that

p > 2max{L(22q → 1)2, N2q}+ 1. (18)

With a larger quantization level q, the scheme achieves better
accuracy because the variance introduced by the quantization
function decreases as q increases. However, for a higher
quantization level, a larger field size is required.

Remark 4: In ByzSecAgg, choosing the finite field Fp to
satisfy (18) is not a consequence of using the ramp secret
sharing scheme. Since in the process of partitioning the local
updates into K parts, we partition a vector, not a symbol.
If K ⇒ |L, we can zero-pad the local model vector. Shamir’s
secret sharing would require the same field size. Therefore,
BREA would also use the same field size for a certain level of
precision in the quantization step.

E. Comparison with BREA [24]

The comparison results between ByzSecAgg and BREA
[24] are summarized in Table I, which highlights the differ-
ences between the two schemes based on the defined parame-
ters. In this subsection, to demonstrate the communication load
reduction performance of ByzSecAgg compared to BREA,
the theoretical results presented in Table I are evaluated for
different parameter values. In addition, to have better intuition,
the parameter values are selected based on real-world and well-
known architectures.

Figure 1 compares the communication loads, measured in
symbols, between ByzSecAgg and BREA. The parameter val-
ues selected for the evaluation involves N = 1000 users, with
T = 0.1N colluding users, A = 0.1N Byzantine adversaries,
and D = 0.2N potential dropouts. The comparison focuses
on three metrics: (a) per-user communication load, (b) server
communication load, and (c) commitment size of each user.
The number of parameters of commonly used neural networks,
including GoogleNet [55], ResNet [56], and AlexNet [57],
are considered for parameter value L. The results demon-
strate that ByzSecAgg achieves an order-wise reduction in
communication loads and commitment sizes compared to
BREA. In this comparison, for ByzSecAgg, the number of
partitions (K) is selected to minimize the aggregation of
per-user communication load and server communication load.
As is shown, the commitment size of the proposed scheme
remains constant and is not influenced by the length of local
updates. The slight variations observed in the graph are due
to changes in the selected value for K.

Figure 2 illustrates the communication loads of the two
schemes as the number of users (N ) varies. For the evaluation,
the values L = 21.8M , T = 0.1N colluding users, A = 0.1N
Byzantine adversaries, and D = 0.2N dropouts are consid-
ered. Similarly, in this comparison, for ByzSecAgg the num-
ber of partitions (K) is selected to minimize the aggregation of
per-user communication load and server communication load.
Note that compared with BREA, the proposed scheme achieves
the same performance in terms of convergence and resilience
properties.

Remark 5: Note that, in terms of privacy, BREA in [24] has
more information leakage compared to our proposed scheme.
The reason is that, in BREA, each user employs Shamir’s secret
sharing to generate shares, computes the pairwise distances
between the received shares, and sends the results back to
the server. It can be shown that multiplying the shares from
two Shamir’s secret sharing polynomials does not preserve
the privacy of the product of the secrets. In ByzSecAgg, we
address this issue by using N

(j)
n (x) and their shares, which

are employed to compute noisy inner products of shares in
Step 8. Therefore, ByzSecAgg has a higher level of privacy.

According to Subsection V-C and [24], Table II provides a
comparison of the computational complexity for the server and
per-user operations in ByzSecAgg and BREA. The partition-
ing step proposed in ByzSecAgg reduces the computational
complexity of the server and per user for large K. However, in
the per-user complexity, there is an additional term N

2 log2 N ,
as ByzSecAgg aims to achieve a higher level of privacy.
ByzSecAgg appears more scalable due to its reduced depen-
dency on L in both server and per-user computations when
partitioning is applied K > 1.

VI. CONCLUSION

In this paper, we propose ByzSecAgg, an efficient se-
cure aggregation scheme for federated learning that mitigates
Byzantine adversarial attacks while protecting the privacy of
individual local updates. ByzSecAgg employs techniques
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Fig. 1. The comparison of communication loads, measured in symbols, between ByzSecAgg and BREA [24] with a varying number of local update parameters
(L). The figure illustrates the comparison using N = 1000 users, including T = 0.1N colluding users, A = 0.1N Byzantine adversaries, and D = 0.2N
potential dropouts. Three metrics are considered: (a) per-user communication load, (b) server communication load, and (c) commitment size of each user.
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Fig. 2. The comparison of ByzSecAgg and BREA [24] in terms of communication loads while varying the number of users. The experiment considers
ResNet34 with L = 21.8M parameters. Out of the total users (N ), T = 0.1N are colluding users, A = 0.1N are Byzantine adversaries, and D = 0.2N
may drop out. The comparison evaluates three metrics: (a) per-user communication load, (b) server communication load, and (c) commitment size of each
user.

TABLE II
THE COMPARISON OF BYZSECAGG AND BREA [24] IN TERMS OF COMPUTATIONAL COMPLEXITY

Approach Server computational complexity Per-user computational complexity

BREA [24] O((N3 +NL) log2 N) O(NL log2 N +N
2
L)

ByzSecAgg O((N3 + NL
K ) log2 N) O( 2NL

K log2 N +N
2 L
K +N

2 log2 N)

such as ramp secret sharing and coded computing to reduce
communication loads and enable secure computation of pair-
wise distances, which are used for distance-based outlier de-
tection algorithms. Additionally, we use a linear commitment
scheme with a constant commitment size to ensure message
integrity during the protocol and protect against adversarial
behaviors of Byzantine users. In terms of communication
loads, ByzSecAgg outperforms the baseline scheme BREA
and offers the advantage of a constant commitment size,
regardless of local update sizes. Furthermore, it achieves
the same level of performance in terms of convergence and
resilience properties.
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