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Abstract

We study the scaling limit of the rank-one truncation of various beta ensemble gener-
alizations of classical unitary/orthogonal random matrices: the circular beta ensemble,
the real orthogonal beta ensemble, and the circular Jacobi beta ensemble. We derive
the scaling limit of the normalized characteristic polynomials and the point process
limit of the eigenvalues near the point 1. We also treat multiplicative rank one per-
turbations of our models. Our approach relies on a representation of truncated beta
ensembles given by Killip-Kozhan [24], together with the random operator framework
developed in [42, 43, 44] to study scaling limits of beta ensembles.
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1 Introduction

For the classical unitary and orthogonal random matrix ensembles the point process
scaling limit of the eigenvalues is well understood. The eigenvalues are on the unit circle,
and if one scales the eigenangles appropriately, one obtains a point process limit on the
real line. More recently the scaling limit of the (normalized) characteristic polynomials
of these classical ensembles has been derived and characterized as well, these limits
lead to random entire functions where the zero set is given by the point process limit of
the eigenvalues.
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Edge limits of truncated circular beta ensembles

If we remove the first row and first column of a unitary (or orthogonal) matrix then
the eigenvalues of the resulting matrix are within the unit disk. It is natural to ask
what one can say about the limits of the eigenvalues and the characteristic polynomial
if one studies the truncated random matrices, and what connections can be shown
between the limit objects of the original and the truncated models. Our main goal is to
investigate these questions for beta-generalizations of classical orthogonal and unitary
ensembles introduced by [24]. We also consider similar questions for multiplicative rank
one perturbations of these models. We demonstrate how the random operator framework
developed in [42, 43, 44] to study circular ensembles can be used to derive scaling limits
for truncated and the perturbed versions of circular and orthogonal beta ensembles. We
also introduce and study a new truncated beta ensemble model constructed from the
circular Jacobi beta ensemble. Non-normal perturbations of classical ensembles have a
rich history, see e.g. the surveys [19] and [12] and the references within. Our results
provide the first examples of point process limits of non-normal perturbations of beta
ensembles.

1.1 Haar unitary matrices and their truncations

To start with a concrete example, we first consider the case of Haar unitary matrices.
Let M, be an n x n uniformly chosen unitary matrix. With probability one M,, has n
distinct eigenvalues e*?*,1 < k < n, all on the unit circle. The joint eigenvalue density is
given by

1 ) )
— I 1% =2, 6;€-mm), (1.1)

" 1<j<k<n

where Z,, is an explicit normalizing constant (see e.g. [11]). The distribution given
by (1.1) is called the size n circular unitary ensemble. Because of the appearance
of the squared Vandermonde determinant in the probability density, this ensemble is
determinantal ([2, 21]), all finite dimensional marginal densities can be expressed via
determinants built from a fixed kernel function. (We will provide more detail on the
results discussed within this section in the Appendix.) The point process scaling limits of
finite determinantal ensembles can be derived by studying the corresponding scaling
limits of the determinantal kernel. It is a classical result due to Gaudin, Mehta, Dyson
[2, 32] that if we scale the eigenangles of M,, by n then we get a translation invariant
determinantal point process in the limit. We call this point process the Sine; process.

In a more recent result, Chhaibi, Najnudel and Nikeghbali [7] studied the scaling
limit of the (normalized) characteristic polynomial

det(I, — 2zM;Y) {5 1— ze %
nl\g) = — = I | —_—
Pa() det(1,, — M{l) i 1— e

of the circular unitary ensemble. They showed that under the scaling of the Gaudin-
Mehta-Dyson theorem one obtains a random entire function ¢ (named the stochastic
zeta function) with zero set given by the Sine; process.

For a square matrix M we denote by Trunc(M ) the matrix obtained by removing the
first row and column from M. Note that we can write Trunc(M) as IIT MII where I is
the appropriate projection matrix, and T denotes the transpose.

Now consider the truncated version of a uniformly chosen (n + 1) x (n + 1) unitary
matrix, i.e. Trunc(M,,4+1). With probability one this matrix has eigenvalues in the open
unit disk D = {z € C : |z| < 1}. The obtained random matrix has been studied in the
physics literature because of its connection to chaotic scattering problems (see [17, 23]
for further discussion and references). In [47] Zyczkowski and Sommers proved that the
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joint eigenvalue density of Trunc(M,,+1) with respect to the Lebesgue measure in the
unit disk is given by

1
— I lz-=P  zeD. (1.2)

n
1<j<k<n
We call this distribution the truncated circular unitary ensemble. (Note that the [47]
provides a description for the eigenvalue distribution for general rank-k truncation as
well.) The squared Vandermonde term in (1.2) indicates that this is also a determinantal
point process. By studying the determinantal kernel one can show that the point
process limit of the eigenvalues of Trunc(M,, 1) without any additional scaling leads to
a determinantal point process limit in D. We may call the resulting process the bulk
scaling limit of the truncated circular unitary ensemble.

It is reasonable to ask if this point process can be connected to the zeroes of a ‘nice’
random analytic function, since it is the scaling limit of the zeros of the characteristic
polynomial of Trunc(M,,+1). In Peres-Virag [34] it was shown that this is indeed the case,
the bulk scaling limit of the eigenvalues of Trunc(M,,+1) has the same distribution as the
zero set of the so-called Gaussian analytic function.

One can treat the eigenvalues of Trunc(M,,+1) as perturbations of the original eigen-
values of M, 1. This leads to the study of the behavior of the eigenvalues of the truncated
matrix under the scaling

z+— —nilog z, (1.3)

since this corresponds to the scaling e’ — nf that takes the original (unit length)
eigenvalues to the Sine; process.! See Figure 1 for an illustration. It was shown in [1]
that under this scaling the kernel of the truncated circular unitary ensemble (and hence
the ensemble itself) indeed has a limit. The limiting point process is determinantal, and
it is supported in the open upper half plane H = {z € C: 3z > 0}. We call this the (hard)
edge scaling limit of the truncated model, since we zoom in near z = 1.

The point process obtained as the edge limit of the truncated circular ensembles
limit process in [1] appeared before in [15] and [18] as the point process limit of the
rank-one additive anti-Hermitian perturbation for the Gaussian unitary ensemble under
the appropriate scaling. See also [16, 8, 9] for recent results on this model.

Figure 1: The picture on the left shows the eigenvalues of a truncated uniformly chosen
100 x 100 unitary matrix. The picture on the right shows the same eigenvalues under the
edge scaling (1.3).

IThroughout the paper we are considering the branch of logarithm that is defined on C \ (—oo,0] and
satisfies log(1) = 0.
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As in the bulk case, we can ask if one can connect the edge limit of the truncated
circular ensemble to the zero set of a random analytic function, and whether one can
characterize this random function in a natural way. We answer this question in the
affirmative in our main result, Theorem 1.2 below. We provide a scaling limit for the
normalized characteristic polynomial of the truncated model under the edge scaling,
and describe the limiting random entire function. In fact, our goal is to study this and
related questions in a more general setting: for the beta-generalizations of the circular
unitary and other random unitary and orthogonal ensembles.

1.2 CMYV matrices, beta ensembles, and their truncations

The size n circular beta ensemble with 5 > 0 is the distribution of n points {e¢%,1 <
j < n} on the unit circle with joint probability density given by

1 . .
H et — i) 0; € [-m,m). (1.4)

. J<k<n

Here Z,, g is an explicit normalizing constant, see [11]. When 8 = 2 we get the circular
unitary ensemble. The cases when 8 = 1 and 4 correspond to symmetric/self-dual
random unitary matrices, but for general § > 0 there is no known invariant random
matrix ensemble with the appropriate joint eigenvalue distribution. Note however
that (1.4) has a natural interpretation as the Gibbs measure corresponding to a log-gas
of n-points restricted to the unit circle and interacting via a logarithmic potential.

In [25] Killip and Nenciu (motivated by the results of [10]) constructed a family of
sparse random unitary matrix models {Circ,, g,n > 1} with joint eigenvalue distribution
given by (1.4). Their construction is based on the theory of orthogonal polynomials
on the unit circle. We provide here a quick overview of their approach, the precise
statements will be reviewed in Section 3.

Suppose that p is a discrete probability measure on the unit circle 0D with a finite
support of n points. The probability measure i can be encoded with its system of monic
orthogonal polynomials. These polynomials satisfy the so-called Szeg6 recursion, which
can be parameterized with a finite collection of complex numbers ay, ..., a,_1, called the
Verblunsky coefficients. In [5] Cantero, Moral, and Velasquez provided a construction
for a ‘canonical’ sparse (five-diagonal) n x n unitary matrix (called the CMV matrix)

C= C(QOa ceey an—l)

in terms of the Verblunski coefficients, so that the spectral measure of C with respect
to the unit vector e; = (1,0,...,0)" is exactly u. Moreover, if the probability measure
is the spectral measure of an n x n unitary matrix U with respect to e; then the CMV
matrix C corresponding to p is unitary equivalent to U. Note that the CMV matrix is
the analogue of the tridiagonal (Jacobi) matrix constructed from the coefficients of the
three-term recursion of the orthogonal polynomials of a finitely supported probability
measure on R.

Let M, be an n x n Haar unitary matrix, and consider its spectral measure pu,
with respect to e;. This is a (random) probability measure with support given by the
circular unitary ensemble (1.1). Using unitary invariance one can show that the joint
distribution of the weights of u,, is given by a particular Dirichlet distribution, and
that the weights are independent of the support of u,,. Moreover, the Verblunsky
coefficients of u, are independent random variables, and their distributions can be
computed explicitly. This motivated Killip and Nenciu in [25] to study the random
probability measure unKNﬁ with support given by the circular beta ensemble (1.4) and
weights chosen independently from a particular (5-dependent) Dirichlet distribution.
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[25] showed that the Verblunsky coefficients of u?}g are still independent, with explicitly
given distributions. The corresponding CMV matrix Circ, g := C provides a natural
sparse random unitary matrix with spectrum given by the circular beta ensemble (1.4).
For 8 = 2 this matrix is unitary equivalent to the Haar unitary matrix M,,, and their
spectral measures with respect to e; have the same distribution.

In [24] Killip and Kozhan studied how removing the first row and column changes the
spectrum of classical random unitary and orthogonal matrices. An important observation
of [24] (which is crucial for our paper as well) is the following: if U is an n x n unitary
matrix then the truncated matrix Trunc(U) is unitary equivalent to the truncated version
of the CMV matrix C corresponding to U, which in turn is unitary equivalent to an
(n —1) x (n — 1) CMV matrix built from a simple transformation of the Verblunsky
coefficients of U. This means that if we know the Verblunsky coefficients of U then we
can construct a sparse matrix whose spectrum is the same as that of Trunc(U).

This observation allowed [24] to provide a sparse matrix model with spectrum dis-
tributed as (1.2). Their approach also allowed them to study the matrix models Circ, g
of [25] with the first row and column removed. They proved that the joint eigenvalue
density of the truncated matrix Trunc(Circ,,11 ) is given by

B -
o H (1—2zzk)2 ! H |zj — z1]?, zj € D. (1.5)

( )n 1<4,k<n J<k<n

We call the resulting distribution the size n truncated circular beta ensemble. Note that
for 8 = 2 we recover (1.2). (We remark that [24] also provided a log-gas interpretation
for (1.5).) Our goal is to study this ensemble (together with some other related models)
under the edge scaling (1.3).

The approach of Killip and Nenciu [25] can be extended to provide random matrix rep-
resentations of beta-generalizations of other random unitary and orthogonal ensembles
where the joint distribution of the Verblunsky coefficients can be described explicitly. The
results of Killip and Kozhan [24] then provide a natural random matrix representation of
the truncated version of these beta ensembles. Our main results provide descriptions of
the edge scaling limits of these truncated ensembles.

1.3 Scaling limits of circular beta ensembles and their truncations

Using the Killip-Nenciu representation Killip and Stoiciu in [26] showed that under the
scaling (1.3) the circular beta ensemble has a point process limit. They characterized the
limiting point process via its counting function using a system of stochastic differential
equations. This limit process was later shown to be the same as the Sineg process,
the bulk scaling limit of the Gaussian beta ensemble ([33, 42]). Note that Sineg is not
determinantal for general 3, in fact there is no known description for its joint intensity
functions in the general case.

In a series of papers [42, 43, 44] Valké and Virdg developed a framework to study the
scaling limits of beta ensembles using Dirac-type differential operators (see Section 2
for a more detailed discussion). [42] showed that the spectra of unitary CMV matrices
and some of their point process limits (including the Sineg process) can be represented
as the eigenvalues of random Dirac-type differential operators. A Dirac-type differential
operator can be parametrized by a path in the upper half plane H := {z : Sz > 0}
together with two boundary points in 0H = R U {oo}. In the case of a unitary CMV
matrix these parameters can be built from the Verblunsky coefficients. [43] showed
how this representation can be used to prove operator level convergence of the circular
beta ensemble to the Sineg process. The path parameter of the random differential
operator corresponding to Circ,, g is a random walk, which under the appropriate scaling
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converges to a time-changed hyperbolic Brownian motion. This process is the path
parameter of the random Dirac operator corresponding to the Sineg process.

[44] developed a framework to study scaling limits of normalized characteristic
polynomials of beta ensembles. In particular, [44] proved that the normalized and
scaled characteristic polynomials of the Circ,, 5 converge to a random entire function (g4
with zero set given by Sineg. (For 8 = 2 this random entire function is the stochastic
zeta function introduced in [7].) The random function ¢ 3 is characterized via various
equivalent ways, in particular as the solution of the following random shooting problem.

Theorem 1.1 ([44]). Let by, by be independent two-sided standard Brownian motion, and
q an independent standard Cauchy random variable. Consider the unique strong solution
Hp : (—00,0] x C — C? of the stochastic differential equation

0 —dby B s, (0 -1
_ _ s ea <
dHpg = <O dbs ) Hgp z8e (1 0 ) Hpdu, u <0, (1.6)

subject to the initial condition lim,, _o sup, o, [Hs(u,z) — (3)| = 0. Then {, has the
same distribution as the random function Hz(0, z)T (fq).

Our main result gives the edge scaling limit of the truncated circular beta ensem-
ble (1.5) together with the scaling limit of its normalized characteristic polynomial.
This result also provides a connection to the limit objects of the original circular beta
ensemble.

Theorem 1.2. Under the edge-scaling (1.3) the truncated circular beta ensemble con-
verges in distribution to a point process X, which has the same distribution as the zero
set of the random entire function £ = H(0,-)t(,) defined via (1.6). Moreover, £; is
the scaling limit of the normalized characteristic polynomials of the truncated circular
beta ensemble.

Theorem 1.2 is proved in Section 6.1. In fact, we will show that there is a coupling of
the finite ensembles and the limiting object so that the stated limits hold with probability
one with effective (random) error bounds (see Proposition 6.4). The proof of the theorem
uses the random operator framework to analyze the scaling limit of the normalized
characteristic polynomial of truncated CMV matrices.

Theorem 1.2 provides a connection between the scaling limits of the full and the
truncated circular beta ensemble that is new even in the classical 8 = 2 case. It shows
that the scaling limit of the characteristic polynomials of the circular beta ensemble can
be obtained from the corresponding limit of the truncated model and an independent
Cauchy random variable. Both ¢4 and £ are random entire functions, and hence they
are determined by their restriction to R. By Theorems 1.1 and 1.2 we have the following
equality in distribution:

{Cs(s) - 5 € R} £ {REs(s) + ¢SEs(s) : 5 € R},

where ¢ is a Cauchy random variable independent of &g.

If M is a square matrix then the spectrum of Trunc(M) can also be studied by
considering the spectrum of the rank one multiplicative perturbation

M - diag(0,1,1,...,1)

instead. (Of course, this also adds an additional zero eigenvalue.) This motivates the
study of general rank one multiplicative perturbations. For » € R define

MU= M- diag(r,1,1,...,1). (1.7)
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If M is a Haar unitary matrix then the eigenvalue distribution of A"} has been studied in
[14]. See also [13], where this problem was studied in the case when r decays as n~'/2
as n — oo. (See also [15] and [18] for related results on rank-one additive anti-Hermitian
perturbations for the Gaussian unitary ensemble.) Note that because of the various
symmetries of the model, we may assume r € [0, 1].

Following the definition of the truncated circular beta ensemble, it is natural to define
the appropriate rank-one multiplicative perturbation of the circular beta ensemble as the
spectrum of CircE;]ﬁ. In [24] Killip and Kozhan derived the joint eigenvalue distribution of

Circy; ]ﬁ. Moreover, they showed that if C is a unitary CMV matrix then the spectrum of

Cl'l is the same as a certain explicitly determined CMV matrix. Using their results we
are able to extend the results of Theorem 1.2.

Theorem 1.3. Fix r € [0,1]. Consider the random function Hg defined via (1.6), and
let ¢ be a standard Cauchy random variable independent of b,,bs appearing in (1.6).
Under the edge-scaling (1.3) the eigenvalues of Circg]ﬁ converge in distribution to a
point process X, g, which has the same distribution as the zero set of the random entire
function €, 5 = Hp(0,-)7(_,, ) with

_|_Z-17r
e = - dr (1.8)
1 —iq7;

Moreover, &, g is the scaling limit of the normalized characteristic polynomials of Circg']ﬁ

under the same scaling.

Note that ¢, = ¢ for r = 1 and ¢, = ¢ for » = 0, so this result gives an interpolation
between the scaling limits of the unperturbed and the truncated circular beta ensemble.

Our approach extends to other matrix models as well. We provide versions of
Theorems 1.2 and 1.3 for the real orthogonal beta ensemble and the circular Jacobi beta
ensemble.

The real orthogonal beta ensemble was introduced in [25] (see also [24]) as a gener-
alization of the joint eigenvalue distributions of a certain class of the classical compact
random matrix models. (See Section 4.1 for more detail.) The operator level limit of
the real orthogonal beta ensemble in the hard-edge limit was derived in [30]. The real
orthogonal beta ensemble can be naturally transformed into another classical model,
the (real) Jacobi beta ensemble, whose edge scaling limits were studied in [20]. The
truncated version of the real orthogonal beta ensemble was introduced in [24], where the
authors constructed a sparse matrix model and derived the joint eigenvalue distribution.
In Theorem 6.8 and Corollary 6.9 of Section 6.2, we will establish the scaling limit of
the truncated (and perturbed) real orthogonal beta ensemble, together with the scaling
limit of its normalized characteristic polynomial.

The circular Jacobi beta ensemble is a one-parameter extension of the circular beta
ensemble. For a complex parameter § with ®§ > —1/2 it is given by the joint density
function

n

Z% H |6i9-7' — el |ﬁ H(l — e )01 — ewk)g (1.9)

n,8,0 j<k<n k=1

with respect to the uniform measure on the unit circle. For § = 0 this is just the circular
beta ensemble. When § = 3 % with a positive integer k then this model can be viewed as
the circular beta ensemble conditioned to have k particles at e = 1. (See Section 4.1 for
additional details.) In [4] the authors constructed a family of unitary matrix models whose
eigenvalues are distributed according to (1.9). Following the Killip-Nenciu approach they
studied a random probability measure where the support is given by the circular Jacobi
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beta ensemble, and the weights are given by an independently chosen beta-dependent
Dirichlet distribution. [4] showed that although the Verblunsky coefficients for this
measure are usually not independent, a modified version of these coefficients are in
fact independent, and their distributions can be described explicitly. [30] used this
representation to derive the point process and operator level scaling limit of the circular
Jacobi beta ensemble. We build on these results, together with the ideas of [24], to
define the truncated (and the perturbed) version of the circular Jacobi beta ensemble
(see Section 7.1). We show that the joint density of the truncated circular beta ensemble
is given by a constant multiple of

(- 2z [l - %P [T ((1 — )1 - 2]»)5) : (1.10)
j=1

n
G.k=1 j<k

generalizing (1.5). We then derive the point process scaling limit of these new models,
together with the scaling limit of their normalized characteristic polynomial. See
Theorem 7.13 and Corollary 7.14 of Section 7.2 for the precise statements.

1.4 Outline of the paper

Sections 2-4 provide the necessary background on Dirac-type operators and beta en-
sembles. Our goal was to present this material in a self-contained manner. In Section 2
we review the required background for the considered Dirac-type differential operators.
In Section 3 we give an overview of how finitely supported probability measures on the
unit circle can be represented with CMV matrices and Dirac-type differential operators.
Section 4 describes the considered finite beta ensembles and their operator level limits,
and summarizes the known results on scaling limits of characteristic polynomials of
these models.

Sections 5-7 include the proofs of our new results. In Section 5 we provide general
results regarding the convergence of the eigenvalues of truncated and perturbed CMV
matrices. Section 6 provides the proofs for Theorems 1.2 and 1.3 on the scaling limits of
the truncated and the perturbed circular beta ensemble, and proves the corresponding
results for the real orthogonal beta ensemble. Section 7 proves our results on the
truncated and the perturbed circular Jacobi beta ensemble.

Section 8 is an appendix that contains a more detailed discussion of the determinantal
point processes mentioned in the Introduction, together with a few open problems.

2 Dirac-type differential operators
This section provides a brief overview of Dirac-type operators. A more detailed
discussion can be found in [42], [44], and [46].

2.1 Basics of Dirac operators

LetZ be [0,1) or (0,1]. Suppose z+iy : Z+— H = {z € C: Sz > 0} is a locally bounded
measurable function, we define
Xtx —
X = (1 x) (2.1)

T 2det X 0 y

to be the positive definite matrix-valued function that encodes x + iy. We consider
differential operators of the form

i f = RIS, TR, J:((l) _01) (2.2)
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We call 7 a Dirac-type operator, x + iy the generating path of 7, and R(¢) the weight
function of 7.

The boundary conditions for 7 at ¢ = 0,1 are given by two non-zero, non-parallel
vectors ug,u; € R?. We assume that these vectors are normalized and satisfy certain
integrability conditions with respect to the weight function.

Assumption 2.1. We assume that

uhJuy =1, (2.3)
1 t
/ / u} R(s)up ul R(t)uydsdt < oo, (2.4)
0 0
and
1 1
/ |R(s)u||ds < o0 if T = [0,1), and / lub R(s)||ds < o0 if T = (0, 1],
0 0
Let L% denote the L? space of functions f : Z — R? with the L?-norm

1713 = / ()T R(s)f (5)ds.

Under Assumption 2.1, the operator 7 defined according to (2.1) and (2.2) is self-adjoint
on the following domain:

dom(7) = {v € L3 NAC: v € L%, 1in(1) v(s)TJuy =0, lim1 v(s)TJu; = 0}. (2.5)
5— s5—>

Here AC(Z) is the set of absolutely continuous real functions on Z.

Throughout the paper, we use the notations Dir(R, ug,u;) or Dir(z + iy, up, 1) in-
terchangeably for the operator 7 defined via (2.2) and (2.1) on the domain (2.5). We
can identify a nonzero vector in R? with a boundary point in 9H = R U {cc} using the

projection operator
r1/xe ifx 0,
P(m) _ 1/22 iz # (2.6)
T2 00 if zo9 = 0.

Using this identification the boundary conditions can be parametrized by two points in
OH.

Under Assumption 2.1, the operator 7 is invertible, and 7! is a Hilbert-Schmidt
integral operator.

Proposition 2.2. Suppose that 7 = Dir(R,up,u;) satisfies Assumption 2.1. Then

Ir Y2 = 2/1 /t ub R(s)o ul R(t)urdsdt < oo,
0o Jo
and 7! is a Hilbert-Schmidt integral operator on L% given by
L (s) = /I K1 (s,)f(0)dt, Ko-a(s,8) = (woulLocy + wub1s) R, (2.7)
Consider the conjugated operator X7X ~!, where X is defined as in (2.6). We denote

the inverse of this operator by r 7 := (XTX_I) _1, this is an integral operator on L*(T)
with kernel

X (s)u; .

Kerl5:8) = H(00(e)on (0 ocr 4 mn(o)an 1), i) = 0% =01 @)
The conjugated operator X7X ~! has the same spectrum as the operator 7, and ||t 7||gs =
77 s
EJP 30 (2025), paper 13. https://www.imstat.org/ejp

Page 9/46


https://doi.org/10.1214/25-EJP1270
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Edge limits of truncated circular beta ensembles

Proposition 2.2 and the fact that 7 is self-adjoint implies that 7 has a discrete spectrum,
with countably many eigenvalues that are all nonzero real numbers, and can only
accumulate near +o0o. We label the eigenvalues of 7 in increasing order by Ag, k € Z so
that A\_; <0 < Ag.

Let us remark that if 7 = Dir(R,ug,u;) satisfies Assumptions 2.1, then for any
o € (0, 1), the operator 7 restricted in Z N [0, o] is well-defined with boundary conditions
up, u; at endpoints ¢t = 0,0 and the restricted weight function R|;czn(0,,). We denote the
restricted operator and its resolvent as 7, r 7, respectively.

2.2 Canonical systems and the secular functions

In order to study scaling limits of characteristic polynomials, [44] introduced the
secular function and structure function of a Dirac-type operator. We briefly review the
required definitions and results.

Suppose that Z = (0, 1] and consider the eigenvalue equation of a Dirac operator
TH = zH as a canonical system, i.e.,

d
J%H(t’ z) =zR(t)H(t, z).

[44] showed that this system has a unique solution under our assumptions if we set the
initial condition to be ug.

Proposition 2.3. Suppose thatZ = (0, 1] and 7 = Dir(R, ug, u;) satisfies Assumptions 2.1.
Then there exists a unique vector valued function H : T x C — C? so that for every z € C,
the function H (-, z) solves the following ordinary differential equation

JgH(t, z) = zR(t)H (¢, z), teZ, lim H(t, z) = up. (2.9)
dt t—0

Write H = (4). For any t € 7, the function H(t,z) satisfies |H(t,z)|| > 0, and its

components A(t,-), B(t,-) are analytic functions such that A(t,z), B(t,xz) € R forxz € R.
Definition 2.4. Under the assumptions of Proposition 2.3, we define the secular function
of T as

G () =H(1,) Jw, (2.10)

and the structure function of T as
1
£.() :Hu,-)*( ) — A1) —iB(, ). @11)
—1i
We define the integral trace of r 7 as the integral of the trace of the kernel K, ., and
denote it by t,:

1 1 1
t, = / tr K, (s, s)ds = 3 / ao(s)Tay(s)ds = / ul R(s)uyds. (2.12)
0 0 0
It was proved in [44] that the secular function ¢, can be represented as

Cr(2) = eithdetQ([ —zr7) = 6_% S ao(s)Tai(s)ds H(l — 2/ )\k)eZ/Ak’ (2.13)
k

where det, is the second regularized determinant, see [39]. Note that the integral trace
is finite under Assumption 2.1, and the secular function (. is an entire function with
zero set given by spec(7), the spectrum of 7. We refer to [44] for additional details. The
secular function of 7 can be viewed as a generalization of the normalized characteristic
polynomial of a matrix.

The next proposition provides comparisons for the solutions of two canonical systems
of the form (2.9). It also shows that H (¢, -) is continuous on compacts in z € C at t = 0.
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Proposition 2.5 (Proposition 12 of [45]). Suppose that Z = (0,1] and 7 = Dir(R, ug,u1),
T = Dir(ﬁi, up, ity ) satisfy Assumption 2.1. Let H, H be the solutions of the corresponding
canonical systems (2.9), and define ag, ag according to (2.8). Recall that 7; is the operator
T restricted to (0,t]. Then there is an absolute constant ¢ > 1 depending only on uy so
that for allt € Z, z € C we have

2

)ds) _ 1)

w (21t [+t [z e+ 72|+ f (lao () +lao(s)]%) ds)+1)
(2.14)

[tr, —tr, \+Hrﬁ—r7’t\l+\/f(f lao(s)—ao(s)|2ds [; (lao(s)|2+]do(s)

\H(t,2) — H(t,2)] < <C'Z'<

Moreover, we have forallteZ, € C

\H(t,2) — uo| < (C\z\(\tn\+nmn+fg lao(s)|?ds) _ 1) c(Elt [+ el 4[5 Tao(s)Pds)+1)* (9 15)

Proposition 2.5 together with the Hoffman-Wielandt inequality in infinite dimensions
(see e.g. [3]) provide similar comparisons for the secular functions and the spectra of
two Dirac operators.

Remark 2.6. Let 7y, 75 be two Dirac operators on 7 satisfying Assumption 2.1. Denote
by Ak, G, r7i, t, the eigenvalues, secular function, resolvent and integral trace of 7;.
Then we have

2
Sk =gl <llen - rallEs, (2.16)
k

and there is an absolute constant ¢ > 1 so that for all z € C

C1(2) — Ga(2)] g(c\z\\tnftm\ —1+|zl|lrm — rTQH)C\ZIZ(HrTlH2+Hrfz\|ﬁs)+|2|(\tq|+\t72|)+1.

(2.17)

Transformations of Dirac-type operators

We finish this section with a short discussion on simple transformations of Dirac-type
operators. First note that the two cases Z = (0,1] and Z = [0, 1) can be connected by a
time reversal transformation p on functions defined on (0, 1] or [0,1) by pf(¢) = f(1 —1).
Let v : H — H be the reflection with respect to the imaginary axis defined by t(x + iy) =
—x + 1y. The next statement provides a description of the effect of the composition of
the time reversal p and the reflection v, see [44] or [45].

Lemma 2.7 ([44]). Suppose that the Dirac operator T = Dir(R,ug,u;) satisfies Assump-
tion 2.1. Set S = diag(1, —1), then the operator p~S7Sp also satisfies Assumption 2.1
with boundary conditions Suy, Sug, weight function pSRS, and generating path tpz. The
operators T and p~—'S7Sp are orthogonally equivalent in the respective L? spaces, and
they have the same integral traces and secular functions.

Consider the projection operator P defined in (2.6). It can be naturally generalized to
the projection operator on non-zero two-dimensional complex vectors with 77(2) = 21/29
given z; # 0. In this way, a 2 x 2 non-singular matrix A can be identified with a linear
fractional transformation via z — PA (f) When A is real, the corresponding linear
fractional transformation is an isometry of H. The next lemma describes the effect of a

hyperbolic isometry on a Dirac operator.

Lemma 2.8 ([44]). Let Q be a 2 x 2 orthogonal matrix with determinant 1. Let Q : H — T1
be the corresponding linear isometry of H mapping » € H to the ratio of the entries of
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Q(f) Suppose that the Dirac operator 7 = Dir(R, ug,u) satisfies Assumption 2.1. Then
the operator QTQ~! also satisfies Assumption 2.1, with boundary conditions Qug, Qu;
and generating path Q(x +1iy). The two operators are orthogonally equivalent, they have
the same integral traces and secular functions.

3 Finitely supported measures on the unit circle

In this section we provide an overview of the CMV construction for finitely supported
probability measures on the unit circle, and review how Dirac-type operators can be
used to study them.

3.1 CMV matrices

We briefly review some of the needed facts from the theory of orthogonal polynomials
on the unit circle, together with some properties of CMV matrices. See [38] for a
comprehensive treatment of the subject, or [37] for a shorter summary.

Let v be a probability measure on 9D with a support of n distinct points e, 1 < j < n.
Let &,k =0,...,n be the Gram-Schmidt orthogonalization of the polynomials 1, z, - - - , 2"
with respect to v. Then &4,k =0,...,n — 1 are the monic orthogonal polynomials with
respect to v, and ®,(z) := []]_,(z — ¢**). Together with the reversed polynomials

@y (2) = 2 0p(1/2),

these polynomials satisfy the famous Szeg6 recursion (see e.g. Section 1.5, vol. 1 of
[38]):

Ppy1) 1 —ag 2 0 i B\ (1 )
<(I)It+1) B ( —Qg 1 ) ( 0 1 ) ((I)Z>’ (@8> = <1)> 0<k<n-1. (3.1)

The constants ay, 0 < k < n—1 are called the Verblunsky coefficients, they satisfy |ay| < 1
for 0 <k <n—2and |a,—1| = 1. The map between the probability measures supported

on n points on dD and the possible Verblunsky coefficients (ag, ..., a,_ 1) € D" ! x 9D
is invertible, and both the map and its inverse are continuous. (See e.g. Theorem 1.7.11
of [38].)

The next definition introduces the CMV matrix.

Definition 3.1. For fixed n > 1, let {ax,0 < k < n — 1} be a sequence of complex
coefficients with |ay| < 1. Define

Ek—(“’“ ”’“>, pr=V1— P, 0<k<n-2

Pk —Ok

andset=Z_; = (1) and E,,_1 = (@,—1) to be 1 x 1 matrices.
Forn > 2 we define the CMV matrix corresponding to {a4,0 < k <n — 1} as

Clag, - ,ap_1) = LM, (3.2)

where L, M are n x n block-diagonal matrices
L = diag (:0,:2 e 7:2“,5”) , M = diag (:,1,:1 e ’EQL%J—l) .

Forn =1 we define the 1 x 1 CMV matrix as C(«g) = (ay).

Note that C(«o, . .., a,—1) is unitary if and only if |a,—1| = 1. The following proposition
provides a crucial link between CMV matrices and orthogonal polynomials of a discrete
probability measure on 0D.
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Proposition 3.2 ([24, 38]). Suppose that v is a probability measure with a support of n
distinct points on 0D, and let o, 0 < k < n — 1 be its sequence of Verblunsky coefficients.
Then for any 1 < k <n we have

det(zI — Clag, ... ,a5-1)) = Pr(2). (3.3)

Suppose that U is an n x n unitary matrix for which e; = (1,0,...,0)" is cyclic. The
spectral measure of U with respect to e; is given by the following discrete probability
measure:

p= 0o, lfer, vi)*. (3.4)
k=1

Here A\, 1 < k < n are the eigenvalues of U, and v;,1 < k < n are the corresponding
unit length (right) eigenvectors. The following proposition summarizes how a unitary
matrix and the CMV matrix of its spectral measure are connected.

Proposition 3.3 ([5]). Suppose that U is an n x n unitary matrix for which e; is cyclic.
Let the spectral measure of U with respect to e; be v, and denote the Verblunsky
coefficients of v by a,0 < k < n — 1. Then there is a unitary matrix V with Ve; = e; and
U=VC(ag,...,a, 1)V~ In particular, U and C are unitary equivalent, and they have
the same spectral measure with respect to e;.

The next definition introduces a simple transformation on a collection of Verblunsky
coefficients and on the corresponding CMV matrix.

Definition 3.4. Suppose that (ag, ..., a,_1) € D"! x 9D is the sequence of Verblunsky
coefficients of the discrete probability measure v on 0D. Let C denote the CMV matrix
corresponding to these Verblunsky coefficients. We define the ‘reversed’ version of the
Verblunsky coefficients as

(aO» &13 RS an—l) = (*an—lo_ln—% *an—lo_‘n—?n e 7an—16503 an—1)~ (35)

We denote by v and C the probability measure and CMV matrix corresponding to the
sequence ay,0 < k < n — 1, and call these the reversed version of ;1 and C, respectively.

Note that since |a,,—1| = 1, the reversal operation is an involution. This operation
appeared in [25] where it was shown that C is unitary equivalent to C (if n is even), and
to C' (if n is odd). This implies that C and C have the same eigenvalues, or equivalently, i
and i have the same support. In fact, the arguments of Proposition B.2 of [25] also imply
that 1 is the spectral measure of C with respect to the unit vector e,, = (0,0,...,0,1) .

The following results were proved in [24]. They provide key ingredients for our study
of truncated and perturbed unitary matrices.

Proposition 3.5 ([24]). Consider the same setup as in Proposition 3.3. Then ifn > 2
then the truncated matrix Trunc(U) is unitary equivalent to Trunc(C), which in turn is
unitary equivalent to

C(ag,...,an—2), Iifniseven, and C(ao,..., &n,z)T, ifn is odd. (3.6)
For r € [0, 1] the perturbed matrix Ul (as defined in (1.7)) is unitary equivalent to
Clag,...,0Qn—2,70n_1), Iifniseven, and C(ao,..., &'n,g,r&',l,l)T7 ifn is odd. (3.7)

3.2 Connection to Dirac-type operators

In this section, we show how the Dirac operator framework introduced in [42, 43, 44]
can be used to study finitely supported probability measures on dD.

The following definition constructs a Dirac-type differential operator corresponding
to a finitely supported probability measure on 0D.
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Definition 3.6. Suppose that . is a probability measure on 0D supported on n distinct
points {e**,1 < j < n}, and let a;,0 < k < n — 1 be the corresponding Verblunsky
coefficients. For 0 < k < n we define

=0, bp=P( 1 ). (1 V(O prick<n (3.8)
Qp 1 077 | 1 1
Set z;, = U~ (b)), where U is the Cayley transform mapping H to D defined via
z Z—1 1 —
U(z)—PU(l)—ZJri, U—(l Z) (3.9)

We call b;,,0 < k < n and z;,0 < k < n the (discrete) path parameters of 1 in D and
in H, respectively. We say that z : [0,1) — H defined via z(t) = (z + 1y)(t) := 2|y
is the generating path associated to u. We set uy = ((1)) w, = (%), and we call
7 =Dir(z(-),ug,u;) the Dirac-type operator corresponding to f.

We may call 7 the Dirac-type operator corresponding to the Verblunsky coefficients
ay,0 <k <n-—1, or the path by, ..., b,. We may use the notation 7 = Dir(b_y,bg,...,b,)
with b_; = PU~luy = 1 to emphasize the path dependence. We call b_; and b,, the left
and right boundary point of 7, respectively.

As the next proposition shows, the Dirac-type operator corresponding to x encodes
the support of i in the spectrum.

Proposition 3.7 ([44, 45]). Suppose that u is a probability measure on 0D supported
on n distinct points e, 1 < j < n, with u({1}) = 0. Then the Dirac-type operator T
corresponding to u satisfies Assumption 2.1 with 7 = [0,1), and its spectrum is given by

spec(t) = nA,, + 2mnZ, Ap ={A,.., A}

In [42, 45] it was observed that the Dirac operator representation for p can be
simplified using the modified Verblunsky coefficients. These are defined in terms of the
Verblunsky coefficients via the recursion

k—1 —
., 0<k<n-1. (3.10)

Note that the modified Verblunsky coefficients satisfy |vyx| = |ax|. Denote by T the map-
ping from the Verblunsky coefficients to the modified ones. This mapping is invertible, in
fact for any k£ > 1 it provides a one-to-one correspondence between the first £ Verblunsky
coefficients and the first £ modified Verblunsky coefficients. We will use the notation 7;
for this restricted map.

The modified Verblunsky coefficients of a discrete probability measure p are con-
nected to its normalized orthogonal polynomials (with normalization at 1). Let ®; be the
monic orthogonal polynomials of u, with ®; being the reversed polynomials. We set

CB(1)’

These are always well defined for 0 < k <n — 1, and ¥, is defined as long as p({1}) = 0.
The polynomials ¥, ¥* satisfy the following modified version of the Szeg6 recursion (3.1):

<\Ifk+1) | = *113% ( z 0 ) (‘I’k> <‘I’°> - <1> 0<k<n-—1.
\I};::-‘rl _Jﬁ 11—k 01 Vi o ! -

(3.12)

A
T *
—~
N
~

(3.11)

T, (2) Wi(z) = gk
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The matrices appearing in this recursion correspond to affine transformations.

Affine transformations of H can be parametrized by the elements of H as follows.
For z = x + iy € H we define the matrix A, and the corresponding linear fractional
transformation A, iy : H — H as follows:

1 —x

ApyiyH = ( 0y ) ) Agtiyu(w) = PAgiiym (f) (3.13)

Note that x + iy is the pre-image of ¢ under A, ;, u.

The transformations A, i are isometries of the half-plane model of the hyperbolic
plane. The corresponding transformations on the unit-disk model of the hyperbolic plane
can be obtained by conjugating with the Cayley transform. For v € D we set

Ayp=UAy-1pymU™",  Ayp=UoAy-1(ymold ™!, (3.14)
which leads to
1 Y
— — z
Ayp = ( 5ot > ., Ayp(2) =PAp (1> (3.15)
-1 1-%

Note that the matrix coefficient in (3.12) is exactly A, p, and A, p maps  to 0.

The following proposition shows that the generating path of a discrete probability
measure u can be expressed via a simple (affine) recursion using the modified Verblunsky
coefficients. Define wy, vy € R from the modified Verblunsky coefficients as

2
vk, + dwy, 1= =U () —i. (3.16)

Proposition 3.8 ([44, 45]). Suppose that u is a probability measure on 0D supported
on n distinct points e, 1 < j < n, and w({1}) =0. Let v;,0 < k <n — 1 be the modified
Verblunsky coefficients of . Let by, z;,,0 < k < n be the path parameters of i defined as
in Definition 3.6. Then the following identities hold for 0 < k <n — 1:

Zk4+1 = 2k + (Uk + iwg)Szk, (3.17)

with v, wy, defined in (3.16), and

b, + =3

_ 2k (3.18)
1+ bgve }7%:

k+1 =

We also have
b = Al po---0 AT H(0). (3.19)

The normalized orthogonal polynomials of iz can be expressed using the canonical
system (2.9) of the Dirac operator 7 corresponding to u.

Proposition 3.9 ([44, 45]). Under the same setup as in Proposition 3.7, consider the
solution to the canonical system (2.9)

TH=XH,  H(0,\) = (é) (t,\) € [0,1] x C.

Then the normalized orthogonal polynomials ¥y, ¥} of v (defined via (3.11)) satisfy

Wy (e/m) ize/2n) (1 =2k
) =e' " H <k<n. 2
(\IJZ(GM/") e T (k/n,A), 0<k<n (3.20)
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Note that Proposition 3.9 applied with £ = n gives

1

—Zn

:
"2y, (M) = ( ) H(1,)\) = H(l,A)U(Zl). (3.21)

Recall that ¥,,(+) is just the normalized characteristic polynomial corresponding to the
support of yu:

D, (2) Lo — et
U,(z) = = .
(Z) (I>n(1) J];[1 1 — eiN
Hence (2.10) and (3.21) imply that the scaled and normalized characteristic polynomial
of 1 is the same as the secular function of the Dirac-type operator corresponding to .

4 Beta ensembles from classical unitary and orthogonal random
matrices
This section collects the matrix models for various beta-generalizations of unitary

and orthogonal random matrices, along with their Dirac operator representations and
operator limits.

4.1 Finite ensembles and their Dirac operator representations
Circular beta ensemble
Recall the definition of the size n circular beta ensemble with density function (1.4) and

the spectral measure with respect to e; (3.4). Recall also that for ay,...,a, > 0 the
Dirichlet (ay,...,a,) distribution is a probability measure on the set

{(x1,20,...,2,) €[0,1]" : Zg{;i =1}
i=1
with joint probability density function

DS, ) T et
ITi=: T(ai) 11;[1 A

We define the size n Killip-Nenciu measure as a random probability measure on 0D as
ey = b, (4.1)
j=1

where the support is distributed as the size n circular beta ensemble, and the weights
mj,1 < j < n are chosen according to Dirichlet (5/2,...,3/2) distribution, independently
of the support. The joint distribution of the Verblunsky coefficients with respect to MENB
was computed in [25].

Definition 4.1. Fora > 0 we denote by ©(a+1) the distribution on D that has probability
density function

(=)o, (4.2)

™

The definition is extended for a = 0 as follows: ©(1) is the uniform distribution on dD.

Proposition 4.2 ([25]). For a fixed n and 3 > 0, the sequence of Verblunsky coefficients
0, 0<k<n-—1 ofugf‘lﬁ are independent, and ay, ~ O(B(n—k—1)+1) for0 <k <n—1.

Definition 4.3. For fixed n and 3 > 0, we denote by Circ,, g and Circ,, g the CMV matrix
and Dirac-type operator corresponding to uf‘}j

EJP 30 (2025), paper 13. https://www.imstat.org/ejp
Page 16/46


https://doi.org/10.1214/25-EJP1270
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Edge limits of truncated circular beta ensembles

Real orthogonal beta ensemble

The real orthogonal beta ensemble is a family of distributions supported on conjugated
pairs of points on the unit circle indexed by real parameters 8 > 0,a > —1,b > —1. If
we parametrize the size 2n real orthogonal beta ensemble as {+¢™, ..., +¢7} with
0; € (0,7) then the joint density for (6,,...,6,) is proportional to

n
cos(6;) — cos(0;)|? x 1 — cos(0y, Sla+1)-1/2 1+ cos(6 S+1-1/2 (4.3)
J
j<k<n k=1

The ensemble was introduced in [25], it can be viewed as a generalization of joint
eigenvalue distributions of some classical orthogonal ensembles. For example when
B=2,a=b= % — 1, (4.3) describes the joint eigenvalue distribution of a 2n x 2n special
orthogonal matrix chosen uniformly with respect to the Haar measure on $SO(2n).

Consider the probability measure

n

1
MQRnO,ﬂ,a,b = Z iﬂj((semj + 5e—i9j) (4.4)
j=1

on the unit circle, where the support is distributed as a 2n real orthogonal beta ensemble,
and the weights (m1,...,7,) is an independent random vector that has a Dirichlet
(8/2,...,3/2) distribution. The joint distribution of the Verblunsky coefficients of ug‘g 5.0.b
was derived in [24].
Definition 4.4. For s,t > 0 let B(s, t) denote the scaled (and flipped) beta distribution
on (—1,1) that has probability density function

2 (54t s—1 -1
ror (- 2) T ()

Proposition 4.5 (Theorem 2 of [25], Proposition 4.5 in [24]). For given 8 >0, a,b > —1
and fixed n, the Verblunsky coefficients ay,0 < k < 2n — 1 of the random probability

measure ug‘gﬁya,b are independent with as, 1 = —1, and for 0 < k < 2n — 2
B(2(2n — k +2a), 5(2n — k + 2b)), ifk is even,

A ~ ~
FTABE@n—k+2a+2041),2@2n—k—1)), ifk is odd.

Definition 4.6. For fixedn > 1, a,b > —1 and 8 > 0, we define ROy, 5.4, and R0z, g.a,p
as the CMV matrix model and the Dirac-type operator corresponding to ugfﬁ’a’b, respec-
tively.

Circular Jacobi beta ensemble

The circular Jacobi beta ensemble can be viewed as a one-parameter generalization of
the circular beta ensemble. Let § be a complex parameter such that 5 > —1/2. The size
n circular Jacobi beta ensemble is defined as the probability measure on the n distinct
points {e%1,... e} with ; € [~7, ), where the joint density function of the angles 6;
is given by (1.9). For 8 = 2 the distribution was studied by Hua [22] and Pickrell [35],
this special case is sometimes called the Hua-Pickrell measure.

Consider the random probability measure

pSls =Y w00, (4.5)
j=1

on the unit circle, where the support is distributed as the size n circular Jacobi beta
ensemble, the weights are Dirichlet (5/2,...,3/2) distributed and are independent
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of the support. In [4] the authors showed that the modified Verblunsky coefficients
V6,0 <k <n-—1of MS’J& s are independent and described explicitly their joint distribution.

We first introduce a generalization of the ©(a+1) distribution defined in Definition 4.1.
Definition 4.7. Fora > 0 and R6 > —1/2 let ©(a + 1,0) be the distribution on D that has

probability density function

2\a/2—1 5 =\6 _ TI(a/2+1+48)T(a/2+1+5)
Ca,ts(l - |Z| ) / (1 - Z) (1 - Z) ’ Ca,5 = 70(a/2)T(a/2+110+3) ° (4.6)
For the a =0, Ré > —1/2 case we define ©(1,0) to be the distribution on D = {|z| = 1}
with probability density function
T(148)(1+48 5 =
(1 -2 (1 - 2)°, (4.7)
Proposition 4.8 ([4]). For given n > 1,5 > 0,R6 > —1/2, the sequence of modified
Verblunsky coefficients v;,0 < k <n—1 ofugﬁ,(S are independent with v, ~ ©(8(n —k —
1)+1,6) for0<k<n-—1.
Note that for § # 0 the Verblunsky coefficients ay,0 < k < n — 1 are not independent.

Definition 4.9. For givenn > 1,5 > 0,R§ > —1/2, we define CJ,, g ; and CJ,, 3 5 as the
CMYV matrix model and the Dirac-type operator corresponding to MSJ .60 respectively.

4.2 Random operator limits from beta ensembles

This section discusses the operator limits of the finite ensembles in Section 4.1. The
main idea is that under the appropriate scaling, the piece-wise constant generating
paths of the Circ, g,R02, 3,4, and CJ, g s operators converge to certain diffusions in
the hyperbolic plane. Then one can construct random differential operators in terms of
these diffusions. These limiting operators will be denoted as Sineg,Bessg , and HPg s,
respectively. For convenience, we will define the limiting operators with generating
paths that lie in H. We also set

o(t) = va(t) = 3 log(1L —

be the logarithmic time change function.

The Sineg operator was introduced in [42] as the n — oo limit of the Circ,, g operator.
The operator level convergence was proved in [43] with an explicit rate of convergence,
see Proposition 6.3 below.

Definition 4.10. Fix 3 > 0. Let By, By be independent standard Brownian motion, and
let x, + iy,,v > 0 be the strong solution of the SDE

dy =ydB;, dx=ydBsy, y(0)=1,x(0)=0. (4.8)

Fort € [0,1) define 2(t) = x(t) + iy(t) = x, + iy, where v = v(t). Let ug = (), u1 = (79),
where g = lim;_, o x(t). Set Sineg = Dir(z(-),up,u1).
Note that x, + iy,,v > 0 is just a hyperbolic Brownian motion in H, started from .
The hard-edge Dirac operator Bessg , and the Hua-Pickrell operator HPg s were also
introduced in [42]. It has been shown in [30] that they are indeed the operator level
limits of the ROy, .44 and CJ,, g s operators, respectively.

Definition 4.11. Fix § > 0,a > —1, and let B be a standard Brownian motion. Set
y(t) = e~ T@aHDI=BE) (1) = y(u(t)), ug = (1), and u; = (°)). Define the hard-edge
operator as Bessg o := Dir(iy, ugp, uq).
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Definition 4.12. Fix § > 0 and § € C with ®é > —1/2. Let By, By be independent
standard Brownian motion, and let x,, + iy, v > 0 be the strong solution of the SDE

dy = (—Rdédt +dBy)y, dx = (Jddt+dBs)y, y(0)=1,x(0)=0. (4.9)

Fort € [0,1) define 2(t) = x(t) + iy(t) = x, + iy, where v = v(t). Let ug = (}), u1 = (79),
where ¢ = lim,_,oo X(v). Set HPg 5 = Dir(z(-),up, uz).

Note that the SDE (4.9) can be solved explicitly and the solution is given by

y@pw&@4mﬁw,Am:/y@m&@wxm/y@@. (4.10)
0 0

In the case when § = 0 the equation reduces to (4.8). In particular, the HPg s operator
can be viewed as the J-generalization of Sineg, and we have HP3 o = Sineg.

4.3 Random analytic functions from beta ensembles

As explained in Section 2.2, the Hilbert-Schmidt convergence of the resolvents of
Dirac-type operators and the convergence of the integral traces imply the uniform on
compacts convergence of the secular functions. In Section 3.2 we saw that we can
express the characteristic polynomials of finite ensembles on the unit circle via the
secular function of an associated Dirac-type operator. The operator level limits discussed
in the previous section lead then lead to convergence statements regarding the scaled
and normalized characteristic polynomials of the respective finite ensembles.

In this section, we briefly review the secular functions and structure functions arising
from the limits of the considered beta ensembles. The constructions rely on certain time-
reversed and transformed versions of the limiting operators introduced in Section 4.2.
Recall the transformations introduced in Section 2.2.

In [44] Valké and Virdg constructed the following Dirac-type operator on (0, 1] and
showed that it is orthogonally equivalent to the Sineg operator. Consider the time change

_4
B

Definition 4.13. Let by, by be independent two-sided standard Brownian motion, and set

u(t) = ug(t) logt, t € (0,1]. (4.11)

0 S
yy = eP2(W=u/2, Xy = —/ ) =2qp, | (4.12)

Fort € (0,1] set 2(t) = (& +i9)(t) := Xy +iyu, uo = (}), and w; = (~9), where q is a Cauchy
distributed random variable independent of by, by. Define 75 = 75 = Dir(Z(-), uo, 1),
and denote by (s := (;, and &g := £,, the corresponding secular and structure function
according to Definition (2.4).

Proposition 4.14 ([44]). Let ¢ and 73 be defined as in Definition 4.13. Then the 73

operator satisfies Assumption 2.1, and the orthogonally equivalent operator
1 1
1 1 q
SQ S 5 = )
e I (40)

has the same distribution as Sineg. Let Hg(t, z) be the solution to the canonical sys-
tem (2.9) of the 73 operator, and let x,, and y,, be defined according to (4.12). Set

Hp(u, 2) = ( é _y’;“ >Hg(t(u),z), t =t(u) = P4, (4.13)

then M satisfies the stochastic differential equation (1.6). Since Hg(0,z) = Hg(1,2), the
structure-function £(z) can be represented as £5(2) = Hs(0,2)t ().
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Using the results of Proposition 4.14 [44] showed the convergence of the scaled and
normalized characteristic polynomials of the circular beta ensemble to the stochastic
zeta function.

Proposition 4.15 ([44]). Consider the size n (unperturbed) circular beta ensemble,
i.e., the eigenvalues of Circ,, g, and its normalized characteristic polynomial p,, g(z) :=

‘ﬁg__im. There exists a coupling of p, s(z),n > 1, the secular function (3(z) =

Hs(0, z)T(_lq), and an a.s. finite C' so that for all z € C we have

i iz 2|2 4| log n
[P (/M) =512 — ¢o(2)| < I+ ( e ‘1)'

The time-reversed and transformed version of the Bessg , and HPg s operators were
constructed in [30] in a similar spirit.
Definition 4.16. Let B be a standard two-sided Brownian motion. Let 'y, =
e~ 12a+Du+B(2u) and §(t) = y(u(t)) for t € (0,1], where u is defined in (4.11). Set
ug = (5),u1 = (°,) and define 73 , = 75%° = Dir(ifj(t), uo, ). We also define (g0 = (s, ,
and £z, = as the secular and structure function of the 73, operator via Defini-
tion 2.4.

Proposition 4.17 ([30]). The operator 73, satisfies Assumption 2.1, and we have

T8,a

pfleﬁyaJp 4 Bessg,q, J = ( (1) 701 ) .

Let Hg 4(t,2) be the solution to the canonical system (2.9) of the 73, operator and
set Hpo(u,z) = diag(l,yu)Hﬁ7a(e§“,z) for u < 0,z € C, where y, is defined as in
Definition 4.16. Then Hg , is the unique strong solution to the SDE

(0 0 B pua (0 -1
dH_(o ﬁdB+(1{j(2a+1))du>H g o ) e @14

with boundary conditions lim supj.|, |H(u,z) — (3)| = 0. Since Hz (0, 2) = Hp o(1, 2),
we have Eg.,(z) = Hp,0(0,2)1 () and (5,0 = Hp.a(1,2)T ().
[30] showed that the secular function (g, of the Bessg, operator is the limit in

distribution of the normalized characteristic polynomial of the real orthogonal beta
ensemble under the edge scaling (1.3).

Definition 4.18. Let By, B2 be independent two-sided standard Brownian motion, and
for u < 0 define

0
Yo = eB2@=R+Hu _/

u

Fort € (0,1] let 2(t) = (T + i9)(t) = xu + iy, with u = u(t) defined in (4.11). Set
up = (}), and w; = (~%), where q ~ ©(1, ) is independent of By, Bs. Define 73,5 = THE =

0
ePa()=(+3)sq g, —%5/ D)= +3)sgs  (4.15)

Dir(2(-),ug,u1), and denote by (ss = (s, and Eg5 = &, ; the secular and structure
function of 73 5, respectively.?

Proposition 4.19 ([30]). Let q and 73, be defined as in Definition 4.18. Then the 73
operator satisfies Assumption 2.1, and the orthogonally equivalent operator

1 1
“15Qms,5Q 1S, :( 1 )
P~ SQTsQ " Sp Q JTE\ -1 g

2From the context it will always be clear if ¢s,., £a,. refer to the objects related to the Bessg,, or the HPg 5
operators.
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has the same distribution as HPg s. Let Hg s be the solution of the canonical system (2.9)
of the 73 s operator, and let x,,,y,, be defined as in (4.15). Foru <0,z € C set

1 —Xy

Hps(u,z) = < 0y >H575(eﬁu/47z),

then Hg s is the unique solution of the SDE

(0 —dB; 0 —Sddu B gua( 0 -1
d?-[—(o ng>H+(0 _%(MU>H—Z86 Lo Hdu, (4.16)

with the boundary condition lim supy, o, [H(u,z) — (;)| = 0, and we have £ 5(z) =
uU—r—00

Hp5(0,2)1( ).

[30] also showed that the secular function (s 5 = Hp 5(0,2)" (_1q) of the HP3 5 operator
is the limit in distribution of the normalized characteristic polynomials of the circular
Jacobi beta ensemble under the edge scaling (1.3).

5 Convergence of the truncated models

This section establishes general convergence results for the rank-one truncations and
multiplicative perturbations of the finite ensembles when the generating paths satisfy
certain path bounds. The statements in this section hold in the deterministic setting.

Throughout the section, we assume p,, is a probability measure on 9D supported on
n distinct points, with Verblunsky coefficients «y, ..., a,_1. We denote by 7,, the Dirac
operator corresponding to .

Recall the reversed (discrete) probability measures defined in Definition 3.4. We first
introduce the reversed Dirac operator and its pulled-back version, which are closely
connected to the truncated ensembles.

Definition 5.1. Let pi,, be the reversed version of j,, i.e., the probability measure
corresponding to the reversed Verblunsky coefficients (qg, a1, - - ., &n—1). We define 7,, as
the Dirac operator corresponding to i, and call it the reversed version of 7,,. We denote
bygk, 0 < k < n the path parameters of 7, in D.

Recall the affine transformation A, p defined in (3.15).
Definition 5.2. Set Zk = “45"71 D(gk) for 0 < k < n with the extension that Z,l =
A;

operator with path parameters Zk, 0<k<ninD. We call 7,, the pulled-back version of
Tn-

) D(E,l) = 1. We define 7,, := “45"_1 p(Tn) := Dir(1, ?07 cee gn,17 gn) as the Dirac

n—

To summarize, we are considering three sets of path parameters corresponding to
14, and each one has a Dirac-type operator associated to it. b;,0 < k < n are the path
parameters constructed from the Verblunsky coefficients aj,0 < k < n — 1 according to
Definition 3.6. The reversed path };k, 0 < k < n is constructed via the same definition,

but from the reversed Verblunsky coefficients (3.5). Finally, the path 0,0 <k <n can
be obtained from the reversed path by applying an affine transformation that maps b,,_1
to 0 in D. See Table 1 for a summary of the defined objects.

Note that by the definition of A, p and the recursion (3.18), we have Zn,l =0and

—

b, = Yn—1, Where 7,,_; is the last modified Verblunsky coefficient corresponding to fi,,.
The next statement represents the orthogonal polynomial of degree n — 1 of p,, using
the operator 7 ,,.
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Table 1: Table of objects associated to a probability measure ;. supported on n points on
oD.

original objects reversed objects pulled-back objects
I [
discrete prob. measure on 9D reversed measure
$@3.1) (3.5) T (3.1)
o, 0<k<n-1 +— 0, 0<k<n-1
Verblunsky coefficients reversed Verbl. coeffs
1(3.10)
dified Verblunsk ff
modified Verblunsky coeffs Def. 3.6
1 Def. 3.6 Def. 5.2
be,0 <k <n b, 0< k<mn — b 0<k<n
2,0<k<n Z,0<k<n 2 0<k<n
path parameters reversed path pulled-back path
J Def. 3.6 J Def. 3.6 J Def. 3.6, 5.2
7 =Dir(b_1,...,by) 7F=Dir(b_1,...,by) T =Dir(b_1,..., bn)
Dirac-type operator reversed operator pulled-back operator

Proposition 5.3. Let i, be the reversed version of j,, and 7,, T be defined as in
Definitions 5.1 and 5.2. For0 < k <n —1, let ?k() be the monic orthogonal polynomials
of degree k associated to [i,, and set Uy (-) = ®(-)/Px(1). Then we have

. . — s 1
\I/n_l(ezz/n) — ezz(nl)/(Zn)H"(nnl’Z)T( )7

—1

where f[n(t, z) is the solution of the canonical system (2.9) corresponding to the operator
T

Proof. Let Ek,O < k < n be the path parameters of 7,, and set 2z, = L{‘l(gk), 0<k<n
to be the corresponding path parameters in H. Here U/ is the Cayley transform defined
in (3.9). Consider the linear fractional transformation Az, , i (the upper half plane
representation of AEn,l,ID) such that

w — %Zn_l

Az, su(w) =UTody  polU(w) = ,  wel

%gn—l
Define 2 = Tp + igk = Az, ,mu(Z) for 0 < k < n. Then by (3.14) we have 2 =

UL(by),0 < k < n with the extension that z_; =4 ~!(b_;) = cc.
Introduce the temporary notation

Xk:AEk,]H:<O @ik>7 Xk:A?kH:<O ‘gmk>7 nggna
’ k

then we have

)?k:f(k(f(n,l)_17 nggn (51)
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1 —=z
*= < 0y )
y Xt =JXx"L
Using this together with (2.1) and (2.2) we obtain

For a matrix of the form

with y > 0 we have the identity

P ~ ~

Tn = n—l;n(Xn—l)_l- (52)

Let ﬁn(t, z) and H,(t, z) be the solutions to the canonical systems (2.9) of 7, and 7,
respectively, then (5.2) leads to

Ho(t,2) = (Xno1) Y Ha(t, 2). (5.3)

Let Ui (z) = z*W,(1/2) be the reversed polynomial of ¥ (z). Using (3.9), (3.20), (5.1),
and (5.3) we get

CI} iz/n ) - . PESEN
(J“(e_ )> = VU XL H, (K n, z) = eH/CNU X H (K, 2).
\Ilz(ezz/n)

. «— ~ . <
Since z,_1 = Az, , m(Z,—1) =14, and X,,_1 = I, we have

. . — 1
s (¢97) = VR, (- 1,2 (L),

finishing the proof. O

Suppose now that the probability measure p,, is the spectral measure of an n x n
unitary or orthogonal matrix U with respect to e;. By Propositions 3.2 and 3.5, the
eigenvalues of the truncated matrix Trunc(U) are exactly the zeros of the normalized
orthogonal polynomial \Tfn_l(-), hence they can be expressed from the vector-valued

function I? n-

Next we turn to the discussion of the scaling limit of the eigenvalues of the truncated
matrices. If we can prove uniform on compacts convergence of the normalized orthogonal
polynomials, then this leads to the convergence of the eigenvalues of the truncated
models. By Proposition 5.3 it is sufficient to show the convergence the convergence of

fl n. Using Proposition 2.5, this can be done if we have sufficient control of the integral
traces, resolvent norms, and the proper integrals of the kernels of r 7,,. We summarize
this idea in the following (deterministic) statement.

Proposition 5.4. Suppose that u,,n > 1 is a sequence of probability measures on 0D,
with u,, supported on n distinct points. Consider the setup of Proposition 5.3 and denote
by En() the generating path of 7,, forn > 1. Suppose that there exists a Dirac operator
Too = Dir(zeo(-), U, u1) Withug = (}) and T = (0, 1] so that as n — oo

1
e 7n—rrollas =0, te —t =0, / G0 (s) — oo (5)]2ds — 0, (5.4)
" 0

— 1 o~ —1
where g, (-) = (%zng) *),n>1and ag . = (“z‘”é') *) are defined according to (2.8).
Let U,,_;, be the normalized orthogonal polynomial of degree n — 1 of pi,, and let
E(z) == H(1,z)!(,) be the structure function of 7. Then we have

le=##/2W,, 1 ,(e”*/™) — £(2)| = 0 uniformly on compacts in C as n — oc. (5.5)
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Note that (5.5) implies that the zeros of \Tln_lyn converge to the zeros of £ under the
edge scaling (1.3).

Proof of Proposition 5.4. Let Ff’m n > 1 be the solution of the canonical system (2.9) of
T . By Proposition 5.3 and the triangle inequality, we have

~ ) ) . © 1
B (/)52 — £(2)] < e/ Cm) ](Hn("n%z)* —H(2L )1 ( )\

—1

FJemiz/(2m)| ‘(H(";l’z)T _ H(Lz)T) - (_1)’ (5.6)

+ ‘e*iz/@”) . 1' ‘H(l,z)T : (_12> ’

For z in a compact set of C and large enough n, the sum of the second and the third
term of the right-hand side of (5.6) is upper bounded by an error term of the order O(n~1).

Hence it remains to provide an upper bound for the difference |H, (%1, z) — H(21, 2)].
By Proposition 2.5, it suffices to control the terms

1
T R s / 60,00(5) — Ton(5)ds.

Applying the assumptions (5.4) finishes the proof. O

Next, we turn to the discussion of the rank-one multiplicative perturbation of the
matrix models. Suppose U is an n x n unitary or orthogonal matrix with CMV matrix
form C(ag,...,a,_1). Let r € [0,1] and Ul = U - diag(r,1,1,...,1) be its rank-one
multiplicative perturbation. Recall from Proposition 3.5 that the perturbed matrix U]
has the same eigenvalues as the CMV matrix

Cl = C(@o, ... a0 2,70 1). (5.7)

Note that this matrix is a function of the spectral measure of U. In particular, for any
probability measure p,, on 0D (supported on n points) we can define the matrix C,[f ! from
its Verblunsky coefficients.

Suppose now that we have a sequence of probability measures p,,n > 1, just as in
Proposition 5.4. Let 7,,_1 be the last modified Verblunsky coefficient corresponding to
the Verblunsky coefficients ay, . .., a,_1 of ii,,. (Note the abuse of notation: we should
write ag,,0 < k < n — 1 here, but we drop the extra n from the notation.) The next
result shows that if 7,,_; converges and the assumptions of Proposition 5.4 hold, then
the eigenvalues of Cy[f] converge as well.

Proposition 5.5. Consider the same setup as in Proposition 5.4. Fix r € [0,1], let

olrl(z) = T, f::\\ be the normalized characteristic polynomial of Cll'. Assume that the

convergence (5.5) holds, and assume further that lim,, o, ¥,—1 = 7 # 1. Then we have
. . 1
Wl (ei#/m)e=i=/2 _ gl ) 0, €F(z) = H(L, Z)T( -1+m> (5.8)
_Zl—r'y

uniformly on compacts in C as n — oo.

Note that (5.8) implies the convergence of the eigenvalues of szLf ] to the zeros of &[]
under the edge scaling (1.3).

Proof of Proposition 5.5. By the modified Szeg6 recursion (3.12), we have

(2) TYn—1 \Ilm’*(z), (5.9)

1=rqp—1 ~ n—1

W(z) = 1yl

1=1Yn—1 n—1
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[r],*
n—1

[r]

n—1

(1). Note that the polynomials \Ilg], 1

where ¥_ 7 (+) is the reversed polynomial of ¥
and """ do not depend on 7,_1.
Introduce £*(z) = £(Z), by the definition of the reversed polynomials, (3.20) and (5.5),

we have

\IIZE(eiz/")e_iz/2 —&*(2)| = 0 uniformly on compacts as n — oco. (5.10)

Together with (5.9) and the convergence of 7,,_1 — v as n — oo, we get

n— 00 1—ry 1—ry

) ) 1
lim W (e/m)em12/2 = L_g(z) - (TLg*(z) = H(1,2)! <_+>
1—rvy

uniformly on compacts in z. O
In order to work with our probabilistic models, we present below a sufficient condition
for the convergence results in (5.4). The statement and its proof are similar to Corollary

30 of [30], where the convergence of the resolvents and integral traces of Dirac-type
operators was discussed in a similar context.

Corollary 5.6. Suppose that 7,, = Dir(*,?n7 o, Hl’n) and 7o, = Dir(zeo, Up, 1) are random

Dirac-type operators with T = (0,1], up = (;), Upp = (7_3;”), and u; = (_7). Assume that
there is a coupling of these operators so that all of the following limits hold:

[T =T Toollus = 0, to —t. =0, 2, = 2o pointwise on (0, 1]. (5.11)

Assume also that there exists a constant ¢ < 1 and a sequence of tight positive random
variables k,,n > 1 so that for0 <t <1

ko H([nt] /n)e < S%Z,(t), KM < Sago(t). (5.12)

n

Then there is a coupling of ‘Fm n > 1 and 7o, so that the conditions in (5.4) hold almost
surely as n — oo.

Proof. Set

1 1
s, ::/ |Eo7n(s)—ao7oo(8)|2ds:/
0 0

It is sufficient to prove that in the appropriate product space

(SZL(S)YUQ — (Szac(s))71? 2 ds.

((Zn,r?n,t? v 8n) = (Zoos T Toos tr., 0) (5.13)

jointly in distribution, the Skorokhod representation theorem then implies the statement.
To show the convergence (5.13) in distribution, it is enough to show that any subsequence
nj,J > 1 has a further subsequence n;,,), m > 1 along which the appropriate limit holds.
Consider the coupling in the assumption and choose the second subsequence 7 (,,) SO
that ky,,,, — Koo in distribution with an a.s. finite . Then (Zn, Qs r?n,t?n, Kp) —
(Zoos @oos T Tooy tro, » Koo ) jointly in distribution (along our subsequence), so by Skorokhod'’s
representation theorem there is a coupling where this limit holds in the a.s. sense as well.
The dominated convergence theorem together with the bounds (5.12) imply that we also
have s,, — 0 a.s. along our subsequence, which means that (5.13) holds a.s. as well. This
implies the required joint convergence in distribution and completes the proof. O
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6 Edge limits of the truncated circular and real orthogonal beta
ensembles

Our goal is to prove Theorems 1.2 and 1.3, the edge scaling limits of the rank-
one truncation and multiplicative perturbation of the circular beta ensemble using the
framework developed in Section 5. We will also prove the analogue results for the real
orthogonal beta ensemble.

In both cases we will check that the random measures associated to the respective
beta ensembles (introduced in Section 4.1) satisfy the conditions in Propositions 5.4
and 5.5.

6.1 The truncated circular beta ensemble

Recall the definition of the random probability measure u?‘g introduced in Section 4.1
and the corresponding CMV matrix Circ,, g. Proposition 4.2 gives the distribution of the
Verblunsky coefficients o, 0 < k < n — 1 corresponding to uﬁNﬁ The truncated circular
beta ensemble is the joint distribution of the eigenvalues of the truncated CMV matrix
Trunc(Circy, g). The rank-one multiplicative perturbation of the circular beta ensemble
(corresponding to a parameter r € [0, 1]) is defined as the distribution of the eigenvalues
of Circfﬁ.

Note that by Proposition 4.2 the Verblunsky coefficients o, 0 < kK < n — 1 are inde-
pendent and rotationally invariant. Hence from (3.5) we get the following distributional
identity:

- - - d
(00, Q1. Op—2, Q1) = (—2, Qp—3, ..., 00, A1 ). (6.1)

Using this together with Proposition 3.5, we recover the following result of Killip and
Kozhan [24].

Proposition 6.1 ([24]). For fixed n and 8 > 0, let ay,0 < k < n — 1 be distributed
according to Proposition 4.2. Then the joint eigenvalue distribution of the CMV matrix
Clan—2,an—3,...,qq) is the same as that of Trunc(Circ,, g), which is given by the truncated
circular beta ensemble. For fixed r € [0, 1], the matrix C(ay,—2, p—3, ..., Qq, T"Qy—1) has
the same distribution as Circg’]ﬁ, in particular its joint eigenvalue distribution is given by

the rank-one multiplicative perturbation of the circular beta ensemble.

Note that [24] also proved that the joint density of the truncated circular beta
ensemble is given by (1.5), and described explicitly the joint eigenvalue distribution of
the perturbed matrix Circ£f7]ﬂ (see Proposition 7.2 of [24]).

Recall the Dirac operator Circ, g in Definition 4.3. We denote by 7, s the reversed
version of Circ, 3, and by 7, 5 the pulled-back version of 7, 5 (see Definitions 5.1
and 5.2). By studying the generating paths of the operators ‘Fm g and Circ, g, we claim
that these operators are orthogonally equivalent. Indeed, this observation follows from
Proposition 52 of [45] using the rotational invariance of the models and a conditioning
argument. We will provide a different proof that holds for the circular Jacobi beta
ensemble (0 = 0 corresponding to the circular beta ensemble). To avoid repetition, we
will state the result without proof here.

Proposition 6.2. Recall the definitions of the operators p and S from Lemma 2.7. Denote
by bx,0 < k < n the path parameters of?nﬁ, and let

1 —
Qm(—ql ;), q=U""(bn).

Then the operator p~*(SQ)T ., 5(SQ)~'p has the same distribution as Circ,, s.
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Recall the definition of the Sineg operator from Definition 4.10, and its reversed
and transformed version 73 defined in Definition 4.13. Proposition 6.2 shows that one
can obtain the operators 7, 5 and 75 from Circ, s, n > 1 and Sines under the same
orthogonal transformations. The final ingredient of proving Theorems 1.2 and 1.3 is
the following strong operator level convergence of Circ,, g to the Sineg operator. Let

|z1—z2?
2821 Sz2
Proposition 6.3 ([43, 44]). There exists an explicit coupling of the operators Circ,, g =

Dir(zn(~),u0,u§")),n > 1 and Sineg = Dir(z(-),up,uq) such that u&") =, and for large

enough n,

dy(z1, z9) = arccosh(1 +

) denote the hyperbolic distance in H.

log3—1/8 loo®
og n <t<tn:=1—0g n’

— 0
VA =tn’ - n (6.2)

dy(zn(tn), 2(t)) < (log logn)4, t, <t<l1.

dir (2 (1), 2(1)) <

Under this coupling, we have

log3 n

N

Here the first inequality of (6.3) was proved in [43] and the second one follows
from the estimates used in the proof of Theorem 49 of [44] (in particular equations
(107)-(109)). ‘Large enough n’ means that there is a finite random variable Ny so that
the statements hold for n > Nj.

Proposition 6.3 provides us with the necessary ingredients so that we can apply
Proposition 5.4 to prove the convergence of the normalized characteristic polynomials of
the truncated circular beta ensemble.

log®n
|rCirc, s — rSineg|is < = ) [teire, 5 — tsines| <

(6.3)

Proposition 6.4. Let \;,1 <1i <n — 1 be the size n — 1 truncated circular beta ensemble
and set p,_15(z) = H?;ll i::\\? be the normalized characteristic polynomial. Let £g be
the structure function of 7g defined via (2.11). Then there is a coupling of p,_1 g,n > 2

and £ such that

. . O, 371,
s (eI - 5(a)] < (1 1) ot 6.

forall z € C and n > 1, where C is an a.s. finite constant.

Proof. Let 11, be the reversed version of the Killip-Nenciu probablity measures p,, := ui%

and let (F’m g be the pulled-back operator. By Propositions 3.2 and 6.1, we can represent
DPn—1,3 as the monic orthogonal polynomial of degree n — 1 associated to fi,,. Then by
Proposition 5.3, we have

) ) ) - 1
oo (€02 = (- 1)),

where H, 5 solves the ODE (2.9) of 7, 5. Recall that £5(z) = Hy(1,2)! ().
Consider the coupling of Proposition 6.3. Using the triangle inequality as in (5.6)
within the proof of Proposition 5.4, we have

, , , < 1
[Pn1,5(e™/™)e™ %12 — E5(2)| < e/ 0] ’(Hnﬁ(nnl’ )T = Hp (7, z)T) ' (Z) ‘
‘ 1
+ |/ Cm) ‘(Hg(”;l,z)T —Hg(Lz)T) : ( )’ (6.5)

. 1
+’671z/(2n),1HHﬁ(1’Z)T. ( >'
—i
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Note that for any compact subset of (0, 1] the operator norm of the weight function R(s)
of 73 is bounded by a finite random constant. Hence by the standard theory of ordinary
differential equations, for z in a compact set of C, the second term on the right hand
side of (6.5) can be upper bounded by Cn~! where C is an a.s. finite constant. The third
term on the right side of (6.5) can also be bounded similarly, since z — Hg(1, 2)' - (_11) is
a random entire function.

It remains to estimate the first term on the right hand side of (6.5). By Proposi-
tions 4.14 and 6.2, the operators ?n,g, n > 1 and 73 can be obtained from Circ, g,n > 1
and Sineg under the same orthogonal transformations. Hence in the coupling of Proposi-
tion 6.3, for large enough n we have
log®n ¢ ¢ log®n
Wa | T3 ?n,ﬁ = \/ﬁ )
Let z,(-) = Z,5(-) and 2(-) = 25(-) be the driving paths of the 7,, 3 and 73 operators,
respectively. It has also been shown in the proof of Proposition 3 of [45] (see equations
(69)-(72) therein) that

lr7s — 1 Thpllas < (6.6)

2 log®n

1<—> 2 — 1 1
[ 0nts) = a(s)ds = [ |07 - @ae) Has < B 67
0 0

The estimates (6.6) and (6.7) allow us to use Proposition 2.5 to bound \;I)",B("T’l, z) —
H ﬂ(”T*l, z)| for n large enough. From this it follows that (6.5) can be bounded from
above according to (6.4), which proves the proposition. O

We are now ready to prove Theorems 1.2 and 1.3.

Proof of Theorem 1.2. First note that by (4.13) we have Hg(0,-) = Hg(1,-), hence £3(-) =
(0, )T(_lq) Then by Proposition 6.4, we obtain the convergence of the normalized
characteristic polynomials of the truncated circular beta ensemble to the random analytic
function £3 with an explicit error bound. Under the edge scaling (1.3), the size n
truncated circular beta ensemble has the same distribution as the zeros of the function
Dn, B(eiz/ ™) defined in Proposition 6.4. The weak convergence of the truncated circular
beta ensemble to X := {z € H : £3(z) = 0} follows directly from Proposition 6.4 and
Hurwitz’s theorem. O

Proof of Theorem 1.3. Consider the coupling of 7, 5 and 75 described in Proposition 6.4
again, the right boundary condition of these operators are coupled together. By Propo-
sitions 5.5 and 6.4 we get the uniform-on-compacts convergence of the normalized
characteristic polynomials of Circg}ﬂ to &, g with a similar error bound. This in turn gives
the weak convergence of the eigenvalues of Circg}ﬁ under the edge scaling and completes
the proof. O

6.2 Edge limits of the truncated real orthogonal beta ensemble

This section discusses the edge limits of the rank-one truncation and multiplicative
perturbation of the real orthogonal beta ensemble. We will follow the same approach as
in Section 6.1.

Recall the size 2n real orthogonal ensemble with joint density (4.3) and the random
probability measure Mgﬁ B.ab in (4.4). Proposition 4.5 describes the distribution of the
corresponding Verblunsky coefficients a;,0 < k < 2n — 1. Since ay;’s are all real and
ao,_1 = —1, from (3.5) we get that the reversed Verblunsky coefficients a,0 < k < 2n—1
satisfy

(g, a1, -+, Qap—2, 0op—1) = (Qan—2, ¥an—3, - ,, C2p_1). (6.8)
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The rank-one truncation and multiplicative perturbation of the real orthogonal beta
ensemble are defined as the joint eigenvalue distributions of the truncated CMV matrix
Trunc(ROsy, 3.4,5) and the perturbed CMV matrix Ro[zcl,ﬁ,a,b (indexed by r € [0, 1]), respec-
tively. Using (6.8) with Proposition 3.5 yields the following result of Killip and Kozhan
[24].

Proposition 6.5 ([24]). For given § > 0, a,b > —1 andn > 1, let a},,0 < k < 2n — 1 be
distributed according to Proposition 4.5. Then the CMV matrix C(agn—2, 2n—3 ..., Qp)
has the same joint eigenvalue distribution as Trunc(ROs,, 3.q,5). For fixed r € [0,1], the
CMV matrix C(oian—2, - - ., o, —7) has the same joint eigenvalue distribution as RO[QTAﬁ@,b.

Note that the joint distributions of the rank-one truncation and multiplicative pertur-
bation of the real orthogonal beta ensemble were described explicitly in Theorem 6.4
and Proposition 7.2 (b) of [24].

Recall the Dirac operator ROz, 34,5 in Definition 4.6. Denote by 7o, 3,4,» the reversed
version of ROay, 5.5, and by T2, 5.4.» the pulled-back version of 7, 5.4.,. Recall also the
limiting Bessg , operator in Definition 4.11 and its reversed version 73 , in Definition 4.16.

By Proposition 4.17 we get that p=J7s,Jp 4 Bessg,. The next result shows that
under the same transformations, the operators ‘?Qn,g,a,b and R0z, g,q, are orthogonally
equivalent.

Proposition 6.6.
_ — d
P 1J7_2n,5,a,b<]p = Ro2n,,3,a,b'

Proof. Let ay,0 < k < 2n—1 be distributed as in Proposition 4.5, and let 74,0 < k < 2n—1
be the corresponding modified Verblunsky coefficients. Since ay’s are all real, from (3.10)
we have 7, = o forall 0 < k <2n — 1.

Let 2,0 < k < 2n and 2,0 < k < 2n be the path parameters of RO, 5,45 and Top 8.4
in H, respectively. Using (3.17) and (6.8) we get for 0 < k < 2n,

. 1+’7j 1+72n2j
Zk_l.l_‘[ ; _Z]i[l_’YQnQ]

Recall the affine transformation A, j in (3.13) and the corresponding transformation on
the uni-disk model A%]D in (3.15). By Definition 5.2 and (3.14), the path parameters of
?gn’ﬁ’a’b in H, denoted by ?k, 0 < k < 2n, are obtained from 2,0 < k < 2n via the affine

transformation Az, , i. More precisely, we have

10 7 makg
2k P(O 35%_1)(1) 7 jl;[o 157, 0<k<2n—-1,

with 22, = Az, | 1(Z2,) = 0.

Note that conjugating with the permutation matrix J maps z — —1/z for z € iR.
Together with the time-reversal, we see that the path parameters of the operator
pJ?Qnﬁ’a,bJp are the same as the path parameters of R0z, 3.4.5. By Lemmas 2.7 and 2.8,
the left and right boundary points of pflf;znﬂya,bjp are given by 1 and —1, which
corresponds to the vectors uy = (;) and w; = () as desired. This completes the
proof. O

In the rest of the section, we aim to prove the convergence of the normalized charac-
teristic polynomials of the truncated real orthogonal beta ensemble using Proposition 5.4
and Corollary 5.6. The main ingredient will be the operator level convergence of ROz, 54,5
to its limit Bessg , and the corresponding path bounds proved in [30].
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Proposition 6.7 ([30]). Let uy = (}),w; = (). Consider the random Dirac-type
operators R0ay, g.q.5 = Dir(z,(-),up,u1),n > 1 and Bessg , = Dir(z(-),up,u1). There exists
a coupling of the operators R0z, 5,45, > 1 and Bessg , such that as n — oo we have
almost surely z,, — z pointwise on [0, 1), and almost surely ||r R02,, 8,4, —T Bessg q|lus — 0.

Moreover, for e > 0 small there exists a sequence of tight random variables k,, and
an a.s. finite random variable k > 0 such that for0 <t < 1

Szn(t) < kp(1 — [nt]/n)2*t1=e, Jz(t) < k(1 —t)2ati=e, (6.9)

Now we are ready to prove the main result of this section.

Theorem 6.8. For fixed § > 0,a,b > —1 andn > 1, let \;,1 < i < 2n — 1 be the size
(2n — 1) truncated real orthogonal beta ensemble and set pa,—1.5.4.5(2) = Hfﬁl_l j:’;;
be the normalized characteristic polynomial. Let g , be the structure function of 73 ,
defined via (2.11). Then there is a coupling of pap,—1 8.4, > 1 and £  such that almost

surely

pgn,lygya’b(eiz/(%))e_iz/2 —&3,0(#)| = 0 uniformly on compacts asn — co. (6.10)

Consequently, the truncated real orthogonal beta ensembles converge weakly to the
zeros of £z ,(-) under the edge scaling (1.3) as n — oc.

Proof. Let [i2, be the reversed version of the random probability measures puso, :=
uéﬁ?ﬁ?a’b, and let T, 5.4, be the pulled-back operator. By Propositions 3.2 and 6.5, one
can represent pa,_1 8,4, @5 the monic orthogonal polynomial of degree 2n — 1 associated
to fi2,. By Proposition 5.3, we have

) —1z —1z n pae 1
Pon—1,8,ap(”*/ CM)e /2 = e UM [y 540 ((20 — 1)/(271)72)*( .),

—1

where Hs, 4,45 Solves the ODE (2.9) of T2, 5.4, Recall that &3, = Hgo(1,-)F( ). It
suffices to provide a coupling of T2, 54 and 73, under which the uniform-on-compacts

convergence of E’Qn’lg’aqb(]., z) to Hg (1, z) holds.

By Propositions 4.17 and 6.6, the generating paths ?n(-) of the ?gn,g,a,b operator

and z,(-) of the R0y, 3,4, Operator satisfy that Zn(t) 4 —1/2z,(1 —¢t) fort € (0,1]. (Note

that an analogous relation also holds for the generating paths of the 75, and Bessg,
operators.) Hence the path bounds (6.9) can be translated into

ko Y([nt] /n) 7207 < Q% (1), kTHT2OTIE < (Sz(1—t) 7!

where k,, = k,(¢) is a sequence of tight random variables. Here ¢ < 1 small is chosen so
that the condition —2a — 1 + ¢ < 1 in (5.12) holds. Note the driving paths for T2, 5.4.5
and 73, are purely imaginary, and the integral trace t is zero. Applying Corollary 5.6
yields the a.s. convergence of the conditions in (5.4). Using Propositions 5.4 and 6.7
completes the proof of the statement. O

Note that by Proposition 4.19 the limiting random analytic function &g , can also be
characterized as £z, = Hp,4(0,2)7(,), where #3, solves the SDE (4.16).

Using Proposition 5.5 and Theorem 6.8, one obtains the following result on the
convergence of normalized characteristic polynomial of the perturbed matrix RO[;;]L Brab

Corollary 6.9. For fixed r € [0,1] let Ay, = {)\1,..., A2, } be the size 2n rank-one

multiplicative perturbed real orthogonal ensemble and set p[;l gap(?) = 17, 2= to be
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the normalized characteristic polynomial. Then under the coupling of Proposition 6.7,
we have almost surely

\I![QC]LﬁﬂJ)(eiz/")e’iz/@”) - Eg]a(z)‘ — 0, uniformly on compacts as n — oo,

where é‘g]a(z) = Hp (1, 2)7(71%) Consequently, the rank-one multiplicative perturbed
real orthogonal beta ensemble A, converges weakly to the zero set of the random
analytic function 5[[;]@ under the edge scaling (1.3) as n — oo.

Recall that the secular function (g, of the Bessg, operator is given by (3, =
Hgo(1,2)T(}). The above result gives an interpolation between the scaling limits of
the normalized characteristic polynomials of the unperturbed and the truncated real

orthogonal beta ensemble.

7 The truncated circular Jacobi beta ensemble

In Section 7.1 we construct the truncated and the multiplicative perturbed circular
Jacobi beta ensemble, and we compute the joint eigenvalue density of the truncated
model. In Section 7.2, we derive the edge scaling limits of the truncated and perturbed
models using Propositions 5.4 and 5.5.

7.1 Matrix model and joint eigenvalue density for truncated circular Jacobi
beta ensemble

Consider the random probability measure us;}j’ s in (4.5), with support given by

the circular Jacobi beta ensemble. Recall also the matrix model CJ,, g s defined in
Proposition 4.8 via the sequence of regular Verblunsky coefficients o, 0 < k <n — 1 of
/JS,JB,&

Definition 7.1. For fixedn > 1, 8 > 0, 5 > —1/2 we define the truncated circular Jacobi
beta ensemble as the joint eigenvalue distribution of the truncated matrix Trunc(CJ, g5).
For a fixed r € [0, 1] we define the perturbed circular Jacobi beta ensemble as the joint
eigenvalue distribution of the perturbed matrix CJZ”]ﬁ’(g = CJp 5,6 -diag(r,1,1,...,1).

The main challenge to study these ensembles is that the Verblunsky coefficients
of uS’JB’ s are not independent, hence one cannot expect a nice description of the CMV
matrices appearing in Proposition 3.5. However, as the next proposition shows, we can
still preserve the independence by expressing the appearing CMV matrices in terms of
the modified Verblunsky coefficients.

Recall the definition of modified Verblunsky coefficients given by the recursion (3.10).
The recursion provides a one-to-one map between the first £ < n — 1 Verblunsky co-
efficients and the first k¥ modified Verblunsky coefficients, we denoted this map by
Tk

Proposition 7.2. Fix § > 0,0 € C with 0 > —1/2, and let y,0 < k < n — 1 be the
sequence of modified Verblunsky coefficients of #S‘]ﬁ s- Then the sub-unitary CMV matrix
C(T, (¥n—2,Yn_3--- ,70)) has the same joint eigenvalue distribution as the truncated
model Trunc(ClJ,, 5,5). For fixed r € [0, 1], the matrix C(7,; ' (Yn—2,Yn—3 - - - Y0, "¥n—1)) has

the same joint eigenvalue distribution as the perturbed model CJZﬂ]ﬁ,é.

Before proving the proposition, we introduce a simple mapping on ID. For v € DD recall
the linear fractional transformation .4, p from (3.15). This is an isometry of the Poincaré
disk that corresponds to an affine transformation in the Poincaré half-plane H. The
inverse of A, p is also an isometry, and it also corresponds to an affine transformation in
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H, we denote the corresponding element in D by ~*:

_ . 1-7
A’Y,%) = .A»YLJD’ ’)/ = —’yﬁ (71)
Note that the ¢ : v — ~* mapping is an involution such that A, p(0) = "
We also need the following distributional identity for ©(a + 1,0) random variables
(see Definition 4.7).

Claim 7.3. Fix 6 € C with R6 > —1/2. Let (o, (1,...,(n—1 be a sequence of independent
random variables such that {; ~ ©(a; + 1,0), with ap = 0 and a; > 0 fori > 1. Then

G ¢ Gnon 1 )i( G G CO) 7.2
<<O7<17'”<n—27<n—1 = ) 7:2)

Proof. Our statement will follow from the following (simpler) distributional identity. Let
¢ ~0O(a+1,9) and n ~ ©(1, ) be independent. Then

(nC,¢) £ (¢,nC"). (7.3)

Since |¢*| = ||, it is sufficient to prove that the unit length random variables 1¢*/|(|
and (/|| are conditionally exchangeable given || = r. Let z = (/|¢|, then under the
condition |¢| = r we have

1—1rz

n¢t/I¢l = -n .

By the independence of 1 and ¢, the conditional joint density of (7, z) (given |{| = r) is
proportional

- T

=P —n (1 —r2)P(1 —rz7)

1—rz
z—r)

Since the Jacobian of the mapping (—n z) — (1, z) is equal to 1, the conditional

z—r’

joint density of (£1,&3) := (—nl’” z) given |(| = r) is proportional to

L —r(6 + &)+ 661 —rETt + &) + 6716

This shows the (conditional) exchangeability (&1, &) = (n¢*/[¢],¢/|¢|) and proves (7.3).
Now we turn to the proof of the statement. Note that (7.3) implies that

(G0, C1) 2 (G CE /o)

Starting from the random vector on the left-hand side of (7.2), we apply (7.3) repeatedly

and get
(Ci G G 1 ) (c Gt Cha 1 )2
Co ¢ Cuma Gt T

1B

1 . Cn72’ Cnfl
d (= G o1 1 N d (= G Cn-1 Co
- Clvjba"w ) ’ - Claﬁ)"'aji7ji )
1 n—2 Cn—1 1 n—2 Sn-—1
proving (7.2). O

Now we return to the proof of Proposition 7.2.

Proof of Proposition 7.2. Let a;,0 < k < n — 1 be the (regular) Verblunsky coefficients
of ,uS’JBﬁ and set a;,0 < k < n — 1 to be the reversed version of a;,0 < k < n—1
defined via (3.5). By Proposition 3.5, the truncated and perturbed models Trunc(CJ,, 3.5)

and CJZ,][M have the same eigenvalues as the CMV matrices C(ayg, &1, - ,dp,—2) and
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C(ap,an, -+ ,Qp—2,rap_1), respectively. Hence, the statement of the proposition follows
if we can show

Il

(a07a17"'3an727an71) 7;_1(771727771737"' a707’7n71)~ (74)

Introduce the temporary notation

(d()vdh cey OA[nfl) = 7;7,_1(771727771737 e 7’707777471)'

We need to show (G, a1, .. ., &n_2, Gn_1) = (&g, &1, . .., ém_1), which will follow from

~ g Op—1\ d [ 641 @n—l
o, == ...,—= — | =|Qp, 7 ..., — = .
&7)) Qp_—2 (&7s) Qp_—2

From (3.10) and (7.1) it follows that

Qg Yk

— == s k > ]., Qo = ’70. (75)
Xk—1 V-1
Hence
(A dl dn—l) <_ '_Yn—S ’_YO f?n—l)
Ay — 7 -- -y TR = 7"-27—L Yt o0 T = .
Qo Qp—2 Vn—2 1%
On the other hand, from (3.5) and (7.5) we have
<& aj an—l) B < Qp-z  On-3 ag 1 ) _ <%LL—2 Yn—3 % 1 >
0y =7 = -y T = - — I R A R - Ty T ey Ty T
Qo QOp—2 Qp—1 Qp—2 a1 Qg Tn—1 TYn-2 Y1 Yo

From Proposition 4.8 we know that 74,0 < k < n — 1 are independent with v, ~
©(B(n —k—1)+1),d). Using Claim 7.3 with {; = v,-1—;,0 < j <n —1we get

(’722 Yn—3 gl 1) d ( , Yn—3 Yo %-1)
Pyn_l ) Pyn_Q’ ) ")/1 ) ’YO n ) 7;727 ) ’71 9 ’—y(lj )

and the statement of the proposition follows. O

SH

Proposition 7.2 allows us to derive the joint eigenvalue distribution of the finite
truncated circular Jacobi beta ensemble.

Theorem 7.4. Fix § > 0, € C with RS > —1/2. Then the eigenvalues of Trunc(Cl,+1.5.5)
are distributed in D™ according to the density

" _\B_ " 5 _
e [T (1= 2205 Tl =22 T (00— 2700 - 2)7) (7.6)
Jk=1 i<k =1

T(2j+14+0)0(5j+1+5)
D(E /) (25+1+843)

with respect to the Lebesgue measure on D"*. Here ¢, 55 = =y [ 1)
is the normalizing constant.

Proof. The proof of the statement relies on the following computations of Jacobian
determinants. We refer to Section 6 and Appendix B of [24] for more details.

Let v, 0 < k < n — 1 be distributed as in Proposition 7.2, and let (ag, a1, - ,p-1) =
7.7 (Y0,71, "+ ,Yn_1). From (3.10) we have

8(0[0, ey an,l)

=1 (7.7)
6(707 cee a’Yn—l)
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Denote by 2,1 < k < n the eigenvalues of Trunc(CJ,11,3,5). It has been shown in [24]
that

8(a03"'7an—1) 2

. | = (1-— 78

‘ Manr ) | (AE )l H oy 2)~ (7.8)
where A(21,...,2n) = [I<;cp<n(2 — 2) denotes the Vandermonde determinant of
2k, 1 < k < n. Using |ag| =

8(70 ’Yn—l) 2n—1 oy

———|=1A iy Zn 1 — |, . 7.9

‘ (21, -y 2n) Az, - 20)] g1;[0( ;1% (7.9)

Proposition 2.5 of [4] shows that we have

n—1 n n—1 n
[Ta-~)= =TJa-=), [[a-%)= =Tla-z). (7.10)
j=0 Jj=1 j=0 j=1

Since |ai| =
n—1 5 ) n—1 5 ) n 5
H(l - |,Yj‘2)(§—1)(ﬂ+1) — H(l _ |aj|2)(§—1)(ﬂ+l) — H (1— ngk)i_l- (7.11)
Jj=0 j=0 J,k=1

By (7.9)-(7.11) and the explicit joint distribution of v;,0 < k < n — 1, the joint density of
zk, 1 < k < n is given by

n—1

B _1\(4 5 _
s [ [ =110 = 5)°(1 = 5)°| A1, - 20)
7=0

n
8_
=Cnps H (1 —2z,)2 H ( (1—2z) 1 (1-2%) ) IA(z1,. .., 20) 2
Jk=1 j=1

Collecting the normalizing constants of the joint distribution of 74,0 < k < n — 1, we get

. H j+1 +1+4+4)T (§(g+1)+1+5)
e w"n' +I)PEG+)+1+5+0)

This finishes the proof. O

Note that using the explicit description of the joint distribution of the modified
Verblunsky coefficients of the random probability measure u? 8.6 and the method devel-
oped in Section 7 of [24], one can also obtain the joint density of the perturbed circular
Jacobi beta ensemble. We omit the computation to shorten our representation.

7.2 Edge limit of the truncated circular Jacobi beta ensemble

In this section, we prove the edge limits of the rank-one truncation and multiplicative
perturbation of the circular Jacobi beta ensemble.

Recall the Dirac operator representation CJ, g ; defined in Definition 4.9. We denote
by 7, 45.5 the reversed version of CJ,, 5 5 via Definition 5.1, and by 7, 5.5 to be the pulled-
back version of 7,, g 5 via Definition 5.2.

Our approach will be similar to the one used for the circular beta ensemble case
(which correspond to § = 0). We will show that under appropriate transformations, the
operators 7, 5 5 and CJ, s are orthogonally equivalent. Note however, that in the § # 0
the measure p5” ‘5,6 1s no longer invariant under rotations, which requires us to develop a
new method to prove the orthogonal equivalence. The key ingredient is the following
proposition, providing equivalent descriptions of the conditioned path parameters of
Clng,s-
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Proposition 7.5. Let i1 = :“SJB s and let v;,0 < k < n — 1 be its modified Verblunsky
coefficients. Let b;,,0 < k < n be the path parameters of CJ,, 3,5 in D. Then the following
sequences have the same joint distribution.

(1). The path parameters b;,0 < k < n conditioned on b,, = 1.

(2). The path parameters corresponding to the sequence of modified Verblunsky coeffi-
cients 44, Y1, - - Vr—2s 1

(3). The ‘pulled-back and time-reversed’ path parameters b := AB,L,I.D(bn—k—l)’ 0<k<

n, whereb_; = 1 and Bk, 0 < k < n—1 are the first n elements of the path parameters
produced by the sequence of modified Verblunsky coefficients 4, _2,n—3,-..,%0-

The proof relies on a special decomposition property of the ©(a + 1, ) distribution
and an application of Doob’s h-transform. Before presenting the proof, we first introduce
a Pearson-type distribution, and a couple of facts about the ©(a + 1, ) distribution.

Definition 7.6. For m > 1/2 and i1 € R we denote by Pry(m, u) the distribution of the
(unscaled) Pearson type IV distribution on R that has density function
22m=2|0(m + Li)[?
m'(2m —1)

(1 +x2)—me—/tarctanx. (712)

Note that the random variable ©(1,0) can be connected to the Pearson random
variable Pry (Rd + 1, —230) via the mapping ¥ — — cot(6/2).
Fact 7.7 ([30]). Suppose thaty ~ ©(a + 1,0) witha > 0 and R > —1/2. Define w,v € R

with % = w — tv. Then the joint density of (v,1 4+ w) € R x R is given by

fa,é(fyy) = Cas y%—l(xQ + (1 + y)Z)—(%+%5+1)6236arctanﬁ7 (713)

with ¢, s — 2a+2R6 T(a/2+14+8)T(a/24+1+6)
a6 = T (a/2)T (a/2414+2R0) °

Moreover, the random variables w and 2ﬁw are independent. The distribution of the
random variable 57 is given by Pry (5 + 6 + 1, —236). The distribution of 1 + w is the
same as the distribution of G1 /G5, where G1, G2 are the independent (standard) Gamma

random variables with parameters § and 5 + 2RJ + 1, respectively.

Using Fact 7.7 and the definition of 4* in (7.1), one obtains the following property.

Fact 7.8. Suppose thaty ~ ©(a + 1,6) witha > 0 and % > —1/2. Then " ~ O(a + 1,0)
witha=a+4R6+2, 6 = —(1 +9).

Proof. With a bit of abuse of notation, define w, v, w*,v* € R with

(7.14)

They satisfy the identities /! (y) = v +i(1 + w) and U ' (7*) = v* + (1 + w"). By (7.14)
and (7.1) we have
14w 1 v’ v
w' = = — .
’ 24+ wt 24w

From Fact 7.7, we obtain that the joint density of (v*, 1 + w*) is proportional to

y%+2%6(x2 + (1 + y)Q)f(%jLRé«H)e—Q%é arctan ﬁu

This shows that if v ~ ©(a + 1,0), then 4* ~ O(a + 1,4), with @ := a 4+ 4R5 + 2 and

6:=—(1+ 6). Note that the random variable * is well-defined since the conditions @ > 0
and a/2 4+ R0 = a/2 + NI > —1/2 are still satisfied. O
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The next result shows that the right boundary point of the CJ,, 3 s operator has the
same distribution as a ©(1, §) random variable.

Proposition 7.9. Let b,, be the right boundary point of the Dirac operator CJ,, g s in .
Then b, < O(1,6).

Proof. Fix n, recall from Proposition 4.8 that the modified Verblunsky coefficients v, =
71@70 < k < n-—1of CJ, s are independent, with v, ~ O(8(n — k — 1) + 1,9). Let
by = b,(c"),O < k < n — 1 be the path parameters of CJ, s in DD, these solve the
recursion (3.18) with by = 0. Let by ,,0 < k < n be the solution of this recursion for any
initial value by , = v € D, and denote by P, (v, ) the probability density function of b, .

Recall the isometries A, p defined according to (3.13). By the recursions (3.18), (3.19)
and the fact that A;_’%)(O) = v, we have b, y = A;j)(bn). This can also be checked by
noticing that the corresponding path parameters in H are invariant in law with respect
to the affine transformations A,;, u defined as in (3.13).

In the case when n = 1, we get b, = b; = 7 from the recursion (3.18), so the
statement follows. More precisely, we have

P(0,m) = es(1 — ) (1 — )", %:Haﬁﬁggﬁ

and

u—vﬂa—my<ﬂ—hﬂﬂ—mfl—hF 7.15)

(1= (1 —=7) Q=@ =%) /) [1=3n*

For n > 2 we will proceed by induction. Assume that P,_1(0,7) = P;(0,7) for any

Pi(y,m) = cs <

n € 0D. This assumption implies that P,_1(v,n) = Pi1(v,n) since b;’lﬂ = A;’%)(bfln:ll)).

The proof will be completed if we can show that P,(0,7) = P;(0,7). Let
Jas = cas(L =21 (1 =21 =2)°, a=p(n—1)

(n)

be the density function of 75" as in Definition 4.7. Note that the random variable 'yé”) is

independent of fy,g"), 1 <k <n-—1, and the latter sequence has the same joint distribution

as 7}(:-1)7 0 <k <n—2. Hence from (3.18) and (7.15) we get

&@m=/@RHQMﬁM&h=/ Py(2,1) fas(2)dz

€D
(L [o2)s+o+

=qa—mﬁvwf/ Cos

cep (L= a1 =)ttt

Using the change of variable z — zi we see that the integral does not depend on 7.
Hence P,(0,7) is a constant multiple of P, (0,7) which means that it must be equal to it.
This completes the induction step and finishes the proof. O

Now we turn to the proof of Proposition 7.5.

Proof of Proposition 7.5. We first prove the equivalence between (2) and (3). By the
recursion (3.19) and the fact A;E(O) = v, we have

b, = Asop oAy po-ods, ,p(AT1 | po- o ATl (0))

., D
-1 -1
= AG oo Al (0).

This shows that the sequence b;« 0 < k < n—1 are the first n elements of the path
produced by 7§, . . ., 74 _o. (This fact was also observed in Lemma 50 of [45].) By setting
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b.y = 1, we have b/, = A,, ,p(1) = 1. Note also, that ¥, = 1 if and only if the
corresponding last modified Verblunsky coefficient is equal to 1. This proves that the
path parameters described in (2) and (3) are equal in law.

We now prove that the paths described in (1) and (2) have the same distribution. Let
2z, = U1 (bg),0 < k < n be the path parameters of CJ,, g s in H. By (3.17) this is a (time-
inhomogeneous) Markov chain, with transition densities that are invariant under affine
transformations. By Proposition 7.9 it follows that z, < U (1) ~ Pry (RS + 1, —236)
with density
A1 +6)2

99 = TR+ 1)
Moreover, the proof of the same proposition also implies that the conditional distribution
of z, given z;, = z = x + iy for a fixed 0 < k < n — 2 is the same as that of yU/ ! (v,,_1) + 2.
This random variable has density

(1 + 2)—%6—162%5 arctang

4 g
9ry(9) =y gl )-
Y
For any fixed z = x + iy, 2’ = 2’ + iy’ € H we get
!y h, /
lim J2w @ _BED) oy gpyeme, (7.16)

e goy(q)  h(z)’

Let fu, (7, y) be the density function of &~!(v;) defined via (7.13) with parameters
ar = B(n —k — 1) and §. Then the transition density of the Markov chain z;,0 < k < n is
given by

Rz —2) &2

ST ¥

P(( G4 1) = fos ). osksa-u

Now consider the distribution of z;,0 < k£ < n conditioned on z, = ¢ with ¢ — co. By
Doob’s h-transform, the conditioned transition density is given by

Q((z k), (+'sk + 1)) =P((z. k). (', k + 1)) }}Lfé’))

=Cy, s U%(nfkfl)JrQS%(uQ + (1 + v2))7§(n7k71)78?67162%5 arctan(u/(14+v))
k>

where v = (Rz' — Rz)/Sz and v = $2' /2. By Proposition 7.8, Q((z, k), (2, k + 1)) is
exactly the density function of the random variable &/ ! (5¢). This proves the equivalence
between the statements (1) and (2), and hence completes the proof. O

By Proposition 7.5 and Fact 7.8 we see that the effect of conditioning the path
parameters in D to hit 1 is equivalent to changing the parameter § — —(1 + §). This
coincides with a similar factorization lemma for the generating path of the 73 s operator,
see Theorem 43 of [30].

Corollary 7.10. Consider the same setup as in Proposition 7.5, in particular the path
b,.,0 < k < n defined in (3). Letn ~ O(1, ) be independent of y;,0 < k < n — 2. Then the
rotated path parameters by, := nb.,0 < k < n have the same joint distribution as the path
parameters of the CJ,, 3 ; operator.

Proof. By Proposition 7.5, the path parameters b},,0 < k < n can be produced by
the sequence of modified Verblunsky coefficients 7§, ...,%,_o,1. Let (af,...,al,_1) :=
T, (%, - -, 74 _5,1) be the corresponding sequence of Verblunsky coefficients. By (3.10)
and (7.5) we get

L ... L v . .
o = (—)F B gcp<pno2 of,_, = (-1 t1n=2 00
Ve—1""""70 Y20
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Recall also the (equivalent) description of b},,0 < k < n using },,0 <k <n —11in (3.8).
Observe that for Z = diag(z,1), we have

7>z—1< ! a0>...< 1 ak—l)z(‘)):zbk. (7.17)
a1 a1 1 1

This shows that the Verblunsky coefficients &;,0 < k < n — 1 corresponding to b, 0 <
k < n are given by d&;, = 7j«,, in particular

L CEEEEY L v . .
o = (‘Ukﬁuﬁ <k<n-2, dp_1= (_1)n*1ﬁu'

Ye—1-"70 Yn—2""70

(The relation between rotating the sequences of path parameters and the corresponding
Verblunsky coefficients is related to the so-called Aleksandrov measure. We refer to [38]
for more background.)

Finally, using Claim 7.3 for (s = 7, (; = v;-1,1 < j < n we get the following

distributional identity:
_ T Vn—2 7
707?3"'7_L R .
’YO 777,—3 777,—2

(n 2z, L)
This means that &, 0 < £ < n—1 have the same joint distribution as the random variables

Il

Yo Ynes Yn—2

Q= (_1)’€M70 <k<n-2, S (_1)N*1w.

Vi1 70 Yr—2 70
Since the joint distribution of ~,...,v,—2,n is the same as the joint distribution of
Y05 - - Yn—1, (3.10) and (7.5) now shows that

3 d . ) d
(60,01, s Gne1) = (Goyee ey Gnm1) = T H(Y0s -+ Y1)

which implies that by, 0 < k < n have the same joint distribution as the path parameters
by, 0 <k <nforCJl,gs;. O

Recall the path gk, 0 < k < n, the pulled back version of the reversed path Zk, 0<
k < n corresponding to the random measure NS,J@&- By Proposition 7.2 Zk, 0<k<n-1
has the same distribution as the path built from the modified Verblunsky coefficients
Yn—2,---,7. This path is the complex conjugate of the path 5k70 <k<n-—1in(3) of

Proposition 7.5. This also means that Zk, 0 < k < nis just the time-reversed and complex
conjugated version of the path b;v, 0 < k < nin (3) of Proposition 7.5. Together with
Corollary 7.10 this implies that applying an independent random rotation, a complex
conjugation, and a time reversal to E)k, 0 < k < n produces a path that has the same
distribution as the driving path of the operator CJ, g 5. This statement allows us to show
that ‘Fny 8,6 and CJ,, g s are orthogonally equivalent.

Proposition 7.11. Let Zk, 0 < k < n be the path parameters defined in Corollary 7.10,
?n,575 the corresponding Dirac-type operator, and let

Q:\/liiqz(_ql (1]) g=U"(by).

Then the operator p~*(SQ)T ., 5.5(SQ) ™' p has the same distribution as CJ,, g .
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Proof. Recall the transformation Q defined in Section 2.2. Observe that in the unit-disk
model, the transformation Q behaves exactly as a rotation, i.e. for z € D we have
Q(z) =U o QoU™1(2) = 7jz, where we denote 7 := Zn

Together with Propositions 7.2 and 7.5, this observation shows that the path param-
eters of p~1(SQ) 7, 5.5(SQ)"!p have the same joint distribution as b, = nb},0 <k <n
where 0},,0 < k < n are distributed as in Proposition 7.5. Moreover, by the same argu-
ment one can check that the left boundary point of pfl(SQ)?nwgyg(SQ)flp is equal to 1
as desired. The proof is now completed by Corollary 7.10. O

Recall the limiting operator HPg ;s defined in Definition 4.12, and its reversed and
transformed version 73 s defined in Definition 4.18. By Propositions 7.9 and 7.11 the
transformation connecting HPg s and 73 5 has the same distribution as the one connecting
CJp 8,6 and ?n7575.

The operator level convergence of the CJ, g5 to the limiting HPg ; operator was
proved in [30] and can be summarized as follows. This is also the final ingredient to
prove the convergence of the normalized characteristic polynomial of the truncated
circular Jacobi beta ensemble.

Proposition 7.12 ([30]). Fix 8 > 0 and R) > —1/2. Consider the Dirac-type oper-
ators Cl, g5 = Dir(zn(-),uo,ugn)),n > 1 with uy = (3),u§"> = (*zjl(l)), and HPg 5 =
Dir(z(-),ug,uy) withuy = (*f(ll)). There exists a coupling of the operators CJ, g5,n > 1,
and HPg s = Dir(z(-), up,u1) such that as n — oo we have almost surely z, — z pointwise
on [0,1), and almost surely

”rc‘]n,ﬁﬁ - rHPﬁ,éHHS — 0, tcjn,[—},& - tHP/a‘a — 0.

Setcs = %(é)% +3) >0, and fore > 0 small define ¢, = ¢5 — €, ¢y = ¢; + £. Then there
exists a sequence of tight random variables k,,n > 1 and an a.s. finite random variable
k > 0 such that for0 <t <1

n n n
(7.18)

and similarly,
KN =) < Qz(t) < w(1 -6, |2(1) — Rz(t)| < k(1 — 1) (7.19)

We now have all the ingredients to prove the edge scaling limit of the truncated
circular Jacobi beta ensemble.

Theorem 7.13. For fixedn > 1, § > 0 and R§ > —1/2, let \;,1 < i < n—1 be
size n truncated circular Jacobi beta ensemble nd set p,_14.4(2) = [[/-}' f:i be the
normalized characteristic polynomial. Let £g ;5 be the structure function of 73 5 defined

via (2.11). Then there is a coupling of p,, g 5,n > 1 and £z s such that

[pn_1.5(e%/™)e"#/2 — €5 5(2)| = 0 a.s. uniformly on compacts as n — oo

Consequently, under the edge scaling (1.3), the truncated circular Jacobi beta ensembles
converge weakly to the zeros of the random analytic function &g 5(-).

Proof. Let p,, be the reversed version of the measure p,, := ,uSJB s, and ?nﬁ’g be the
pulled-back operator. By Propositions 3.2 and 7.2, we may regard p,_1 g s as the monic
orthogonal polynomial of degree n — 1 associated to f1,,. By Proposition 5.3, we have

. . . — 1
pn_1,[5,5(6”/n)67’z/2 _ 6712/(2H)Hn((n o 1)/TL,Z)T< '>’
—1
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where H,, solves the ODE (2.9) of Tnps Recall &5 = Hg 5(1,-)7 - (), where Hg 5(t, 2)
solves (2.9) of 73 ¢. It is enough to show the uniform-on-compacts convergence of I? n(1,2)
to Hp5(1, z).

By Propositions 4.19 and 7.11, one can obtain the operators 7, 55,7 > 1 and 755
from CJ, gs5,n > 1 and HPg s under the same orthogonal transformations. Therefore,
under the coupling of the operators CJ, g s and HPg s in Proposition 7.12 gives

|t Tnps—r7ssllus — 0, \t?n v t, ;] =0 as.asn — oo. (7.20)

Let {Z)k,O < k <n}, {Z,0 < k < n}, and {2;,0 < k < n} be the path parameters
of T4, Tnps and CJ, s in H, respectively. By Definitions 5.1 and 5.2, we have

3% = $%,/S%._1. From (3.16) and (3.17) we have Sz, = [[*0 216l By (7.4) we

§=0 T %"
have
oLkl
(%z,wogkgn—ni( I1 ﬁ,ogkgn—l)
- -V
j=n—k—1

which implies (%‘E’k, 0<k<n-1) 4 ((Szn—k-1)"1,0 <k <n—1). (Note an analogous
relation also holds between the imaginary part of the generating paths of the 73 5 and
HPj s operators.) Recall z,,() := 2|, for t € (0, 1]. For ¢ small, the first bound in (7.18)
yields that

—cs+te —C§—€
e (L"”) <S7n(t) < ki (M) , = %(W+ %)7 (7.21)

n n

with a sequence of tight random variables x,,. By choosing ¢ < min{cs, %} one can
check that the path bound (7.21) satisfies the condition (5.12). We can now combine
Proposition 5.4, Corollary 5.6, and Proposition 7.12 to obtain the theorem. O

Note that by Proposition 4.19, the structure function £z s can also be characterized
as €5 = Mp,5(0,2)"(,), where Hg s5(u, z) solves the SDE (4.16).

Note that in the coupling of Proposition 7.12, the path bounds (7.18), (7.19) and the
point-wise convergence of the generating paths z,, — z imply that u§") — uj a.s. (see
also Proposition 7.9). From Theorem 7.13 and Proposition 5.5 one obtains the following
result on the (edge) scaling limit of the multiplicative perturbed circular Jacobi beta

ensemble.

Corollary 7.14. For fixed r € [0, 1] let Al = {A1,..., A} be the set of eigenvalues of the
perturbed matrix CJE:}MS. Set pZ}B’&(z) =11, i:i\, to be the normalized characteristic
polynomial, and let Hg 5 be the solution to the ODE (2.9) of 735. Let ¢ ~ ©(1,6) be
independent of Hg ;. Then under the coupling of Proposition 7.12, we have

pg’]ﬁ’é(eiz/n)e—iZ/(Qn) - gg]&(z)‘ — 0, a.s. uniformly on compacts as n — oo,

11—

a+iter
—— .

1—zq—1+T

where é'g]é(z) = Hg 5(1,2) - (fc) with ¢, = In particular, this implies the weak

convergence of ALT | under the edge scaling (1.3) to the zero set of the random analytic
function & g]a asn — oo.

Similar to the statement of Theorem 1.3, we have ¢, = ¢ when r = 1 and ¢, = ¢ when
r = 0, hence this result shows the connection between the scaling limits of the truncated
and the unperturbed circular Jacobi beta ensemble.
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8 Appendix

8.1 Overview of some results for g =2

Let A be a locally compact Polish space (in this section it will always be C). A simple
point process on A is called determinantal with respect to a reference measure p with
kernel function K : A x A — R if for any k£ > 1 the kth joint intensity function of the
process with respect to u is given by

pk(afl,...,xk) :det(K(xi,xj))1§i7j§k. (81)

(See [21] for more on determinantal point processes.) Determinantal processes appear
naturally from joint probability densities containing the square of the Vandermonde. In
this section we will always assume that all absolute moments of y are finite.

Proposition 8.1 ([32, 27]). Suppose that the X1, X5, ..., X,, are complex valued random
variables with joint density given by

1 II 1z -2l (8.2)

Z
W 1 <i<i<n

with respect to a product measure u®™ (on R™ of C"*). (Here Zyn,u Is a finite constant.)
Let ¢y (z) be the degree k orthonormal polynomials with respect to . Then >";_, dx, is
a determinantal point process with respect to i with kernel given by

K(ow) = 3 or()n(w). ©.3)
k=0

Proposition 8.1 together with (1.1) and (1.2) immediately imply that both the circular
unitary ensemble and the truncated circular unitary ensemble are determinantal. The
size n circular unitary ensemble has kernel function

n—1
Kcire, o(z,w) = Y 2", (8.4)
k=0

with respect to the uniform measure on the unit circle. The size n truncated circular
unitary ensemble has a similar kernel function

n—1

KTrunc(Circ7L,2)(va) = Z(k + 1)kak’ (85)
k=0

with respect to the uniform measure on the unit disk. Note that [47] also treats more
general truncations of Haar unitary matrices. They showed that if we delete the first
m rows and columns of a size n + m Haar unitary matrix then the eigenvalues of the
resulting submatrix have joint eigenvalue density given by

1 n _
~ IT lz-aPJa-l=»"" zeD, (8.6)
n,m 1<j<k<n hei

with respect to the Lebesgue measure on the unit disk. By Proposition 8.1 this is also a
determinantal point process, with respect to the measure with density (1 — |2|?) on the
unit disk.

Determinantal processes have a number of nice analytic features. The following
proposition shows that if we understand the scaling limit of the kernels of a sequence
of determinantal processes then we can derive the scaling limit and the limit is also
determinantal.
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Proposition 8.2 ([40, 36]). Suppose that X, X, X,,... are determinantal processes on
C with respect to the common reference measure u, with kernel functions K, K1, Ko, . . ..
Assume that

K,(z,w) = K(z,w) (8.7)

uniformly on compacts in C2. Then X,, converges in distribution to X.

Using some simple transformations one can rewrite the determinantal kernel of the
circular unitary ensemble as

sin(nu/2)

f(Circn,,z (6it7 eis) = D”(t o S)’ Dn(u) - Sin(u/2) .

By taking the limit of this kernel as n — oo we get the celebrated result of Gaudin,
Mehta, Dyson regarding the the scaling limit of the circular ensemble.

Theorem 8.3 ([2, 32]). Let A,, be the angles in the size n circular unitary ensemble

parametrized in (—m, 7]. Then nA,, = A where A is a determinantal point process on R
with kernel (« 1/2)
sin((s —1)/2

Ksine, (5,t) = TaGot)

with respect to the Lebesgue measure.

Taking the limit of the kernel (8.5) (without any additional scaling) we obtain the
point process studied by Peres and Virdg in [34].

Theorem 8.4 ([34]). Let A,, be the eigenvalues of Trunc(Circ,y12). Then A,, converges
to a determinantal point process on the unit disk with kernel

1
KBergman(Zaw) = ( 5 (8.8)

1— 2w)
with respect to the uniform measure on the unit disk. The resulting point process has
the same distribution as the zero set of the Gaussian analytic function

foar(z) = &u2", (8.9)
n=0

where &,,n > 0 are i.i.d. standard complex normals.

Note that [29] provides a generalization of this result by connecting the limit of the
eigenvalues of rank m truncation of Haar unitary matrices with the singular points of a
matrix valued Gaussian analytic function that generalizes (8.9).

The circular Jacobi beta ensemble (1.9) for 8 = 2 is also determinantal, this is also
called the Hua-Pickrell distribution. The kernel function can be expressed in terms of the
orthogonal polynomials with respect to the probability measure us that has probability
density function proportional to B

(1-2)°(1—2)°

on the unit circle. The Hua-Pickrell distribution can be realized as the joint eigenvalue
distribution of the random unitary matrices that have density proportional to |det(1 —
U)?|? with respect to the Haar measure.

In [31] the authors studied the truncations of these random matrices. They showed
that the eigenvalues of the rank-m truncated matrices form a determinantal point process
on the unit disk, and derived their kernel function. Moreover, they showed that the
scaling limit of the joint eigenvalue distribution (without any additional scaling) leads to
the same limits as in the Haar unitary case (as described in [34] and [29]).
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If we are interested in the (hard) edge scaling limit of the eigenvalues of the truncated
matrix Trunc(Circ,,4+1,2) then one needs to transform the kernel (8.5) according to (1.3),
and take the limit. This was considered in [1] where the following result was shown.

Theorem 8.5 ([1]). Let A,, be the eigenvalues of Trunc(Circ,,11 2). Then the sequence
—nilog A,, converges to a determinantal point process X, supported on the upper half
plane H with kernel function

1
Keage(z,w) = f(z —w), f(u)= %/ te'dt, z,w € H, (8.10)
0

with respect to the Lebesgue measure on H.

In fact, this is a special case of a more general problem that [1] considers: the product
of independent copies of rank-m truncations of Haar unitary matrices. The point process
X, also appears in [15] as the scaling limit of the rank-one additive anti-Hermitian
perturbation for the Gaussian unitary ensemble.

Note that our Theorem 1.2 for 8 = 2 provides a new characterization for the deter-
minantal point process &>. It would be interesting to see whether the determinantal
structure could be proved directly from that result.

8.2 Open problems

We end with a couple of open problems.

Problem 1. (Bulk scaling limits) Our results for general 5 > 0 consider the models
with the edge scaling (1.3). It would be interesting to explore the limiting behavior
under the bulk scaling, i.e. when we do not scale at all. In other words, it would be
interesting to see whether one could extend the results of [34] (see Theorem 8.4) and
[31] for general 3, to characterize the point process scaling limit of the truncated circular
and circular Jacobi beta ensembles under no additional scaling. Moreover, it would
be interesting to find the scaling limit of the characteristic polynomial in this scaling
regime.

For $ = 2, Krishnapur proved a result in [29] that connects the characteristic
polynomials of the truncated circular unitary ensemble with the Gaussian analytic
function of Theorem 8.4. Let ¢,,_1(z) be the characteristic polynomial of the rank one
truncated Haar unitary matrix (the truncated circular unitary ensemble), and ¢} _,(z) =
2"1¢,,_1(1/Z) the reversed version of this polynomial. Theorem 5 of [29] proves that

\/ﬁw%chF(fZ% z€D (8.11)

n—1 (Z)

in distribution, uniformly on compacts in ID. (See also the comments at the end of Section
5 of [29].) This of course implies that the truncated circular unitary ensemble as a point
process converges to the zero set of the Gaussian analytic function fg4p. It is not known
whether a similar limit holds for general 3, and what the limit should be. It is interesting
to note however that for general g the sequence ¢! _,(z),n > 2 converges uniformly
on compacts in D, this was proved in [6]. The limiting random function can be written

as exp (\/%g(z)) where g(z) = Y72, \Z/—%gn and &,,n > 1 are i.i.d. complex standard
normals.

Problem 2. (Edge to bulk transition) A simple calculation shows that under the
scaling z — ¢ 12, ¢ = oo the kernel (8.10) converges to a transformed version of the
kernel (8.8), where the transformation is the Cayley transform mapping the unit disk
D to the upper half plane H. This implies that as ¢ — oo the scaled edge limit process
¢ ' X, converges to the image of the bulk limit process of Peres-Virdg under the Cayley
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transform. Note that similar ‘edge-to-bulk’ limits are known for other random matrix
ensembles, see e.g. [41] for a similar transition involving the point process limits of the
Gaussian beta ensemble. It would be interesting to see if a similar limit exists for A3
for general g > 0. Presumably, this could also provide a way to prove the ‘edge-to-bulk’
transition in the 8 = 2 case without using the determinantal process framework.

Problem 3. (Purely imaginary additive rank one perturbations of beta ensembles)
In [28] Kozhan constructs tridiagonal matrix models for non-Hermitian (purely imaginary)
rank-one perturbations of the Gaussian and Laguerre beta ensembles. It is known from
[14] that in the 5 = 2 case the eigenvalues of these perturbed ensembles converge (under
the appropriate edge scaling) to the point process limits of the rank-one multiplicative
perturbations of the circular and real orthogonal beta ensembles. One would expect that
the result should hold in the general § case as well. This would require the extension of
the random operator framework to limits of tridiagonal (Jacobi) matrices.

Problem 4. (Multi-rank truncation of circular ensembles) In the 5 = 2 case,
Zyczkowski and Sommers [47] also derived the joint eigenvalue distribution for a general
rank-k truncated circular unitary ensemble. In fact several of the 5 = 2 limit scaling
results extend to truncated models where £ > 1 rows and columns are removed from
a Haar unitary matrix. It would be interesting to see if any of these results could be
extended for general 8 > 0. The first step would be to characterize the rank-k truncated
circular beta ensemble. As noted in [24], this problem could potentially be attacked
using the theory of matrix-valued Verblunsky coefficients.
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