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Abstract. We study the L? regularity of the Bergman projection P over the symmetrized polydisc
in C". We give a decomposition of the Bergman projection on the polydisc and obtain an operator

equivalent to the Bergman projection over antisymmetric function spaces. Using it, we obtain the

L? irregularity of P for p = 2—"1 which also implies that P is L? bounded if and only if p € (2%, 21,

n— n+1’ n—1
1 Introduction

Let Q be a domain in the complex Euclidean space C". Let dV denote the Lebesgue
measure. The Bergman projection Py, is the orthogonal projection from L*(Q) onto
the Bergman space A%(Q), the space of all square-integrable holomorphic functions.
Associated with Pg, there is a unique function Kqg on Q x Q such that for any

feL*(Q):
n Pa(f)(2) = [ Ka(z#)f(w)av(w).

The positive Bergman operator P is given by

(12) PANE) = [ [Ka(z®)lf(w)dV(w).

By its definition, the Bergman projection is L* bounded. An active area of research in
several complex variables and harmonic analysis considers the L? regularity of Pq, for
p # 2. In particular, people are interested in the connection between the boundary
geometry of pseudoconvex domains and the L? behavior of the projection. On a
wide class of domains, the Bergman projection is L? regular for all 1 < p < oo (see,
for instance, [BS12, CD06, EL08, Fef74, McN89, McN94a, McN94b, MS94, NRSW88,
PS77]). On some other domains, the projection has only a finite range of mapping
regularity (see, for example, [BCEM22, Chel7, CJY20, CKY20, CZ16, EM16, EM17,
Zeyl3]). We also refer to [Zey20] for a survey on the problem.
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2 Z. Huo and B. D. Wick

In this article, we focus on the Bergman projection on the symmetrized
polydisc G”. Let D" denote the polydisc in C". Let @, be the rational holomorphic
mapping on C" given by @, (wy,...,w,) = (p1(w),..., pa(w)), where p;(w) is the
symmetric polynomial in w of degree j:

pi(wi,wa, . ,wy) = Z Wi Wy - -« Wk,
ki<ky<--<k;

The symmetrized polydisc G" is the image of D" under ®,,:

(1.3) G" = {(p1(W),...., pn(w)) : weD"}.
When # = 2, the symmetrized bidisc

(1.4) G = G* = {(wy + way, wywy) : (wy, wy) e D*}

serves as an interesting example in several complex variables. It is a first known
example of many phenomena. We list some of them here below:

o The Lempert theorem may hold on bounded pseudoconvex domains that are not
biholomorphically equivalent to any convex domains [AY04].

« Bounded C-convex domains are not necessarily biholomorphically equivalent to
convex ones [NPZ08].

See also [ALY18, AY00, Sarl5] for some recent work on G.

In addition, the symmetrized polydisc G” also serves as an example of a quotient
domain and is biholomorphically equivalent to D"/S,, where 8, is the group of
permutations of n coordinate variables in C". See [DM23, Gho21] for some recent
studies regarding Bergman projections over quotient domains of the form Q/G.

Partially due to G?’s interesting properties, the L regularity of Pgz and Pg» has also
attracted attention in recent years. In [CKY20], Chen, Krantz, and Yuan showed that

Pgn is L? bounded for p € (1+ \/%, 1+ ‘/f) Later, Chen, Jin, and Yuan [C]Y20]
improved the L? regular range of Pg to (4/3,4) and established the Sobolev estimates
for Pg. While preparing this article, the authors were informed of a discrepancy
between the arXiv version of [CJY20] and the version those authors submitted to
a journal for publication. In a recent update of [C]Y20] posted to the arXiv, the
range of L? regularity for the symmetrized polydisc is at least (22, 22, see [C]Y23,
Remark 1.5]. The main idea in the proof of these results is to use Bell’s transformation
formula [Bel81] to reformulate the L? regularity problem of Pg» into a weighted L?
regularity problem of Pp« over a weighted L? space of antisymmetric functions. Yet,
the precise L? regular range for Pg» was not previously known.

There are mainly two challenges on obtaining the sharp L? estimates of Pg»: 1. the
complexity of the Jacobian of (pi,..., p,) for large n dimension makes estimations
complicated. 2. The cancellation caused by integrating antisymmetric functions cre-
ates obstacles to precisely analyze the (un)boundedness of the operator. To us, the
second issue is more crucial and distinguishes the problem on G” from other settings
like the Hartogs triangle. Actually, this issue leads to an interesting yet nontrivial
weighted inequality problem in harmonic analysis. We elaborate below using a simple
analogical example:

Downloaded from https://www.cambridge.org/core. 05 Jul 2025 at 18:41:27, subject to the Cambridge Core terms of use.



L? regularity of the Bergman projection on the symmetrized polydisc 3

Let T be a singular integral operator on L? (R?). Set
Loa(B% [ = xo|*) = {f € LP(R?, [y = 22]") + f (o1, x2) = = f (x2,31) }-

For which p is the operator T bounded on LF_ . (R?, |x; — x,|*)?

From the classical weighted theory, the singularity of the weight function |x; — x,|*
over the line {x; = x, } may cause unboundedness issue for T over L? (R, |x; — x,|*).
On the other hand, the antisymmetry property f(x1,x2) = — f (x2, x;) implies that for

any U c R,
fdv =0,

suggesting possible better behavior of T on the subspace L, .(R?, |x; — x,|*) than on
the entire weighted L? space. Nevertheless, the usual harmonic analysis methods for
weighted L? cannot be directly applied to this subspace case.

In this article, we overcome these issues on G" and give the precise L? regular range

for Pg» and PE,:

Theorem 1.1  Pgn and P(, are LP bounded if and only if p € (2%, 22

n+l’> n—-1/°

When 1 = 2, Pg is L? bounded if and only if p € (,4). In contrast to this result,
Dall'Ara and Monguzzi [DM23] recently showed that, if one replaces D? by unit ball
B, in (1.4), the Bergman projection over the newly formed domain {(w; + wp, wyw,) :
(w1, wy) € By} will possess completely different L? mapping properties. In particular,
they proved the following:

Set Dy := {(wfk + w%k,wlwz) t(w,wy) €Bytwith ke Nu{0}. Then the
Bergman projection on D,y is L¥ bounded for all p € (1, 00).

Our computations suggest that the distinction between results on G and D, is
caused by the product structure of D2, It is yet to be investigated on what exact
geometric property of these domains will determine the L? mapping behaviors of the
projection over them.

Our proof strategy of Theorems 1.1 can be summarized as follows:

(1) Similar to [CJY20, CKY20], we reformulate Theorem 1.1 into a weighted L?
regularity result of Pp. for antisymmetric functions on the polydisc D" (see
Theorems 2.4 and 2.3).

(2) We prove in detail the L? boundedness results for p € (22, 2%) using known
weighted estimates on the polydisc (see Theorem 2.3, Section 3, and [C]Y23,
Remark 1.5]).

(3) To obtain the unboundedness result for the case p = %, we decompose Pp» into
the sum of two operators T" and T;' (see (4.5) and (4.6)), where T" = 0 and
T} = Ppn over spaces of antisymmetric functions (see Lemmas 4.1 and 4.3).

(4) By using T;', we further reduce the (un)boundedness problem of Pp« over a
space of antisymmetric functions into a problem about an operator T" over
a different space of symmetric functions. Finally, we provide examples for the
unboundedness of T” there (see Theorems 4.2 and 4.4 and their proofs).

We remark that the decomposition Pp» = T{" + T, is crucial in our proof. Using the
kernel function of T}, we are able to “cancel out” part of the weight of the space,
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transform the problem from an antisymmetric function space to a symmetric one,
and reduce norm computation difficulty in n-dimensional case all at once.

Our article is organized as follows: In Section 2, we provide known lemmas
and reduce L? estimates of Pg» and P, into weighted L? estimates of Pp» for
(anti)symmetric functions. In Section 3, we recall the known weighted L? norm esti-
mates of Pp and give a detailed proof for the L? boundedness result for Pg» and Pg..
In Section 4, we present the decomposition of Pp» and examples for the L? irregularity
of Pg» for p = 2—"1 In Section 5, we point out some directions for future research.

n—

Given functions of several variables f and g, we use f < g to denote that f < Cg for
aconstant C. If f $ gand g < f, then we say f is comparable to g and write f ~ g.

Pull back from G" to D"

This section focuses on reformulating the L? regularity of Pg« into a problem on the
polydisc D". Most of the lemmas and results were included in [C]Y20, CKY20]. We
provide proofs here for completeness of our article.

From G" to D"
Recall that @, (w) = (p1(w), p2(w), ..., pn(w)), where

piwiwas W) = Y Wi Wiy . Wi
ki<kz<-<k;

Then @, is a ramified rational proper covering map of order n! with complex
holomorphic Jacobian

Je®, = [[(wj—wi)

ji<k
(see, for example, [CKY20]). Let h € L?(G"). Via a change of variables, the estimate
| Pen (h)|[Leceny S [BlLe(amy
is equivalent to
(2.1) |PGn(h) © @l Lo n jew,z) S 170 Pnllre@n jew,p)-
Using the Bell’s transformation formula [Bel81],
Ppr(Je®@yp - (ho @y)) = Jc®@ - (Pgn(h) 0 @y),
(2.1) becomes the following weighted estimate:
22)  [Por(Jc®@n - (ho®n)) o jco,pr) S [JePn - ho @ullomnjew,-r)-

By Bell’s transformation formula for the Bergman kernel,

S Koo (2 8, (0)Je($;) () = Je @ (2) Ko, (@4 (2), w),

j=1
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L? regularity of the Bergman projection on the symmetrized polydisc 5
where ¢ are the n! local inverses of ®. Therefore, to show the estimate

1P (h) | Loeny S IRl Lo enys
it is sufficient to prove that

23) [P (Je®ul - (ho @) Lo jgear-r) S [Tc@al - B o @ Lo@n oo, pr)-

Let 8, denote the family of all permutations of {zi, ..., z, }. Since @, is invariant
under any permutation, the function h o @, also inherits symmetry properties. To
clearly describe them, we give several definitions below. For j, k€ {1,...,n} with
j < k, welet 7j; denote the 2-cycle in 8, that interchanges z; and z;. For j=1,..., n,
we will also abuse the notation for 7 €8, and let 7(j) denote the index such that
T(Zj) = Z1(j)-

Definition 2.1 Let f be a function on D".

(1) f is called (j, k) symmetric if f(z1,...,2,) = fo Tjk(21,...,24), and is called
symmetric if f(z,...,2,) = f o Tjx(21,...,2,) forany j # k.

(2) f is called (j, k) antisymmetric if f(z1,...,24) = —fo7jk(21,...,2,) and is
called antisymmetric if f(zy,...,2,) = —f o 7jk(21,...,2,) forany j # k.

By the above definition, 4 o ®,, is symmetric while Joc @, is antisymmetric. There-
fore, the function J¢®, - h o @, is antisymmetric and |Jc®,| - h o ®, is symmetric.
Its also not hard to see that Ppu(Jc®@, - (ho ®,)) and P3,(Jc®, - (ho ®,)) are
antisymmetric and Pg, (|[Jc®,|- (ho @,)) is symmetric. Set

24) L2 (D" |Je®,[*?) = {f e LP(D",|Jc®,|*?) : f is antisymmetric},
(2.5) LE (D", [Jc®,[*P) := {f e LP(D", [Jc®,|*"?) : f is symmetric}.

LY (D", [Jc®,|*"?) and LE,, (D", |Jc®,|*"?) turn out to be equivalent to L? (G").

The next lemma gives the norm equivalence of L’ .(D",|Jc®,[>?),

LEm (D", |Jc®,[>P), and LP(G"). When p =2, this lemma can be viewed as a
special case of [Tryl3, Theorem 1].

Lemma 2.2 The following statements are true:

@) L2 (D", |Jc®,|*P) is norm equivalent to LP(G") via the mapping:

anti
n! f )
2.6 = ——]o¢;.
26) > (%)=
() LE,.(D",|Jc®,[*P) is norm equivalent to LP (G") via the mapping:
n! f )
2.7 = o¢j.
(2.7) f ]Zl ( Tean )Y

Proof We prove the statement for LY .(D",|Jc®,*?). The proof for

LY (D", [Jc®,[>P) is similar. We begin by showing that the mapping in (2.6)
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_f

is norm preserving. Since f is antisymmetric, the function ;-

(}W),,)O(/U:(]F>n)f)<ﬁ1c for any j, k and
fDn fIPJc®aPdV = [ =
_Zf,«sn Je®,
_i[n (]C(D )°¢j‘pdV

n! P
=(n)"? fGn ;(}Cén)ogbj

Note also that i — %](cq)n - h o @, is the inverse of (2.6), the mapping in (2.6) is onto
which completes the proof. ]

is symmetric. Thus,

av

4
Jc®,|*dV

By Lemma 2.2 and the fact that |Pg« (f)(z)| < P&, (|f])(2), the next two theorems
are sufficient to yield Theorem L.1.

Theorem 2.3  Ppn and P}, are bounded on LP (D", |Jc®,|*"?) for p € (2—" 2—")

n+l’> n-1

Theorem 2.3 appears as [C]Y23, Remark 1.5] with the same range of p.
Theorem 2.4 Py is unbounded on LY, ..(D", |Jc®,*"?) for p = 2.

Last, we reference below the Forelli-Rudin estimates on [D which will be used in
the proof of Theorem 2.4 (see, for example, [Zhu05] for its proof).

Lemma 2.5 (Forelli-Rudin) Fore<1landz €D, let

(2.8) aes(2) = f|1 d O dv(w),

ZW|2 e—s
Then:

(1) fors >0, as(z) is bounded on Dy
(2) fors =0, a.s(z) is comparable to the function —log(1 - |z|*);
(3) fors < 0, a.s(z) is comparable to the function (1-|z|*)°.

3 Proof of Theorem 2.3

While [C]Y23, Remark 1.5] sketches the proof of Theorem 2.3, here we provide all the
relevant details to make the article self-contained (see also [ZY, Corollary 6.1]). The
main ingredient of the weighted norm estimates of the positive Bergman operator
P over weighted L? spaces. On the unit disc D, the boundedness of Pp and Pj
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L? regularity of the Bergman projection on the symmetrized polydisc 7

on weighted L spaces is closely related to the Bekollé-Bonami constant of weight
functions. Let T, denote the Carleson tent over z in the unit disc D defined as below:

o T,:= {WE]D):‘1—Wé‘<1—|z|}forz¢0,and
o T,:=Dforz=0.

Bekollé and Bonami [BB78] characterized weighted L? spaces where Pp and Pj, are
bounded:

Theorem 3.1 (Bekollé-Bonami [BB78]) Let the weight u(w) be a positive, locally
integrable function on the unit disc D. Let 1 < p < oo. Then the following conditions are
equivalent:

(1) P:LP(D,u) — L?(D, u) is bounded.

(2) P*:LP(D,u) — LP(D, u) is bounded.

(3) The Bekollé-Bonami constant

By ) o sap L0V ) ([ w1 (0)dV () "~
P ' ze]g szdV(W) [Tde(W)

is finite.

Using dyadic harmonic analysis technique, various authors established quantitative
weighted L? norm estimates of the Bergman projection (see [HW20b, HWW?21, PR13,
RTW17]).

Theorem 3.2 [RTW17, Lemma 15] Let the weight function u be positive, locally
integrable on D. Then for p € (1, o),

max{1,(p-1)"'}
IPo Lo ou) < 15 Lo,y S (Bp(w)) .

Lemma 3.3 For a fixed point a € D, let u,(w) = |a — w|*"P. Then for any p € (4/3,4),
B,(up) S 1, where the upper bound is independent of a. Moreover, if we choose arbitrary
m points ay, ..., an, in D, and set

m
vp(w) =[] la; - w[>?,
j=1

2m+2 2m+2

then for any p € (°5%, #°52), B,(v),) S 1. Here, the upper bounds may depend on
constants m and p but are independent of a;.

-1/(p-1)

Proof We first consider the case of the weight u,,. Note that u, and u,, are inte-
grable on D if and only if p € (%,4). Then, it is enough to show that B, (|a - w|?) S 1
with an upper bound independent of a if both u, and u;,l/ P are integrable on D.

We consider the integral of u, and 1! P7Y over T, for arbitrary z € ID. Notice that
T,=Dn{w:|w- ﬁ| <1-|z|} is the intersection set of the unit disc D and the disc
centered at the point z/|z| with Euclidean radius 1 - |z|. A geometric consideration
then yields that the Lebesgue measure V(T,) of T, is comparable to (1 - |z|)>.

If |a - z| < 3(1 - |2|), then T, is contained in a ball B, given by

B,={weC:|w-a|<5(1-lz])}.
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8 Z. Huo and B. D. Wick

Thus,

-1

Jr. up(w)dV (w) (JT p’*<w>dV(w>)P

Jr. dV(w) Jr,dV(w)
[B lw—al>?dV(w) (fB |w — a|(P=2)/(p= 1)dV(w))
(-2

-1

_ 5[z ((p-1)(3p - 4) 7 (5(1 - |a]))Cp=/(2-D)?
(4-p)52P(1-[z])?P
__ (p-p
(4-p)(Bp-4)r!

provided u, and ul_,l/ (=D
for all w € T, and hence

S, tp(w)dV (w) (fT up’<w>dv<w>)

are integrable. If |a — z| > 3(1 - |z|), then |a — w| ~ |a — ]

-1

fTZ dv(w) fTZ dv(w)

la=zP frdviw) (la=z¢ /@D [ aviw) |\
~ sz dv(w) sz dvi(w)

=1

Since the upper bound obtained in both cases are independent of the choice of a
and T, we conclude that B,(u,) is bounded above by a constant if and only if
p € (4/3,4) and the upper bound is independent of a;.

Now we turn to the case of weight v,(w) = I17., [a; - w|>"?. By a similar proof
as above, B,(|a — w|(?"P)™) <1 for any p € (32 2m22) where the upper bound is
independent of a. Using Hélder’s inequality, we obtain for anyzelD

S vp(w)dV (w) ([T P"l(w)dV(w))

p-1

Jz.dV(w) Jr. dV(w)

. lﬂ[(IT’ la; - w|m - p)dv(w)) (fr aj - |m(p—2)/(p—1)dV(w))"n—"fP P
At Jr.dV(w) Jr, dV(w)

j=1

ya
S (ﬁ B, (|aj - w|m(2_P))) S 1.

j=1
Therefore, B,(v,) < 1 with upper bound independent of points a;. ]
With Lemma 3.3, we are ready to show Theorem 2.3:

Proof of Theorem 2.3 Since |Pp«(h)(z)|<P3.(|h|)(z) for any heL?(D",
[Jc®,|*7P), it suffices to show the boundedness for Pji,. Note that Jc®, (w) consists
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L? regularity of the Bergman projection on the symmetrized polydisc 9

of n — 1 many factors of each variable w;. When integrating with respect to the single
variable w;, only these n — 1 factors matter in Jc®,(w). Thus the boundedness of P},
on LP (D", |Jc®,|*?) for p e (2%, 2% follows from Fubini and Lemma 3.3 with

n+l’ n—-1
m=n-1. |

4 Proof of Theorem 2.4

We will first prove the theorem for the case n = 2, clearly illustrating the decomposi-
tion we use for Pp2. Then we dive into the case for general n where the decomposition
procedure and estimations are more complicated yet the same strategy applies.

4.1 The case for n =2

Note that Jc®, = w; — wy. To prove Theorem 2.4, we consider the decomposition
Pp> = T} + T} where
f(Wl,‘Wz)dV
D2 7'[2(1 - Z]V-Vl)(l - Z2W2)(1 - Z]WZ)(l - Zzwl) ’
(Z1 — Zz)(wl - Wz)f(wl, Wz)dV
D2 7T2(1 - Zlﬁ/l)z(l - Zzﬁ’z)z(l - ZIW2)(1 - Zzwl) '

(41  THf)(z22) =

(4.2) 7 (f)(z1,22) =

Lemma 4.1 T} is a zero operator on L .(D?, |w; — wo[>"P).

Proof Note that T2(f)(z1,22) is symmetric by its definition. For any f € L?_.(DD?,
w1 —w,|*7?),

le(f)(ZbZZ) = le(_f)(ZZ)Zl) = —le(f)(zl)zz),
which implies TZ(f) = 0. ]

By Lemma 4.1, Ppz = TZ on LY (D?, |w; — w,|*"?). So, Theorem 2.4 can be further

reduced into the following statement in the case n = 2.

Theorem 4.2 Tj is unbounded on LE (D%, |wy — wy|*"F) for p = 4 = 22,

anti
Proof Let T2 denote the operator given as follows:
T*(h)(2) = Je®2(2)) ' Ta(hjc®2)(2).
Then

(W —wy)2h(w)dV
D2 7'[2(1 - lel)z(l - Zzﬁ’z)z(l - Z]Wz)(l - Zzwl) ’

43)  T*(h)(2) =

and | T7]» @2, Jcds-r) = | |10 (D2,|jc,2) Provided one of the norms is finite.

anti " sym
Thus it suffices to show that T2 is unbounded on L, (D?, [Jc®,[*) for p = 4. For
s€[3,1), we set
1 1
+ .
n(l-swp)?  7(1-swy)?

hs(w) =
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10 Z. Huo and B. D. Wick

4

Then
! ! |W1—W2|2dV(W)

| hs7s (D2 |}~q>2\2):/ +
sym O 1E D2 | (1-swp)?  m(1-swy)?

1 2
S _ - 174 av
~ [D 41— swy|3 /}D Wi = wa"dV (w2)dV ()

© (1-9),

where the last equality follows from the Forelli-Rudin estimates (2.8). Note that the
kernel function of T? is anti-holomorphic in w variables and ki can be expressed in
terms the conjugate of the Bergman kernels:

Z 7T(1 “ow )2 = 7T(K]D)Z(($, 0), (Wl,O)) + K]D)Z((O,S); (0’ wz))) .
j

j=1
The reproducing property of the Bergman projection implies:

T*(hs)(2)

_ (W1 —W,) 2 1
B v/H;Z (1= zyw1)2(1 - 2ow2)%(1 = z1w2 ) (1 — 221) ; (1 -sw;)? viw)

s s

(1 - z15)2(1 - z25) " n(1-28)2(1-z5)

Thus

IT2(ho) 14,02 ey

s2 s? ! 2
= + z1 - 2|*dV(z
sz m(1-z15)2(1-z55)  n(1-225)2(1 - 215) [ - z"dV ()
1 1|4 s8|z) — 2]

(4.4) - fD 2

For fixed s <1,set U(s) = {zeD: Arg(1-zs) € (—%, %)} Then for z;, z; € U(s),

V(z).

+
l-—zis  1—zps| 41— zis|41 - zps]*

‘ 1 1 1

+ > .
l—z1s 1-zps| 21—z
Applying this inequality to (4.4) gives

1 1 4 81, _ |2 Z1 — 2|2
A ¥ Ta-nll gy, [ sl gy
D2 {1-z1s  1-zps| 741 - zis]4[1 — zps]* U2(s) |1 = 21|81 = zps[*
Since
Z1— 2 1 1

(1-2z15)(1 - z38) B s(1—z1s)  s(1-zs5)
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L? regularity of the Bergman projection on the symmetrized polydisc 11

we have

_ 2
/ _mmal Gy
U

2(s) |1 = z1s]8]1 — zps]*
2

! L av(z)

s(1—z15)  s(1—-2zas)

1
- [12(5) |1 - Z1S|6|1 - ZzS|2

1 1 1 1
= + —2Re————|dv
fm@ 21— z13[0]1 - 225 (|1—zls|2 TR e(l—zls)(l—izs)) )

1 1 1
2 + -2 dv(z).
fUZ(s) N-zis]f|l—z2s]?  [N-zs|f1-zas]* “[1-zs||1— 225 @
By realizing that [1 - zs| = 5|3 — z| and applying polar coordinates, one can obtain the
following Forelli-Rudin estimates (2.8) on U(s).
1-5)*9,  a>2,

1
dV ~ _1 1- 5 = 2)
[U(s) |1 - zs|® (@) og(1-5). a
1, a<?2.

We leave the details of its proof to readers as an exercise. Using these estimates,

fU ;dV(z) ~—(1-5)"log(1-s)

2(s) |1 - ZIS|8|1 - ZzS|2

[U ;dV(z) ~ ;dV(z) ~ (1-5)7°,

2(s) [1— z18]0|1 — z,s]* v2(s) 1= 21|71 = zp5)3

which implies that | TZ(hS)Higym(Dz,|I¢q>2|2) ~—(1-s)"%log(1-5s).

Ass -1,
172 (R 23, o2, pewate)
. 2 —log(1-s) — oo,
HhS HL‘S‘ym(DZ,UC(DzIZ)
proving that T2 is unbounded on L;’ym(Dz, Jc®, ). .

4.2 The case for general n

Like the case n = 2, our proof for general » also involves a decomposition of Pp« into
operators 1{" and T;'.

[icjcken (1= 2kwj) (1= 2jWi) = [icjeken(2j — 2 ) (W) — W)

" ngjskgn(l = ziw;) (1 - zW;))

HOIORNS
(4.5) x h(w)dV(w).

H15j<ksn (Zj - Zk)(wj - Wk)

D" 7" [Ticjeken (1= 26w;) (1= 2jWi)

T3 (h)(2) = (P = TY") (h)(2) =

(4.6)

h(w)dV(w).

Lemma 4.3 T/ is a zero operator on L? (D", |Jc®,[*~P).

anti
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12 Z. Huo and B. D. Wick

Proof Recall that 7; ; is the permutation that interchanges variables w; and wy, and
a kernel function K(z;w) on D" x D" is called (j, k)-symmetric in w if K(z;w) =
K(z7jx(w)). If K(zw) is (j, k)-symmetric in #, then for any antisymmetric
feLl (D", |Jc®,|*?), we have
[ K@@ n)dvn) = = [ Kot f(zxw)dv(w)
- fD K(zw) f(w)dV (w).

Thus operators with (j, k)-symmetric kernel functions in w annihilate
Lfnti(Dn’ |]C(Dn|2_p)-
For [ =1,..., n, we define the operator P; to be as follows:

_ Micjcrat (1= zjwi) (1= zkW)) Ticjcken,ici<ken (2j = 25) (W) = Wi)
P = [ 7 Tz (1= 2603) (- 2778)
(47) % h(w)dV (w).

Then P, = T} and P, = Pp». We claim that Pp» = P; on L?

P (D", |Je®,|*P) for all
I=1,...,n. Then T} = Ppn = P, = 0 on L? (D", |Jc®,[*"?). We prove the claim by
induction on I.

Let K; denote the kernel function of P;. When [ = 2,

(L=z1w2) (1= zoaW1) [icjcken, (k)= (1,2) (2) — 26) (W) = Wi )

Ky(zw) = 7 i
" [hejsken (1= 2iw) (1 - 2jwi)

Then

Ky (zsw) — Ki(z;w)
(A= ziw2) (1= zam) — (21— 22) (W1 = W2)) Ticjenan, (k)2 (1,2) (25 = 26) (W5 — Wi
- " HlSjSkSn(l_kaj)(l_ijk)
3 (1= ziw1) (1 = zaW2) [icjcken, (k)=(1,2) (25 = 2) (W = Wi )
- " [hejsken (1= 2kw;) (1 - 2jwi)
B H1§j<k§n,(j,k)¢(1,2) (zj =z ) (Wj — wy)
o s (U= ) T g (L 2)

It is not hard to check that K, — K is (1, 2)-symmetric in w which shows that P, = P,
on Lfnti(]D)n’ |]<Cq)n|2_P)-

Suppose that P, = P; on LY. (D", |Jc®,|*?) for | = m. We show that P,,,; = P,,

anti
on L2 (D", |Jc®,[>"?). Let R,, denote the power set

R :={3:7c{1,2,...,m}}.
Given J € R,,, let |J| denote the cardinality of J. For simplicity of notation, we set

aj=1-2z;w and bjx = (zj - z¢)(Wj — wi). Then for j#k, ajrar,j= ajjark +
b; . Note that
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L? regularity of the Bergman projection on the symmetrized polydisc 13

m m
H Ajm1Gm+1,j = H(aj,jaerl,erl + bj,m+1)

j=1 j=1
_ |91
= Z A+l m+1 HajJ H bk»m‘*'l‘
JeR jed keJe
We set
) = Al
p1(zW) = apy o [T T bromnr.
jed keJe
Then

m m
[Tajmaama;=]10-2jWwma) A= zmaw;) = Y, ps(zw).

j=1 j=1 JeR
Let K,,, and K41 be the kernel function of P,, and P,,.;, respectively, as in (4.7). Let
K,n,5 denote the kernel function
PJ(Z; W) Hj<kSm aj,k0k,j Hj<k,m+1<k bj,k

Kpg(zw) =
m,a (2 W) T Tl a0

We can express K,,, and K,,,4; in terms of K, 5 (z; w):

I jckem (1= 2jwi ) (1= 2kW;) T jck, mekc (25 = 26) (W) — W)
" ngk(l - Zij)(l - Zjﬁ/k)

p@(Z;w) Hj<k£m aj,kOk,j Hj<k,m+1<k bj,k

" [1j<k @jkak,j

Ku(zw) =

= K g(z;w),
and
[jckema (L= 2jwi) (1= 2eW)) Tk mark (25 = 2) (W) — W)
" ngk(l —zkw;) (1 - zjwg)

_ Ygew, PI(ZW) T jckam (1= 2jWi ) (1= 26W;) T jak, ma1<k (25 = 26) (W = W)

Km+l(z; W) =

" ek (1= 2w ) (1 = zjWi)

= > Kma(zw) =Kn(zw)+ Y. Kna(zw).
JeR,, F+JeR,,

We show that for any nonempty J € R,,, K, 5 is a linear combination of (j, k)-

symmetric kernel functions. Then for antisymmetric f € L? (D", |Jc®,[*"?),

Pun(£)(@) = [ Kna(zm)f(w)av(w)
:/D > Kma(zw)f(w)dV(w)

" JeR
= [ Kn(zi) fw)dv(w)
= Pu(f)(2),
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14 Z. Huo and B. D. Wick

which completes the induction and the proof of the lemma. When |J| > 1, there exists
j1, j2 €J,and
pi(zw) Hj<k£m aj,kak,j Hj<k,m+l<k bj,k

" [1j<k ajkak,j

|9
A1, m+1 erJ Ak, k Hjeﬂ‘ bj,m+1 Hj<k3m ajkAk,j Hj<k,m+1<k bj,k

" [l jck @,k Ak, j

It’s easy to see that K,, 5(2z; w) is (j1, j2)-symmetric.
Now we turn to consider the case when J = {j, }. Without loss of generality, we let
jo =1

K, g1y (W)
_ Py (Z;W) Hj<k§m aj,kak,j Hj<k,m+1<k bj,k
7" Tljck ajkak,j

m
am+1,mr1811 [Tz Bjome1 T jckam ik 0k,j Tl jak,merck ik

" Tj<k Ajkak,j

m
Ams1,m+101,1(A2,m41Am11,2 — az,zam+1,m+1) | bj,m+1 Hj<ksm aj,kGk,j Hj<k,m+1<k bj,k

" [j<k ),k Ak, j

m
Am+1,m+101,102,m+10m+1,2 [ [ =3 bj,m+1 nj<kgm aj kAk,j Hj<k,m+1<k bj,k _
= ” = Ko, 1,2y (23 W),
7" [1jck ajkax,j

where K, (1,5} (2 W) is (1, 2)-symmetric in w.
Since b3, i1 = A3, m+10m+1,3 = 43,3@m+1,m+1, We have

m
Am+1,m+101,142, m+18m+1,2 Hk=3 bj,m+1 Hj<kgm ajkAk,j Hj<k,m+1<k bj,k

" [ j<k @),k k.

m
Am+1,m+101,102,m+1Am+1,23,m+1Am+1,3 [ [ =4 bj,m+1 nj<k5m aj kAk,j Hj<k,m+1<k bj,k

" [1j<k ajkax,j

2 m
A +1,m101,102,m+1Am+1,203,3 [1§_g bjme1 [T jckem @5k k,j T jck,mar<k Ojk

bl
" [jck @),k Ak,

where the negative term above is (1,3)-symmetric in w. Repeating the above process
using the identity bj 41 = @jm+18m+1,j — @j,j@m+1,m+1 UNtil N0 bj 41 term left, we
obtain

m
Am+1,m101,1 [Tz Gk,mr10m,k Hj<k5m aj kqk,j Hj<k,m+1<k bj,k

" [1jck aj,kak,j

Km,{l} (Z; 1'{}) -

is a linear combination of functions that are (1, j)-symmetric in w. Since the function

m
Am+1,m+101,1 Hk:z Ak, m+1%m+1,k Hj<kgm aj kAk,j Hj<k,m+1<k bj,k

" [j<k aja,j

is (1, m + 1)-symmetric in w, we are done. ]
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L? regularity of the Bergman projection on the symmetrized polydisc 15

Since T = Pps on LY

P (D", |Jc®,|*7P|), the next theorem implies Theorem 2.4 for
general 7.

Theorem 4.4 T} is unbounded on LE, (D", |Jc®,[*"?) for p = 2.

Proof The proof for the case n > 2 follows from a similar argument as in the proof
of Theorem 4.2. Let T" denote the operator given as follows:

T"(h)(2) = (Je®u(2)) "' T3 (W ®s) (2).
Then
1<k (wj = wie)*h(w)dV

Dt 7" I_Ijgk(l -zw;)(1- zjwk)’

(4.8) T"(h)(2) =

and |32 (oo jjea,pry = =|T" ||Lsym(m>n,|]¢q>n|2) provided one of the norms is finite.

Thus it suffices to show that 7" is unbounded on Lfym(]D”, [Jc®,|*) for p = 2%
Recall that 8, is the set of all permutations of {z;,...,z,}. For s € (0,1), we set

1
@)= 2 FE e

Then h; is a symmetric function with
1 P
112y onpeony = . - w0y~ wiPdV ()
LEn (D7, |Jc @, ) n r;n -1 H7=11(1 _ T(WI)S)" 1§j1<_1!gn J
Micicren Wi = wil?
< f lgjniklsn| j k| dV(W)
© IS - wis|m?

Micickent [wj — wil?
S[ 1S]<nk_£1n 1| ! | dV(W],...,Wn_l)
Dt TS U= wys[np

[Ticjcken— lwj - wil® dV(wy,...,Wyo1)
(4.9) s [

H;l:—ll |l _ W15|2”_4 H?;f |1 _ W15|”P+4_2” '

To evaluate the integral above, we need an (n — 2)-step procedure to eliminate the
numerator of the integrand, i.e., we rewrite

[Ticjcken- 1(wj = wi)
175 (1 - wys)n2
Step 1. Recall that by partial fractions:

)

M5 (-ws) 5 @A- WJS)

S W
where ¢ = 55 L, (e Then
Mhjeken-1(w; - W") S Mhcjerena(wj = wi)
IS5 (1 - wys)n2 25" 2 (1= wj,s) TIES (1= wis) " TIED ke (w5, — W)

Downloaded from https://www.cambridge.org/core. 05 Jul 2025 at 18:41:27, subject to the Cambridge Core terms of use.



16 Z. Huo and B. D. Wick

Step 2. Now we focus on the jjth term in the sum above:

H1<j<k<n I(Wj - Wk)

s"2(1-wjs) [T]5 (1= wys)"3 T4 1k¢]1(Wj1 - wi)

Applying the partial fractions yields

1 L 1
2

-1
H111¢11(1 WJS) j=Lj*j n3(1_WjS)HZ=1,k¢j1(Wj1_Wk)

>

and

[i<jcken- 1(wj = wi)

st Z(I—les) 1—Il l(l_wls)n 3 Hk 1k¢],(wj1 - Wk

=1 jp=1
J2#ji
[Ti<jcken- 1(wj = wi)

X .
2175 (1= wjs)2 (1= wj, ) TTFS (1= wjs) "4 TS ey (Wi = wi) TIRS s jo (W = i)

Step 3. As in Step 2, we turn to the term with sub-indices (i, j,) in the sum above
and continue the process by doing partial fractions to

1
71 .
T2t je ooy (1= W)

Repeat this process. Then after n — 2 steps, we obtain

H1£j<k$n—l(wj - Wk) _ 5_%(n_1)(n_2) H1£j<k$n—l(wj - Wk)
H111z_11(1 —wys)"2 (W25 lne1) €8 uoy Hlsj<k5n—l(wl,- - wi,) H7=_11(1 - wy, )i
sgn((h,..., ln,l))s’%(”’l)(”’z)

n—1 _1-
(nslayers Iy ) €8s [T (1—wy,s)m 1t

(4.10) =

Here, sgn((l,...,1,-1)) is the sign of the permutation (I, .., l,_1).
Applying this identity to (4.9) and using the triangle inequality, we obtain

p
HhSHLfym(D",UCCD,,\Z)
[Ticjcken— lwj - Wk|2 1
< S T = wisPrs T =g O
s~ (n=1)(n-2) 1
S . dV(wi,...,Wn_
V. l)eSn 1_/[@" I 1‘1_Wlts|2n—2—2t T/ 1= wys|mp+a-2n (Wi Wn-1)

1
S dV(wi,...,wpo1).
Lo i s )
(4.11)
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L? regularity of the Bergman projection on the symmetrized polydisc 17

For p=-2%, np+2-2l>np+2-2(n-1)>2. Thus the Forelli-Rudin estimates

n-1’
(2.8) imply
! av
Jors T AV O 00)
n-1 1
T ) Voo
n-1 N
(4.12) R H(l — 5)_"P+21 _ (1 _S)—n -n
1=1
Hence || |? S(1- 5)*"2*%
Lfym(D"J]Cq)nlz) ~

Now we turn to compute T” (k). Let I denote the identity operator. For the variable
wj, let D,,; denote the partial differential operator

)
ij =1+ Wja—wj

For any k € N and holomorphic function f(w) = 3 e caw® on D",

(ij)kf(w): Z ca((xj+1)kw“.

aeN"
For each integer k > 2,
1 (o] [ee]
(l—k =Y (m+ Djas™wi' = Y (m+2)a((m+ Ds"wi"),
- st) m=0 m=0

where the Pochhammer symbol (m +2)x_, = (m+2)(m+3)...(m+k-1) is a
polynomial in m of degree k — 2. Thus, there exists a polynomial gx_, of degree k — 2
such that

1 1
e ) ()

For holomorphic functions f, g on D" with f(w) = ¥, cow® and g(w) = ¥, daw*®,

/an}ijZ(DWj)(g)de[Dn (%Cawa) (Zdanka((Xj"’l)wa)dV(W)

o j_

:ZC”‘d“ qu_z(ocj +1) [D)" |W|2“dV(W)
« j=1

- [ (an [Tas(a; +1)w“) (Zaent)avon

o j=1

@13 = [ TTaa(Du)(D0IEAV ().
j=1
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18 Z. Huo and B. D. Wick

Therefore, we have

T"(h)(2)
_ /‘ Hlsj<kSn(wj —wi)? Z 1
D 7 [Ty (1= 2 Wim) H?,k:l(l - ijk) 7€8, H;:ll(l - T(Wj)s)n

Micjeken (W) = Wi)? =
= f 1j<k ! k Z HQrﬁZ(CDT(wj))

D 7" Tl (L= 2 W) T ka (1= 2j00k) 55, ot

y (;)dV(w)

m(1-1(wj)s)?

n-1 [i<jeken (W) = Wi)? )

= n— DT wj n A " v
Jo & Mo (o e e

T€S, j=1

dv(w)

1

X ( -1 - )dV(w)
a5 (1= 7(wj)s)?
/11;)" 2 ﬁ qn-2(D(w;)) ( [icjcken (W) = Wi) )

€8, j=1 " et (1= 2 Wi ) H?,k:l(l - ijk)

x Kps (w3 7(s,...,5,0))dV(w)

Z ﬁ‘h—z(@ ())( H1§j<k£n(wj_wk)2 )

€8, j=1 " e (1= 2 W) H?,k:l(l - ZjWk)

w=1(s,...,5,0)
We claim that there is a constant ¢, such that
ﬁq (D )( [igjcken (W) = k) )
2 V. Z -
T T (U= 2 ) T (1= 20
Cnsn(n—l)

I (1= 7(zm)$) T (1= 205) "1

w=1(s,...,5,0)

(4.14) =

By symmetry, it suffices to show (4.14) for the case when 7 is the identity map, i.e.,

H15j<kgn(ﬁ’j B wk)z )
nnl an:1(1 - mem) H;l,kzl(l - wak)

Cnsn(n—l)

[T (1= 2ms) T (1= zi8)m

ﬁ%z(@wj)(
j=1

w=(s,...,5,0)

(4.15) =

Setd; = aiw,-' For a multi-index1= (I,...,1,),set &' = 3" ... . Then by the product

rule, Dﬁ,f =¥k, ck,,w]’.aj.. Therefore

n-1 n-1fn-2 _7. -
1_!%—2(9%) = H(lzodljw;"a;’) = Z dll ...d,nflv'vlal,
J= i=

j= j=1 \ ;= 1{0,1,...,n—2}n"1
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L? regularity of the Bergman projection on the symmetrized polydisc 19
for some constants d;,. Note that for 1 = (I;,...,l,-1) € {0,1,...,n - 23
-1( g jckan (W) = Wi)? )
" et (L= 2 W) H?,k:l(l —ZjWk)

can be expressed as a linear combination of terms of the form

i _ 1
o™ () = i)’ 8““( z o) IT. ; )
B e S

where m = (my,...,m,) with m;<[; for all j and 1-m= (L, —my,..., 1,1 -
m,,_l).
Since [; < n - 2 for each j, the sum

Im|=Y"m;<> ;< (n-1)(n-2).

Thus, the polynomial 3'“(1_[15j<k5n(17vj —Wy)?) is of total degree n(n—1)— |m|
which is at least n(n—1)-(n-1)(n-2)=2(n-1). Note also that for w =
(s,...,5,0), the factor (w; — wy) # 0 if and only if either j or k equals . It is not hard

to see that the polynomial []}Z] () — w,)? is the only divisor of g jcken (W) = Wi)?
that has degree at least 2(n — 1) and does not vanish at (s, ...,s,0). Hence,

6_’m( [T —Wk)z)

1<j<k<n

0
(55...,5,0)

ifand only if jm| = (n - 2)(n —1),i.e,m = (n—2,...,n —2). In this case, we have

n-1 é;l_z ( 1—[ (W] _ wk)Z)

j=1 1<j<k<n

n-1
=Cn H(Wk - wn)2|(s ..... 5,0) = Cnszn_2
(55..255,0) k=1

for some constant c,,. Therefore,

T r2(Ds) Miejeken (7 = 1)’
i j an—1 nm:l(l — mem) H;l,k:1(1 - ZjWk) F=(5,0005,0)
Z d d Wlél H1§j<k§n(wj - 1’i’k)z ‘
= ll Tt lnfl — n - n -
1€{0,1,...,n—2}n"1 ot Hm:l(1 - Zme) Hj,k:l(l - ijk) W=(55..,5,0)

(BT (957205 7) (Migjeken (7~ #0)°)
" e (1= zmWm) H?,k:l(l - ijk)
~ A"l c,s" (7D
:1”—:11(1 - st) H?=1(1 - le)n_l )
(4.16)

w=(5s,...,5,0)

which proves the claim (4.15) and gives

(417) " (he)(2) = Y dicsens” )
' T L T (1 t(zm)s) T (1 zis) 1
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20 Z. Huo and B. D. Wick

We next compute the norm of 7" (k)

i P
H T (hs)(z) “Lfym(D"sl]C(D"lz)

dr-1 " n(n-1) p
= f Z n—1 n2n? n - H |Zj - Zk|2dV(Z)
D" s, [l (1= 7(2m)s) T (1 - z15)" 1<j<ksn
dP('Z'—l)C,zspn(n—l) 1 p
= T — lzj - zx2dV (2).
D H?:l |1 - le|p(n—1) 7€8, Hm=11(1 - T(Zm)s) lgjl}gn !
(4.18)
Set

U (s) = {w €D Arg(1-ws) € (_6(11”— GrEn )}

Then for any z = (21,...,2,) € (Up(s))" and 7€ §,,,

1 T
Arg{n”m;ﬂ 1- T(zm)s)} € (_E’ 3)’

which yields that

Z 1

€8y (- 7(zm)s)
Using this inequality, we have

I 7" (ko) (2) 7

Lfym(Dn’UC(bnlz)
p(n-1) p pn(n-1
dr Cnsp( )

" Jon T, 1= 2P GD

2

T = zms|

1 P

re, T (1= 7(2m)s)

[1 lzj-zl*dv(z)

1<j<k<n
1 1 P
Zf - 2 — 2PV (2)
Ua()" TI7y 1= zgs[p D) ZS: 12241 - (2m)s) ISJ.I:,(Isn J
Mhcicken |2i — z|?
> f _ 1<j<k< |n] k| dV(z)
(Un()" TIn ) 1= zps|? TI1L, 1 - 2ps]P (D)
H i zZi—Z 2 1
_ f InS]<ksn| j k| . _ _ dV(z).
W) Ty 1= 205D 1524 1= 2s]2 TIT, |1 = 2g]p(n-D-2(n-1)

(4.19)

By a similar (n — 1)-step partial fraction procedure, we obtain the following analogue
of (4.10)

H15j<kSn(Zj_Zk) _ Sgn((ll,...,ln))s‘%”(”—l)
[, (1—zs)n1 (b T)es. 17, (1—z,s)"
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L? regularity of the Bergman projection on the symmetrized polydisc 21

Hence (4.19) becomes

17" (he)(2)]I5

L{ym(Dn>|]C®n ‘2)

S f [icjcksn |7) — 2z dv(z)

(e T 1= 2P0 T L= zmsl? T L 2ysfp (=D -20mD

<),
(Un(s))"

(4.20)

2

sgn((l,...,1n))
(oyes, i (L= 21,8)"*

dv(z)
[Tyoi L= zms|P T, [L = 2zgs[p(n=D=2(n=1) .

We further restrict our region of integration to obtain more precise estimates. For
je{l,...,n}andse (1-(5n!)72",1), we set
I
<lp,
s

z— -

Un(s.) = Un(s) {2 (5 (1-9) <

and set U(s) = U, (s,1) x Uy (s,2) x -+- x Uy, (s, n). It is worth noting that we imple-
ment a positive lower bound 1- (5x1!)™%" for s here so that U,(s, j) is nonempty
and U(s) is asymmetric in its components. As the reader will see, we need this extra
restriction for s but not when #n = 2 since in higher dimensions, the desired integral
estimates cannot be achieved solely by Forelli-Rudin estimate. The asymmetry of U(s)
is also used.

By a polar coordinate computation,

f dv(z) _ & f dv(z)
=s 2
Ua(s,j) |1 - zs|k Un(s.j) |z — 571K
-+ [ A r*drdo
—ﬁ (5n!)%i(1-s)
jud i(2— _k
(4.21) _ ) 3sk(k-2)(n-1) ((5”!)2](2 k)(l - 5)2 -1) k>2 .
—352(7:,_1)(2j10g5n! +log(1-5s)) k=2

For functions f(s) and g(s), we write f(s) ~ g(s) if

lim & =1

=1 g(s)
Then, (4.21) yields

n(5n) Y0 (1_5)2k

(422) [ v ~{—w<k—2><n—n k>2
U,

R

Recall that for 7 € §,,, we let 7(j) be the index satisfying z(j) = 7(z;). For p = 2%, the
triangle inequality and Cauchy-Schwarz inequality implies
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22 Z. Huo and B. D. Wick

sgn((l, ..., 1)) 1
f % 1 nn,, o - D2 —l)dV(Z)
(Un(s))" | {es, thl(l_zf(t)s) [Tzt 1= Zms|P TTiy |1 = zys]p(n-D)=2(n
2
sgn((l, ..., 1)) 1
2] Z % 1 nnit — - TEE _l)dV(Z)
U(s) | 7es, Ht:l(l_z‘l’(f)s) Tzt 1= Zms|P TTjy |1 = zys]p(n-D)=2(n
2
> f _ 1 Iy s%n((ll,...,l,,))
Us) | Ty 1= zes]2n20 s, [T (1= 27(p)s)""
T#]

dV(z)

H:1_:11 - Zm5|% [T/ - zis?

>[ 1 Z n!
T Jus) | Tz 1= zes?2 [Tty 1= zo(ys?m=2

1€8,
Tl

dv(z)

X
H:1_:11 - Zm5|% [T/ 1= zisf?

J e
~Jue) | T [ - 22t 1, |1 zes2r27(0)

7€8,
Tl

dv(z)
— 2n N
[T [ = 2| Ty 1= 2282
We claim that in the integral above, the first term will dominate the rest terms, and

thus determines the size of the entire integral. We start by showing that the first term
dominates the sum of those terms with 77! (n) # n. Note that

/‘ dv(z)
UGs) T10, 1= zgs2r=27" O 124 1= zps = [T, -z

- f dv(z)
U(S) |1 = zys2r+2-20 () T4 [1 = 2] 30427207 ()
dV(Z ) n-l dV(Z )
(423) = [ 2n+2712‘r_1(ﬂ) H f — m . .
U, (s,n) |1 - Zn5| m=1 n(s,m) |1 —Zps w27 (m)

Since 1<m<n-1, the denominator factor |l—z,s| in (4.23) has power
strictly greater than 2. The factor [1-z,s| has power 2 only if 77'(n) =n, or
equivalently 7(z,) = z,. By the Forelli-Rudin estimates (2.8) and the fact that

(YD), .. )y = {1 n),

f dv(z,) ’ﬁ f dV(zy)
Un(s,m) |1 =z, s[2n+2-2071(n) - & Sy, (s,m) - 2 422771 (m)

v S|2n1
mS| "
{(1—5) ni=n (n) +n

e ORT

(4.24)
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Thus, for s sufficiently close to 1, the integral in (4.23) with 7(n) = n dominates the
ones with 7(n) # n. Therefore, we can further assume that

v | 2T 2P~ 2 T -zl 2O
T(n)#n

x dV(Z) >0

HZ_:ll 1= 2zps = H?:l 11— zs]? -

which implies

/ 1 - n! dv(z)
u(s) | T [1 = zesPm2 T (U= 2esPr=2 O Tt 1= 2| T, 1 - 222

€8,
T#1

1 dV(zm) ol n'dV(zm)
: EHfU( —zLH‘ZHf S
s,m) ‘1 |n_1+ m U,(s,m) ‘1—Zm5|n—l+ 1(m)

m=1 T€8,_; m=1

[£34
y f dV(za)
Ua(son) |1 = zns|2

(4.25)

Now we turn to show that the positive term in the last line of (4.25) also dominates
the rest terms. Since all these terms share the same z, part, the estimate (4.24) is
no longer able to distinguish one from another. Thus here, we will make use of the
asymmetry of U(s) in z; variables to prove the claim.

By (4.22), we have
- Ji dV (zn) nd Sty 03D (1 g2 O
i JUs(om) [ - g, 5|35 +2 2(m) 35 20 m) (22 _27-1(m)) (n - 1)

~ ﬂn—l( —S) n* (51’1') —2n n-1 (5n|)4m171(m)

T 3n- lsn2+n+2(n_1)n Lt 2n2 —21‘1(m))
ﬂn—l(l_s)fnz—n(sn!)—Zn (Sn!)4zm=1m‘r Y(m)

= 3n—lsn2+n+2(n _1)n—1 H:;lq_:ll(% —2m) .

(4.26)

Hence, for any permutation 7 € §,,_; with 7 # I,

-1 dV(Zm)
=1 fU,,(s,m) ez s\n 1*2 2m n1, 2 -1
(4.27) Fi (5nt)* Ema (om0 5 (an)*,
=1 fU,,(s,m) ‘1 S‘ﬁ+2 2771 (m)

Here Y."" (m? — mt™'(m)) > 1 follows by Cauchy-Schwarz inequality and the fact
that the sum Y% (m? — m77'(m)) is an integer. Substituting these estimates into
(4.25), we finally obtain
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24 Z. Huo and B. D. Wick
/‘ dvi(z,)
Un(sin) |1 = z,5]?

n-1 n-1 |
y % I fU dV(Z,) — ] f n.d;(z,_,,)_1
n(s,m) |1 _ +2-2m U, (s,m) |1 _ Zm5|”*1+2 2771(m)

m=1 ZmS| 1 7€8 -1 Mm=1
dv(z,) = dV(zy) 1 n!
Z f _ n2 I_I f J _ 5 Z 14
Un(s,n) |1 = 282 ;2 J U (s,m) L= zys|?5t22m \ 2 5, (4n!)
1 dv(z,) 5 dV(zm
> —f aviz.) Hf # v —(1-5)™" "log(1-s),
4 Ju,(s,n) |l - Zn5|2 e J Un(s,m) |1 — Zps 2 42-2m
(4.28)
S 1. . o p _n-
which implies that | T" (k) HLfym(D",Uc%lz) 2 -(1-s)7" ""log(1-s). Thus
T p
HTn(hS)HLfym(D”,UC(DnP) S
P 2 —log(1-s) - o
Ihsls  on reoury
as s — 1, proving that T" is unbounded on L%, (D", |Jc®,|*) for p = 2. ]

5 Some remarks

1. In [HW20a], we studied weak-type estimates of the Bergman projection on the
Hartogs triangle and showed the projection is of weak-type (4, 4) but not of weak-
type %, %) These results together with the Marcinkiewicz interpolation also recover
the sharp L? regular range (4, 4) for the projection on the Hartogs triangle. Similarly,
weak-type (p, p) estimates of Pg» when p = nz—l‘l could lead to an alternative approach
for Theorem 1.1.

2. In [C]JY23], Chen, Jin, and Yuan obtained the Sobolev L? boundedness for Pg
from W*?(G) to some weighted W*? spaces for p > 2. With L? irregularity results
obtained for Pga, it would be interesting to investigate the W*? (ir)regularity for
Pgn. In addition to estimates for Pg«, one may further consider L? boundedness and
compactness of operators that are related to the Bergman projection, such as Toeplitz
operators and Hankel operators.

3. The symmetrized polydisc G" can be viewed as the quotient domain D" /S,,, where
8, is the group of permutations of variables acting on D". It is interesting to see
whether our method can be generalized to obtain similar results on other quotient
domains of D". For instance, the L? norm of Pg« is equivalent to the L? norm of
Ppn over LE (D", |Jc®,[*?), a subspace of L? (D", |[Jc®,[>~?) that is related to 8.
On this subspace, we are able to construct the operator T} which equals Pps. It is
interesting to see if such a proving strategy can be abstracted to work for general

quotient domains.
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