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Quantitative Sobolev regularity of quasiregular maps

FrRANCEscoO D1 PriNiO, A. WALTON GREEN and BRETT D. WICK

Abstract. We quantify the Sobolev space norm of the Beltrami resolvent (I—uS) ™!, where S is
the Beurling—Ahlfors transform, in terms of the corresponding Sobolev space norm of the dilatation
1 in the critical and supercritical ranges. Our estimate entails as a consequence quantitative self-
improvement inequalities of Caccioppoli type for quasiregular distributions with dilatations in W2,
p > 2. Our proof strategy is then adapted to yield quantitative estimates for the resolvent (I —
uSq)~! of the Beltrami equation on a sufficiently regular domain €2, with u € W1P(Q). Here, Sq
is the compression of S to a domain €. Our proofs do not rely on the compactness or commutator
arguments previously employed in related literature. Instead, they leverage the weighted Sobolev
estimates for compressions of Calderén-Zygmund operators to domains, recently obtained by the
authors, to extend the Astala—Iwaniec—Saksman technique to higher regularities.

Kvasisddnnoéllisten kuvausten suuruusarviollinen Sobolevin sdinndllisyys

Tiivistelma. Téssi tyossi arvioidaan Beltramin yht#lon ratkaisumuunnoksen (I—uS)~! Sobo-
levin avaruus -normin suuruutta venytyskertoimen p vastaavan Sobolevin avaruus -normin suhteen
kriittisessa ja ylikriittisessa tilanteessa. Témén seurauksena saadaan arvio kvasisdannéllisen distri-
buution Caccioppolin-tyyppisessé itseparantuvuusepayhtalossé esiintyville suureille, kun venytys-
kerroin kuuluu luokkaan WP ja p > 2. Sama todistusstrategia mukautuu sitten my®s riittavin siin-
nollisessi alueessa 2 asetetun Beltramin yhtilon ratkaisumuunnoksen (I — uSq)~! suuruusarvioin-
tiin, kun u € W1P(Q). Téssé Sq on muunnoksen S rajoittuma alueeseen ). Todistukset eiviit nojaa
aihepiirin aiemmassa kirjallisuudessa kiytettyihin kompaktisuus- tai ristierotusmenetelmiin. Niiden
sijaan hyodynnetdén kirjoittajien hiljattain todistamia, alueisiin rajattujen Calderénin—Zygmundin
operaattoreiden painollisia Sobolevin arvioita, joiden avulla Astalan, Iwaniecin ja Saksmanin me-
netelmé yleistetdén korkeampaa sdannoéllisyytta koskevaan tilanteeseen.

1. Introduction

For K > 1, a K-quasiregular map f in VV&?(C) is a solution of the Beltrami
equation

(B) 9f(z) = (2)0f(2), =2€C,
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where p, the dilatation, or Beltrami coefficient of f, satisfies

K-1
1.1 =k= < 1.
(1) il = k= T

The assumption (1.1) forces (B) to be an elliptic PDE. Hence, for p compactly

supported there exists a unique principal solution f in VVJ)CQ(C) which is normalized
at co by

flz)=2z+0(z"")

and is in fact a homeomorphism. An important feature of K-quasiregular maps
is their self-improving regularity. First, they automatically belong to the smaller
Sobolev space I/VliCp(C) for p up to, but not including, the upper endpoint px > 2 of
the critical interval Ig, cf. (1.2) below. On the other hand, if f belongs to W,24(C)
for some ¢ < 2, equation (B) may be interpreted in the sense of distributions, see
(1.6) below in which case f is termed weakly K -quasiregular. And in fact, weakly
K-quasiregular maps in I/Vlicq(C) are K-quasiregular if ¢ is larger than or equal to
the lower endpoint ¢x < 2, again cf. (1.2). Excluding the endpoint case discussed
below, both facts follow from Caccioppoli inequalities, in turn a consequence of the
invertibility of the Beltrami resolvent on LP(C) for p in the critical interval

2K 2K

1.2 I = _ _
( ) K <QK7pK)7 qK K1 Pk

K—-1
which was established by Astala, Iwaniec, and Saksman in [3| relying upon the fol-
lowing key results.

(1) Astala’s area distortion theorem, [1], that is, the principal solution belongs
to VVhljf for p < px. As a consequence, suitable powers of its Jacobian deter-
minant are Muckenhoupt A, weights.

(2) The Coifman—Fefferman theorem from harmonic analysis, [9], namely that
Calderon—Zygmund singular integral operators are bounded on the weighted

LP(w) spaces, 1 < p < oo, if and only if w belongs to the Muckenhoupt class
A

"
The second point arises in connection with the Beurling—Ahlfors transform S, namely

the Calderon—Zygmund operator defined for f € C5°(C) by

(1.3) SF(2) = — L 1im )4, sec
T e—0 €<\z7w\<% (Z - w)2

As a consequence of LP(C) estimates, 1 < p < 0o, as well as weak-L! estimates for
maximal truncations of Calderén—Zygmund kernels, the above limit exists for almost
every z € C, when f € LP(C) and 1 < p < co. Furthermore S extends to an isometry
on L?(C), and intertwines the 9 and 0 derivatives; see (2.1) below. Given yu satisfying
(1.1), we refer to the operator (I — uS)~! as the Beltrami resolvent. The general
argument of [3] is to recast the norm estimate of (I — uS)™! as an a priori estimate
for an inhomogeneous Beltrami equation, which, by changing variables, amounts to a
weighted estimate for the 0 equation, with weight given by an appropriate power of
the Jacobian of the principal solution. Therefore, utilizing S, the a priori estimate
is a consequence of (1) and (2).

The operator I —puS fails to be invertible on LP(C) at the endpoints of the interval
(¢r, px ). However, in essence quantifying point (2) above, Petermichl and Volberg
[24] obtained the sharp estimate ||S||.o(co)rrcw) S (WA, for 2 < p < oo, which
allows to approximate the endpoint case and obtain that I — uS remains injective

S
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at the upper endpoint. By duality, this implies that weakly K-quasiregular maps
belonging to W9 (C) are in fact K-quasiregular. Interestingly, the Petermichl-
Volberg theorem was one of the motivating factors behind the question of sharp
dependence of the LP(w)-norm of a generic Calderon-Zygmund operator on the A,

weight characteristic, culminating in Hytonen’s celebrated result [19].

1.1. Sobolev regularity of planar Beltrami equations. This work focuses
on the case when p has greater regularity, say in addition to |||l < 1, |Dp| =
|0p| + |0p| belongs to LP(C) for some 1 < p < oo. Clop et al. [7] have proved an
analogue for Sobolev spaces which first generalizes the notion of a weakly quasiregular
map to a distributional quasiregular map, which means f is only required to be in L{ _
for some 1 < ¢ < oo and satisfies the distributional version of the Beltrami equation
(B); see (1.6) below. Their strategy is to prove the desired self-improvement estimates
first for quasiconformal f which are then extended to distributional quasiregular
maps by factorization and the classical Weyl lemma, that holomorphic distributions
are holomorphic functions a.e. We refer to [6, 8, 27, 5, 10| for related works on higher
order regularity of quasiregular and quasiconformal maps in the complex plane.

Our first result is a quantitative version of [7] in the critical and supercritical
range, which we obtain as a consequence of weighted WP bounds for the Beurling—
Ahlfors operator, in consonance with the strategy of [3] for the zero-th order problem.

Theorem A. Assume the dilatation p € L*°(C) N W12(C) satisfies (1.1) for
some K > 1. Then, for each 1 < r < 2,

(1.4) (1 = psS <1

) HWLT(CHWLT(C) ~

with implicit constant depending exponentially on K, ||p||w12(c) and m If
in addition p € WP(C) for some 2 < p < o0,

(1'5) H(I - MS)_lHWI,p((C)_)WLp((C) S 1+ HMH%/VLP((C)

with implicit constant depending exponentially on K, ||jt|lw1.2c) and max {I)%Q,p}.

In the critical case (1.4), one cannot hope for I — uS to be invertible on W?(C)
because in the corollary below, (1.10) fails for p = 2. Indeed, from |7, pp. 205-206],
one can consider the quasiregular distribution ¢(z) = z(1 — log |z|) which does not
belong to W;>?(C), though its Beltrami coefficient, ju(z) = L— does in fact

Toe = SToala =1

belong to W2*(C).
Quantitative self-improvement of quasiregular maps is often expressed through
Caccioppoli inequalities (see the survey [21] or [2, §5.4.1]). In our case, Theorem A

implies the following Caccioppoli inequalities for quasiregular distributions (see (1.7)—
(1.10) below). Given an open set Q and p € W,'7(Q) N L=(Q), say f € L21(Q) is

loc loc

a p-quasiregular distribution if its Beltrami distributional derivative (0 — pd)f = 0.
Precisely , following e.g |7, p. 200], by this we mean that for all ¢ in C§°(Q2),

(1.6)  (Of = ndf, ) = = (f,00 = 0(w)) = (f,00) — (fop, ) — (fu, o) = 0.
Corollary A.1. Let € L™(Q) N W,52(Q) satisfy (1.1) for some K > 1. Then,
for2 < g < oo, f € L (Q) satistying (1.6), and any n € Cg°(£2),

loc

(1.7) (D f)ze S WD) flze;
(1.8) forall 1 <r <2, [n(D*f)c- (D) fller + I(D)D )l + 1(D*n) fl| -
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In particular, f € W2'(Q) for every r < 2. If furthermore, i € W,-"(Q) for some

loc

p > 2, then, for 25 < q < oo, f € Ly, () satisfying (1.6), and any n € C§°(%),

loc

(1.9) (D) ze S WD) fllze;
(1.10) forall 1 <v <p, |In(D*f)llzr S 1(DO0)fll-+Dm) D)+ 1(D*n) f -
In particular, f € W2P(Q).

loc

Experts in the area will readily observe that without the precise dependence
on [|pt|lwi2(cy we provide, the inequalities (1.7) and (1.9) follow from the fact that
W12(C) embeds into the space of functions with vanishing mean oscillation, or
VMO(C), together with the invertibility of I — uS on LP(C) for every 1 < p < oo
whenever u € VMO(C), see |3, Theorem 5|. However, by sharpening the assumption
to 4 € WH2(C), we establish, in Lemma 2.3 below, a quantitative version of this
result which is a crucial step in Theorem A and Corollary A.1. The conclusion that
quasiregular distributions in L{ (£2) self-improve to membership in VVI?)(:"(Q) for ¢ and
r in the above specified ranges is one of the main results of Clop et al. in [7]. However,
the Caccioppoli inequalities (1.8) and (1.10), with the precise implicit dependence on
the local regularity of p inherited from (1.4) and (1.5) in Theorem A are new to the
best of our knowledge. Theorem A and the Caccioppoli inequalities are proved in §3,
and rely on a Moser-Trudinger estimate for the Jacobian of the principal solution to

(B) with p € WL2(C).

1.2. Global Sobolev regularity of Beltrami equations on domains (2.
Theorem A was actually uncovered in our attempts to address a more delicate prob-
lem, the invertibility of I — uSq, where Sq is the compression of the Beurling—Ahlfors
transform to a bounded Lipschitz domain €2 C C defined by

(Saf,g9) =(S([1a) 1ag), [f.9€C(C).

In [12], we developed new T'(1)-type theorems and weighted Sobolev space estimates
for Calderon—Zygmund operators on domains, a broad class which includes compres-
sions of global CZ operators. In particular, together with past work of e.g. Tolsa
[30], the estimates of [12] uncover the precise connection between boundary regular-
ity of €2 and weighted Sobolev estimates for Sg. In this article, this connection is
exploited to extend the resolvent strategy of [3] to the Sobolev case and obtain the
first quantitative Sobolev estimate for (I — uSq)™".

The compressed Beltrami resolvent (I — uSq)~' is connected to the Beltrami
equation (B) for dilatations p whose support is contained in € and belonging to
W1P(Q) for some p > 2. The Caccioppoli inequalities of Corollary A.1 imply that
any solution f to (B) with g of this form belongs to W;>?(€). Thus, the interest is in
global regularity, i.e. whether f belongs to W*P(Q). This problem is even of interest
when f is the principal solution, in which case one has the representation from |2,
p. 165],

(1.11) of = (I — uSqa) tp.
Furthermore, since Of = So(0f) by (2.1) below,
1 w200

(1.12)

S (1 + ||SQ||W1,p(Q)_>W1,p(Q)) H(IQ - ILLSQ)_leLp(Q)_)WLP(Q) HNHWLP(Q) :

The first factor, the norm of Sq on the Sobolev space WP(€) is now well-understood
in the supercritical range in terms of the boundary regularity of €, see [11, 30, 26].
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1
In fact, by these results, it is quantitatively equivalent to the Besov space B;,;E(ﬁﬁ)
norm of the boundary normal of €2; see Definition 4.1 below. Accordingly, we say {2
is a B, domain if this boundary regularity condition is satisfied.

The second factor in (1.12) is our chief object of interest. While quantitative
estimates of this norm appear to be unavailable in past literature, several results
of qualitative nature have been obtained through methods in antithesis with those
developed herein. Initially, invertibility of I — uSq was studied in the Holder scale in
[23] and subsequently extended to the Sobolev and Triebel-Lizorkin scales, [10, 26,
28, 4]. These works all share the Neumann series blueprint initially introduced by
Iwaniec in [20]. The main ingredients are unweighted bounds for Sg on smoothness
spaces, established by means of unweighted T'(1)-type theorems.

The apex of this line of attack was a pair of papers by Prats in |26, 28], sharpening
the result of [10], and establishing among other results the remarkable qualitative fact
that I — uSq is invertible on W'P(Q) assuming only that Q is a B, domain.

Theorem B. Let p > r > 2, and @ C C be a bounded simply connected B,
domain. Let u be supported in €, satisfying (1.1) for some K > 1, and in addition
p € WhHP(Q). Let f be the principal solution to (B). Then, for O = f(§) and
w=|Jf,

(T = Sa) wssiyowirer < 0 [ISolwisomwrsowm + 0 (14 1)
=1+ 0], + 12

The implicit constant depends double exponentially on ||,u||W1,T(Q), max {f12>p}> K,
|£ell1.2(q): and the Dini character of O and (L.

Using the novel weighted 7'(1) theorems on domains established by the authors in
[12], and the relationship between these testing conditions and boundary smoothness
developed in [11, 30], [[Sollyw1s(0w)ywir0w) can be quantitatively controlled by
|O]| By (see Lemma 4.3.iii below) for any € > 0, yielding the following corollary.

Corollary B.1. Let p, r, ), u, f, O, and € be as in Theorem B. Then, for any
e >0,

11 = 1Sa) M lwrs@wiow) S € 1005, + 6 (14 lliyae )|

The implicit constant depends on the same parameters of Theorem B, as well as e~ L.

Let us provide a more specific description of the relation between Theorem B, as
well as Corollary B.1, and the results of [28]. In particular, [28, Theorem 1.1] tells
us that if Q € B, and p € WHP(Q), then the principal solution f lies in W?2?(Q).
Standard trace results [15, 31| then entail that O = f(Q) is a B, domain as well,
which in turn is qualitatively equivalent, see Lemma 4.2 below, to Sp: WP(O,w) —
W1?(O,w), where w is as in Theorem B. Thus, Theorem B holds under the same
assumptions as |28, Theorem 1.1, n = 1|, and may be viewed as a strict quantification
of that result. Furthermore, Corollary B.1 replaces the analytic condition on Sp with
a fully geometric testing condition on O, namely its membership to B, for some ¢ > p,
thus providing an explicit dependence on the data p, ) and O.

We close this introduction with a circle of questions motivated by Corollary B.1.
First of all, a crude version of Corollary B.1 with ¢ = 0 can be obtained without
weighted estimates at the price of exponential dependence on the data [[€f|,; and
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|Ol|g,; cf. Remark 4.4 below. It is thus natural to ask whether a version of Corol-
lary B.1 holds with ¢ = 0 and uniform polynomial estimates in the sharp Besov
norms on 2 and O. This would hold if the Jacobian power w were an A;(O) weight
polynomially in & and ||p||w1.r(q), and [[Sol1||w1e@,0) Were controlled by a constant
depending only on [v]a, (o) and on the B, character of O. The latter statement for
v = 1 is the content of [11, Theorem 1.1], whence it is legitimate to ask whether
Lebesgue measure can be replaced with a generic A; weight therein, and whether a
full analogue of Corollary B.1 holds for ¢ = 0.

Furthermore, let us propose a strategy for removing the dependence on the auxil-
iary W1 -norm of i in both Theorem B and Corollary B.1. It is introduced to obtain
bilipschitz estimates on the principal solution GG of an extension of x4 in Proposition 4.8
below. A bound on the Lipschitz constant of G' (and G~! after a change of variable;
cf. [2, Theorem 5.5.6]) is provided by Theorem A due to Sobolev embedding. For
this upper bound, the space W7 (Q2) can actually be replaced by any space X ()
enjoying both properties

a. X () continuously embeds into both W2(Q2) and L>(£2);
b. For some Y € {X(C), W"?(C)}, there exists M > 0 such that

By Theorem A, X = W for r > 2 satisfies these conditions. A candidate for a
space X larger than W'" is the Lorentz-Sobolev space consisting of L? functions
with derivatives in the Lorentz space L?!. While it is known that I — xS is invertible

on this space [10], no norm estimates are known. This leads to ask whether there is
a version of Theorem A for Du € L*1(C).

Structure of the article. In Section 2, after a few preliminaries, we de-
duce quantitative estimates for the Beltrami resolvent associated to dilatations p €
WH2(C) from a precise A,-class embedding for powers of Jacobians of the corre-
sponding principal solutions, see Lemma 2.3 and 2.2 respectively. Section 3 contains
the proofs of Theorem A and Corollary A.1. In Section 4, we provide proofs of
Theorem B and Corollary B.1. As an intermediate step, in Proposition 4.8, we es-
tablish a quantitative version of a recent result of Astala, Prats and Saksman of [4,
Theorem 1.1 on the regularity of quasiconformal solutions to Beltrami equations on
B, domains. Furthermore, we explain why methods that do not treat Jacobians of
principal solutions as Muckenhoupt weights lead to exponential type estimates in the
data pu, 2, and O, so that Theorem B is not within their reach, cf. Remark 4.4 below.
Finally, Section 5 deals with the technical proof of Lemma 2.2.

2. The Beltrami resolvent when p € W?(C)

To prove Theorem A, we will need a few preliminaries. The facts that we will
need from the classical theory of quasiconformal maps will be recalled throughout
from the monograph [2]. Recall the definition of the Beurling—Ahlfors transform

from (1.3). It is of particular use because it intertwines the derivatives 0 := % and
0= %, which means

(2.1) S(Of) =0f, feW(C).



Quantitative Sobolev regularity of quasiregular maps 9

This property can be established by appealing to the Fourier transform, or through
the Cauchy transform X defined by
1

Kf(z) =—lim f(w)

Z—w

T e—0

dw.

|z—w|>e

The Cauchy transform is the inverse of the 0 operator and 9K = S, so that df =
oK(Df) = S(@F). .

Use D f to denote the gradient (0f, 0f) and for each integer n > 2, let D" f denote
the vector function consisting of all combinations of n-th order partial derivatives in
zand Z of f. D'f = Df and D°f = f. We will use |D"f| to denote the ¢! norm of
this vector.

Given an open set £ C C, an a.e. positive element of L{, (F) is called a weight

on E. For w a weight on F, n a nonnegative integer, and 0 < p < oo, define the
homogeneous and inhomogeneous weighted Sobolev norms by

= 1 u
o = 3 |87 0) ], I = 2 W i
§=0

|lal=n

Lr(B)

where @ = (a1, 0) € N? and |a| = a; + as. Here, and through out the text we
let £(X) denote the bounded linear operators on the Banach space X. In most
applications of this notation X will be either a Lebesgue or Sobolev space, or a
weighted version of one of these spaces. We also use the local average notation for a

cube @ C C,
o (|@| /Q FEP &

with the simplification (f), = (f); o when p = 1. We say a weight w on C belongs
to the Muckenhoupt class A,(C) if the associated characteristic,

2.2 = -

2 Lo = b et

is finite. To apply the strategy of [3], we will need now weighted Sobolev estimates for
S, which were recently obtained for smooth Calderén-Zygmund operators in sharp
quantitative form in [13]. The estimates we require are summarized in the following
proposition.

Proposition 2.1. Let n € N, 1 < p < oco. There exists C,,, > 0 such that for
any w € A,(C),
max{l,ﬁ}
(2.3) ||Sf||Wn,p(<c,w) < Cp,n[W]AP(c) ||f||v'vn,p(<c,w) :
Proof. Since S is of convolution type, (2.3) more or less follows from the case n =
0, which is well-known, [24], though some care must be taken with the principal value
integral. So, one can consult [13, Corollary A.1] for a complete proof of (2.3). O
Introduce the notation
= 12
[l =ofF = [af]"
which is equal to the determinant of the Jacobian of f as a mapping from R? to itself.
A characterization of K-quasiconformal mappings equivalent to (B) is the distortion
inequality

(2.4) IDf < K|Jf].
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The main lemma concerning |Jf| for 4 € W'%(C) is a consequence of the critical
Moser—Trudinger Sobolev embedding, and is proved in §5.1 and 5.3.

Lemma 2.2. Suppose p is compactly supported, satisfies (1.1) for some K > 1,
and in addition belongs to W*(C) with ||u|wr2c) < L. Let f be the principal
solution to (B), a € R, and 1 < p < co. Then, the Jacobians |Jf|* and |Jf~!|* are
both A,(C) weights. In particular, there exists a constant C = C(K) > 0 such that
for any 1 < p < o0,

(2.5) [‘Jfl‘l_g]r:::c{)lvpil} < Cexp (Cmax {p, Iﬁ}Z L2) :
(2.6) [’Jffl}l_p] Z:ZC{)LP_L} < Cexp (C max {pQ, zﬁ} L2> )

The second lemma we will use follows from Lemma 2.2 and the strategy of [3].
The estimate (2.7) below is known qualitatively since W1?(C) embeds into VMO(C),
the functions with vanishing mean oscillation. And it is well-known that I — uS is
invertible on all LP(C) for 1 < p < oo and u € VMO(C), a result that be found in
[3, Theorem 5.

Lemma 2.3. Suppose p satisfies (1.1) for some K > 1, and in addition that
p € WH2(C) with ||pl|lwr2c) < L. Then, there exists C = C(K) > 0 such that for
all 1 < p < o0,

(2.7) H(I — ,uS)_lHL(LP(C)) < Cexp (C’max {p, ﬁ}Q LZ) .

Proof of Lemma 2.3.  An approximation argument such as (3.5) below shows that
we may assume g is compactly supported. The Astala—Iwaniec—Saksman strategy
from 3] shows that

(2.8) (I — uS) ewrey Sk IS] e cw):

where w = |Jf_1|1fg and f is the principal solution to (B). See [2, §14.2 (14.25)]
for this exact statement, or refer to the proof of Proposition 4.6 below. Estimating
the right hand side of (2.8) by (2.3) in Proposition 2.1 with n = 0, and (2.5) in
Lemma 2.2 concludes the proof. O

3. Proof of Theorem A and Corollary A.1

We will prove the critical (1.4) and supercritical (1.5) estimates in Theorem A
at the same time. To this end, let 2 < p < oo and introduce

{’%”,p}, p>2_fp p>2
re q =
(1,2), p=2, r,op=2.
The key relationship among these exponents is that
(3.1) 1(Dg1)g2ll 1y S Nl91llwrncy 92llwracy
(3.2) ID(9192)] 1) S (lg1llze) + lgrlwree)) Ng2llwrae),

whenever the right hand side is finite. When p = 2 or r = p, (3.1) is a consequence
of the product rule, Holder’s inequality, and Sobolev embedding. When p > 2 and
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r= ’%, Holder’s inequality shows that

I(Dg)g2l, s o) < 1098 isce Nl g,

The second term is then handled by interpolation between L* and LP, and subse-
quently bounded by || g2 ||W1,,,(C) due to Sobolev embedding. The second estimate (3.2)
follows from the product rule and applying (3.1). Since the final estimate will have
exponential blow-up at the endpoints of our ranges (r approaching 1 or 2 in the case
p = 2, or in the other case as p approaches 2 or c0), we use A < B to denote A < CB
for some C' depending polynomially on &, p, 7, ¢, and ||z||w1.2(c). Most importantly,
the Sobolev embedding theorems have polynomial blow up at these endpoints, hence
(3.1) and (3.2) hold with this prescribed convention for <.

3.1. Proof of Theorem A. We begin with a few preliminary reductions. The
main step in proving Theorem A is to estimate from below

(3-3) I = 18)gllwrr(cy = (K, L, M) gl
uniformly over p satisfying

K—-1
(3.4) [l ooy < K1 lellwrecy < L, Nullwrae) < M,

with the constant ¢(K, L, M) taking the precise form of the reciprocal on the right-
hand side of (3.6) below. Furthermore, by Lemma 2.3, we can focus our attention
on proving (3.3) with the lower bound in the homogeneous norm |[g||y1.-(c)- We can
further assume in the proof of the estimate (3.3) that p is compactly supported, thus
allowing for the existence of principal solutions to the Beltrami equation. Indeed, let
{pn} be a sequence of compactly supported approximations of x such that

H:LLTLHLW(C) = ”MHLOO(C)a pn(x) = p(z) ae. z € C, [|p, — /~L”W1,s(<c) — 0, s € {p,q}.

A simple construction of such an approximation is p, = pu¢, where ¢,(x) = ¢(%),
¢ € C3°(C) with ¢(0) = 1. Such pu, also satisfies (3.4) after inflating L and M by
an absolute constant A > 0. Then, assuming (3.3) has been proved for p compactly

supported,
C(K, AL, AM) ||g||W1,r(C) < ||(I - ,unS)gHWLT((C)

(3.5)
< |I(I - :uS)gHWLT((C) + [ = Mn)SQHWLr((c) :

Finally, to check that the last term in (3.5) goes to zero, we must verify that

1D = 1S9l ey + 1t = 1) D(SG)| Loy + (1t = 1)l 1) = O-

The second and third terms indeed approach zero by the first two properties of u,, and
dominated convergence. The first term goes to zero by (3.1) and the third property
of fip.

We make the further reduction following [3, pp. 39-40]. Let g € C3°(C) with
mean zero. Such g are dense in W7 (C) hence it suffices to establish (3.3) for such
g. By Proposition 2.1, Sg € W™*(C) for all n € N and all 1 < s < co. Therefore,
setting h = g — uSg, since p € W4 we also have h € Wh4(C). Introduce w = Kg
and obtain that Dw = (Sg, g) to see that w satisfies the inhomogeneous Beltrami
equation

ow = pow + h.
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Normalize so that [|h||y1.4(c)=1. Then, (3.3) amounts to the a priori estimate
exp <Cmax{r_%,ﬁ}L2), p=2;

(3.6)  [[DOwl|rrc) S ? 2
exp (Cmax {p, ﬁ} L2) 1+ lullwrse)” s p>2,

where C' depends only on K. Indeed, the estimates in Theorem A are now special
cases of (3.6). The critical case (1.4) is recovered when 1 < r < 2 and p = 2; (1.5) is
recovered by r =p > 2.

We conclude these preliminary reductions by showing how the invertibility follows
from the lower bound (3.3). First, the lower bound immediately yields the invert-
ibility of (I — uS) on its range, which is indeed closed. It only remains to show the
range is the whole space W17 (C), i.e. (I — uS) is surjective. We will use the classical
method of continuity [17, Theorem 5.2| applied to the operators L, = I — tuS for
t €10,1]. As long as u satisfies (3.4), so does ty hence we have the uniform bound

ILegllwrircy = (B Ly M) (|9l -
Furthermore, Ly = I is obviously surjective, hence L1 = I — uS is also.

3.1.1. Main line of proof of Theorem A. We proceed to establish (3.6)
modulo the more technical estimates (3.9)—(3.11) below which are proved in the next
subsection. Let f be the principal solution to (B). Introduce u = w o f~1 so by the
chain rule,

Ow = (Quo f)df + (Juo f)df,

3.7 _ —
(3.7) u8w+h:u[(8uof)0f+(8uof)8f]+h.

Substituting pdf for df in the two instances above, and setting the two right-hand
sides equal to each other, one obtains

— — h
(3.8) (Quo f)Of = TP = H, |DH| ) S 1+ [[ullwree).

where the norm estimate follows from (3.2). In light of (3.7), it remains to show
D[(Ouo f)Of] has L" norm controlled by the bound (3.6). By the product rule, we
split D[(Qu o f)0f] = Uy + Uy where

U =D (0uo f)of, U= (duo f)DJf.

The difficult parts of the proof involve estimating U; and Us in terms of the following
auxilliary functions

G =D(Ouo f)of, o=1logdf, A= Du+uDo, V = (0uo f)of.

Below, we will prove

(3.9) ”UIHU(C) < exp (C max {PQa r_%} LQ) ”G”LT((C) )
(3.10) 1Do [l oicy S exp (CP*L?) [ltllyrney
(3.11) IVllLsc) < exp (Cs*L?) 1Hl sy, 2<s<oo.

Assuming these for now, let us complete the proof of (3.6), and thereby Theorem A.
Comparing G to DH, we see

(312) DH =D [(Quo f)e”] = (duo f)dfDo + D (duo f)df = HDo + G.
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Thus, by (3.1) and (3.10) we can provide an effective bound on Uy, namely
Gl ) < exp (CPL?) (1 + [lllwin)) -

So as a consequence of (3.9) and (3.10), we have

(3.13)  [[DOw| ¢ S exp (Cmax {p*, A5} L?) (1 + ullwrise) + 102l ey -

For Us,, we notice that by replacing 0f with udf we can write
(3.14) Uy = (Quo f) D(udf) = (uo f) (Dp)df + pDOf] = VA.

We will apply (3.11) to control Us. To this end, we first assume r < p and let s = p’%.

Recalling the definition of H in (3.8), applying the Sobolev embedding, and using
(3.10), we have

Ls(C) ~ Ls(C) ~ & LP(C) ~ °L? Wl,p((c) .
HH ooy S Mllpoe) S 10 Mooy S exp (Cp*L?) (14 [l

We can now apply by Holder’s inequality to obtain

(3.15) ||U2||LT((C) < ||V||LS(C) ||)\||LP((C) < exp [0(32 +p2)L2} <1 + ||ﬂ||w1,p(c)) .

When p = 2, r is always strictly less than p. Furthermore, s < Q;fr, so combining
(3.13) and (3.15) concludes the proof of (3.6) for p = 2. We now restrict to p > 2,
in which case 7 = 2 and s = p]% < 3max {p, 19%2} In this case (3.13) and (3.15)

2
imply

_ 2
(3.16) [Pl .5t o, S 0 <Cmax {p.55} L2) L+ llelwire) -

However, by Lemma 2.3, }ngL%i((C) is also controlled by the right hand side of

(3.16). Moreover, since dw = S(Ow) and S is bounded on W™*(C) by virtue of Propo-

sition 2.1, in fact (3.16) holds for the larger nonhomogeneous norm HDwHW1 .

Since p > 2, one can check that %”/ > 2. Therefore the Sobolev embedding shows
that Ow is in fact in L*°(C) with norm controlled by (3.16). This will allow us to
take s = 0o in (3.15) by the identity

(3.17) Ow:(auof)aer(guof)g_f:(auof)aer(5uof)W:V+ﬂH'

The first equality above is simply the chain rule and second uses the fact 0f = puof.
Therefore the L>°(C) norm of V' also obeys the bound (3.16). Therefore,

2 2
||U2||LP((C) < ||V||Loo(<c> ||)‘||LP((C) < exp (Cmax {Pv ﬁ} LQ) (1 + ||H||W17P(<C)) :

Applying the above estimate to (3.13) with r = p establishes (3.6) for p > 2.
3.1.2. Proofs of (3.9)—(3.11).

Proof of (3.10). By [2, Theorem 5.2.3] for u € W?(C), the principal solution
f can be written as df = e” where o satisfies

0o = pdo + op.
Therefore, (I — uS)00 = dp so by Lemma 2.3 we obtain (3.10). O
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Proof of (3.11). By change of variable and the quasiconformality of f in the
form (2.4) we have

J = [1oue sriose = [1ourtore sl < [ Joultlas
C C C C

We connect back to H = (Eu of ) Of through the weighted Lebesgue estimates for S

contained in Proposition 2.1 with the weight w = |Jf~!|'~2. Recalling the estimate

of [w]a,(c) from Lemma 2.2, we see
[0ul[ s () < exp (Cs*L?) ||Oul Ls(w) "
Changing variables back and using |Jf~' o f|7%/2 < |3f|° establishes (3.11). O

Proof of (3.9). We follow a similar outline to the proof of (3.11) that was just
given. First, by the chain rule and (2.4),

U] = [D(0uo ))Of| S (Douo )l (|0f| +10f]) [0f] < [(Ddwo fI]Tf].
Changing variables and introducing S according to (2.1) we have
(3.18) HU1HLT(C) S HDS@U)’ e W ’Jf*l’l—r.

By Lemma 2.2, | Jf~!'™" € A,(C) with the dependence (2.6) so the weighted Sobolev
estimate for S (Proposition (2.1) with n = 1 and p = r) implies

||U1||LT(C) < exp (C’max {TQ, r_%} LQ) (/c |D5u|T|Jf_1|1_r)

1
T

< exp (Cmax {p?, -5} L?) </ |DOw o f|r|Jf|T) ,
C
where the last line followed from changing variables back and the fact that » < p.
The proof will be concluded by the pointwise estimate
(3.19) |Jf||Douo f| S |G,
which we now proceed to establish. The chain rule yields D (gu of ) =Jf (Dgu of )
Inverting Jf and multiplying by |.J f]| yields
(3.20) \Jf| (DOuo f) =1Jf|(Jf)"D (duo f).
Thus, upon precisely computing

a_ L | o -af
) |Jf|[—5f 6’f]

we obtain from quasiconformality that pointwise, the norm of the matrix [.J f| (J f )7t
is controlled by |0f|. Then recalling that G = D(Ju o f)Jf, the desired estimate
(3.19) is a consequence of (3.20). O

3.2. Proof of Corollary A.1. We will again give a unified proof of the critical
and supercritical cases. To this end, let p > 2 and consider

c (2700)7 p:27 q
rT=——".
1 []%700)7 p>27 q_l

Then, (1.7) and (1.9) are special cases of
(3.21) (D Pl zaey S 1P0)fllzae)
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while (1.8) and (1.10) are special cases of

(322)  [In(D*Hllr©) S NDOfllzr© + IODF)llr©) + 1(D*n) f |-

In this proof, we will not track the constants implicit in (3.21) and (3.22) but they
are an absolute constant multiple of the corresponding estimates for (I — uS)™! in
Lemma 2.3 and Theorem A. First we will prove (3.21). Since f € L{ , we claim that
we can extend (1.6) to all ¥ of the form n¢ for n € C3°(Q) and ¢ € W' (C). Let us
introduce the shorthand #, for the distributional Beltrami derivative 0 — o, and

#H;, its formal adjoint, initially defined on functions ¢ € C§°(€2) by
~Ho = 0p — O(uyp).
So, for such 1 and ¢, by Holder’s inequality and Sobolev embedding,
(323) 00l < ol + (Il + Il ) 16lhware -

Therefore, (1.6) holds for all such ¢ = n¢ by density. Now, fix n € C°(Q2), let
X € C°(2) with x =1 on suppn, and set v = py. Let g € C3°(Q2) and let v satisfy

(3.24) v — vov = g.
Then, Lemma 2.3 and Theorem A respectively imply

(3.25) 1Dv]|rcy) S l9llzrcys  [1Dvllwirey S lgllwrre)-
Furthermore, applying 0 to (3.24) we obtain
0g = —H,(0v).

The same argument used to show (3.23) also shows that H¥ can continuously be
extended to W1T(C) and so the above display is well-defined. Pair the above display
with F'=nf to obtain

<F7 8g> = = <nf7 wa = - <f7 Hz('ﬂav» + <f7 (57} - V&?]) aU> '

The precise form of y shows that vn = uxn = un so that, since dv € WL (C) by
(3.25), the first term in the right hand side in the above display vanishes by (1.6).
On the other hand, the first estimate in (3.25) shows that

(£, (@n — vdn) 0v)| S (D) fllzae) 9]l ©)-

Therefore, combining the previous two displays and using compact support,

[(OF, g)| < I[(Dn) fll oo |9l ),
for all g € C§°. This establishes that ||ndf||;, is bounded by the right hand side of
(3.21). To prove the same for ndf, simply notice that by (1.6), there holds for any
he (),
[(ndf, h)| < [(undf, by .
We proceed to prove (3.22). Notice that (3.21), which we just proved, together
with the assumption f € Ll = establishes that f € T/Vll’q. Hence the equality H,f =0

loc oc
can be upgraded from holding distributionally to holding almost everywhere. Fur-

thermore, F' = nf indeed belongs to W#(C) for every s < ¢ and
OF —vOF = (On —von)f.

Using Sobolev embedding, the right hand side of the above display belongs to W1"
with norm

(3.26) [|(9n — von) fllwirey S (D) fller) + 1O(D )llr ey + 1(D*0) fll o)
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On the other hand, by (2.1) and Proposition 2.1,

1D F i) < [[OF ||y ey + 10F o) S [0F |y
Furthermore, Theorem A applies to give

HEFHWLT(C) SJ ”(577 - Van)fHleT((C)

and the proof of (3.22) is concluded by (3.26).
Finally, we establish the concluding statement that f &€ VV1 "(©2). To this end,
we iterate the first Caccioppoli inequality (3.21) to show that f € VVI})CS (Q) for every

1 < s < oo. Indeed, let f € L{ (€2) and suppose s > ¢ > 1. By (3.21), f € VVJ)(?(Q)
so by Sobolev embedding, f € ‘Lo (E) for every ¢ satisfying

loc

e, <2
¢1 <
oo, q>2.
In particular, we can choose ¢; > 2 so that a second application of (3.21) implies
f € Wh(Q) and by Sobolev embedding f € L2 (Q) for every g < oo. One final

loc

application of (3.21) proves the claim. In particular, f € VV&Z(Q) so the right hand
side of (3.22) is finite hence f € W2(Q).

3.2.1. Remark on the bilipschitz nature of principal solutions. Recall
the two complementary formulas for principal solutions f satisfying 0f = pudf, from
(1.11) and the proof of (3.10). Let us suppose p is supported in a compact set K.
Without resorting to the full strength of Theorem A, we can obtain the following
crude bilipschitz estimate for f. Recall that 0f = e” where o satisfies

0o = pudo + ou.

According to (3.10), we conclude that [[Do||,c) < [litllysc)- Furthermore, since

1 is supported in K, so is do. Therefore, ¢ = K(0o), and by standard LP estimates
for K [2, Theorem 4.3.11|, we infer

(3.27) lollmiey S 100, 21 e, 190 oy S TS Nillrogey

which provides upper and lower bounds on |D f| which depend exponentially on the
bound in (3.27). Applying Theorem A and (1.11), we obtain an improvement of this
upper bound which depends polynomially on || u||W1,p((C) and is in fact independent
of the size of K. It would be interesting to see if our method could also be used to
obtain an improvement on the lower bound, but at this time we do not see how to
do so.

4. Proof of Theorem B and Corollary B.1

Throughout, let 2 < p < oo and ) be a simply connected bounded domain in
C. The restriction to simply connected domains is for convenience, but can be lifted
to finitely connected domains. In this section we still consider global solutions to
the Beltrami equation, but we assume p to be of a special form, linked to €2 in the
following way. Let u satisfy

_ K—1
4.1 c =k= <1 e WhP(Q).
(4.1) supppu C Q,  |lpll rr1 <L # ()
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In proving Theorem B, the Beurling—Ahlfors operator S is replaced by its compression
to a domain O, defined by

So = 158(-15).

Lebesgue space estimates for Sp follow from those established for S in Proposition 2.1,
by simply considering functions supported in O. However, the Sobolev estimates must
be approached differently. The systematic study of unweighted Sobolev estimates for
compressions of Calderén-Zygmund operators was taken up by Prats and Tolsa in
[29]. A completely different approach by the authors has led to general T'(1) theorems
and weighted estimates in Sobolev spaces in [12|. The necessary ingredients from
these papers are extracted in Lemma 4.3 below.

Definition 4.1. We first define two norms for functions f: I' — C where I is a
piecewise continuous curve. Say f is Dini continuous if the norm

! d
Fllows= [ sup 170) = F]

lz—y|<t

is finite. Define the homogeneous Besov norm on I' by

nmhw)(ﬁﬁﬂ%i%mmmm@f<m,

where ds is the surface measure on I'. Following [4], we say a bounded simply
connected domain O is a Dini-smooth domain if there exists a bilipschitz parameter-
ization A: T — 0Q such that ||A||p,,; < co. Dini-smooth domains are the natural
setting for higher order conformal estimates. In particular, we can take the canonical
parameterization to be the trace of Riemann map of €2; see Lemma 4.7 below. Given
g > 2, we say a Dini-smooth domain O is a B, domain if there exists a bilipschitz

A: T — 0F) such that

A" .- < 0.
qu(T)
Letting No denote the normal vector to the boundary 0O, there holds
4.2 Noll 1_1 < ||A < [[No
(4.2) INoll. 54 00 1A g INoll b0’

with implicit constants in (4.2) depending only on the bllpschltz character of A; see
[11, Lemmata 3.1 and 3.3]. In light of (4.2), we define
— 1 .
1015, = [INoll 54 00

4.1. Standing assumptions and implicit constants. Let us fix some pa-
rameters and establish some notational conventions for the remainder of this section.
Henceforth, let 2 < r < p, Q2 be a bounded simply connected B, domain, and g
satisfy (4.1). Furthermore, let f be the principal solution of (B), set O = f(2).

The shorthand < and ~ will denote one or two-sided inequalities with implicit
dependence on lower-order terms, generically understood. The lowest order terms are
[Q]Dini, [O]pini, diam 2, diam O, p, r, and K; these are nearly always omitted. In gen-
eral, we only track the dependence on the highest order terms |||, , [|f(€2)]|;5, and
[/l () though lower order terms such as |||y (), [|€2|, and [[f(£2)[| 5, may be
present from time to time for clarity. Furthermore, G and £ will be generic functions
such that G and log & have polynomial growth, which are implicitly determined by
lower order parameters.
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4.2. Weighted estimates for compressions. To apply the same strategy
as in the proof of Theorem A, we will need estimates for Sp on a certain weighted
Sobolev space WP(0O,w). It is known that the Besov norm of the boundary normal
introduced above is precisely connected to unweighted Sobolev estimates for Sp;
consult the following references [11, 30, 26|. In particular,

(4.3) ||SO||£(W147(0)) ~ 1+ ||O||Bp , b>2.

An analog of the quantitative geometric characterization (4.3) for [|Sol| ;150w 18
not currently available, though qualitatively they are equivalent. In fact, the following
Lemma demonstrates the sharpness of our assumption on O = f(Q2) in Theorem B.

Lemma 4.2. If [ — uSq is invertible on W'?(Q), then

So: WH(0,w) = W(0,w), w= ‘Jf_l‘lfp.

The proof is postponed until §4.4 below. Concerning quantitative geometric
conditions on O, using the T'(1) theorems developed by the authors in [12], we can
give some alternatives of varying of degrees of sharpness.

Lemma 4.3. Set w = |.Jf~1|"?. Then,
. - 1-1
i KSolgraony S (Al 95 1) (14100, ).

i 150 (W)llyw 1,000
1. ||30||£(W1,p(07w)) <14 S TWIROw)

I1ollLr0,w)
iii. For any & > 0, |Soll sayimoy S (1 + HOHBW> £(c ).

Remark 4.4. Lemma 4.3.i is achieved by appealing to the unweighted estimate
(4.3), and crude bounds on H|Jf\_1HOO and ||Jf]|,, can be derived from (4.8) of
Proposition 4.8. In this way, if the reader is interested in a quick bound for (I—uSq)™*
which bypasses the more difficult weighted Sobolev theory of CZOs that ii. and iii.
rely on, one can appeal to the logarithmic Sobolev inequality

1
ol S - (1+19lwram) Tog (e +lollwiaey) 0> 2,

to obtain
C

)
ISollcgiaiowy S (1+ 10lls, + 1915, + lillyra)) 1015, -

Notice that the middle factor blows up exponentially as ¢ — 2, while weighted
estimates in e.g. Lemma 4.3.iii and Corollary B.1 produce an absolute polynomial

bound in terms of the boundary data |25 and [|O]|5 .
To prove Lemma 4.3, we need to verify that the weights w = |Jf*1|1_p belong
to the appropriate Muckenhoupt A, class for the results from [12| to apply. The

following adaptation of Lemma 2.2 is proved in §5.2.
Lemma 4.5. Let F € VV&?(Q) be a homeomorphism satisfying
OF (2) = w(2)0F(z), z€Q,

and further assume that F()) is a bounded B, domain. Then, for each a € R and
1 < ¢ < 00, there exists v: C — [0, 00| such that

v = }JF_l‘a on F(Q),
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and

(4.4) Vlao S € (lal 7))

Proof of Lemma 4.3. i. follows by pulling the weight w outside, applying the
unweighted estimate, using (4.3), and then reinserting the weight. To prove ii. and
iii., we rely on the weighted Sobolev estimates for Calderén—Zygmund operators on
domains established in [12]. In fact, the first statement in [12, Theorem C] directly
implies ii. once we verify w belongs to the weight class Ar(O) with characteristic
[w] A£(0) controlled by lower-order terms, where

[V]a,0) = sup (lov)g <1OU_1>LQ7
Q@ cube t—1’
|QNO|>0
which coincides with (2.2) when O = C. Therefore, letting v be the extension of w
provided by Lemma 4.5 above, this follows from the trivial observation [w]a,0) <
[U]a,(c) and (4.4). We will derive iii. from ii. plus a second application of Lemma 4.5.
Lete > 0 and set s = pTJFE and take v to be the extension of w* provided by Lemma 4.5.
Let @ be a large cube so that O C @ and |O| ~ |@Q|. Then, for ¢ = 1 + s, we note
that 1= —1lso that

(Low*)q < [Ola,© (Low ™), -

Combining the above display with the trivial consequence of Holder’s inequality,

O 2
13 (H) < (1ow)Q<1Ow_1>Q,

we obtain [[w*|| 11y S [0]a,©) [[w]1(0y- Therefore, by Holder’s inequality and (4.3),

~Y

1 1
ISo(llwrsion < 1SoMlrseior 1710y < (14 100,..) 1017, ey Il -
Finally, from (4.4), the characteristic of © is controlled by £(s) and s < e~ !. O
The second consequence of Lemma 4.5 is the following analogue of Lemma 2.3.

Proposition 4.6. For each 1 < s < o0,
(4.5) (7 - 'uSQ)_lHL(LS(Q)) SE (s 55)

Proof. The proof consists of one small modification to the argument leading to
(2.8) which we outline. Arguing along the lines of the proof of Theorem A it suffices
to show [|0w| sy < ||All L) with the implicit constant controlled as in (4.5), where
w satisfies

ow = pow + h.
Then one can conclude the invertibility either by the method of continuity as in
Theorem A or by the method of [3, Theorem 1|. Let f be u-quasiconformal and set
u = w o f~'. The chain rule shows that dw = (Ju o f)Of + (Ou o f)0f and the
equations for w and f imply (1 — |u|?)™*h = (Qu o f)Of. Therefore it remains to
estimate (Qu o f)0f by h in L*(Q)-norm. Changing variables, using (2.4) and (2.1),

/\@uof)afrg/ 1S@u)|* 25
Q F(€)
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Letting v be the extension of |Jf*1|1_§ from Lemma 4.5, and applying Proposi-
tion 2.1,

/f 8@ 17 < s

max{s, 7}

LS((C U) 5 [ ]As

[ul];

Ls(Cw)

The proof is concluded by estimating [v]a,(c) by (4.4) and changing variables back
to obtain ng}

L*(C,v) SIA|[zs@) as in the proof (3.11). O

4.3. Conformal estimates. The final ingredients for the proof of Theorem B
are the following conformal estimates which are qualitatively contained in [4]. The
first one is a quantification of [4, Theorem 1.2].

Lemma 4.7. Let O; and O, be simply connected B, domains, and g conformally
map O onto Oy. Then logg € WHP(0O,) with

(4.6) 1008 6Y[| 0y S 1+ 101, + 10:lls,. 1< a<p

Proof. 1t is shown in [4, Theorem 1.2| that if h; is a conformal mapping from D
onto Oj, then h’j,logh; € W'P(ID) for a suitable branch of the logarithm. To track
the dependence on [|Ojl| , let us outline their argument. For e’ € T, it is not hard
to compute that

arg No, (hy(e)) = — arg (") + 1
so that 1 + ||Oj||8p ~ Harg thBl_%(’]I‘) for any ¢ > 1. Furthermore, the Herglotz
9.9

1
extension maps B;,qq(T) — WD) [31, Theorem 4.3.3], which together with the
well-known Herglotz representation [25, Theorem 3.3.2|, yields

(4.7) log 1y = log [1(0)] + Hj, [ Hillyramy S 1+ 1055, -

Now ¢ can be factored as hy o hy'. By the chain rule and inverse function theorem,

logg] =~ ohy', H=[loghy) — [logh)]".

/\bgg /‘H‘ A

Because O; is Dini-smooth, A} is bounded above and below |25, Theorem 3.3.5], so
the proof is concluded by appealing to (4.7). OJ

So, changing variables

Immediately from Lemma 4.7 and Theorem A, we obtain a quantitative version
of [4, Theorem 1.1] in the Sobolev case.

Proposition 4.8. Let F' € W,'?(Q) be a homeomorphism satisfying
OF (2) = w(2)0F(z), z€Q,
such that F(Q) is also a bounded B, domain. Then,
(4.8) D 10g OFl|uey < [IF@llg,+ (1512, ) (1+ 1l ) | € ()

(49) [ID10g0F || 20y S 1+ IF() s, + 1905, € (i) -
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Proof. Let Eu be an extension of p from 2 to C satisfying

[Eull < 5(k) <L [[Epllwrocy S lllwragy, 2<a<p.

The difficulty in constructing Eu is to guarantee the first property. To do so, one
needs only to modify the parameters in the usual first order extension [14, Theo-
rem 5.4.1]. To demonstrate, extending over the line z,, = 0, one can use

FEu(xy,...,x,) = —cu (xl, ey Ty, —Q%xn) +(1+e)u (:L‘l, ey T, —ﬁxo ,

where € > 0 is chosen small enough that k(1 + 2¢) = »(k) < 1. Composing with C!
boundary parameterizations does not affect the L> norm of the extension and will
only add a constant to the relevant Sobolev norms. Since p has compact support,
so does Epu.

Let G be the principal solution to G = (Eu)0G. G has the well-known solution
formula G(2) = z + K(p) where (I — (Eu)S)p = Eu. By Theorem A,

(4.10) IDGllwrsc) S 1+ 1Eullirecy S 1+ lulliray, s € {r.p}
Furthermore, G is bilipschitz by the discussion in Section 3.2.1 with bounds
& (= lllwir) SIDGE] S 1+ |lirgy, forallzeC.

Since 2 is a B, domain and G € W?P(C), standard trace results [15, 31] together
with (4.10) show that G(£2) is also a B, domain and moreover the estimates

IG©@ls, S 115, € (Il )

1G©s, S 1205, (1+ Nlyra) ) € (lallwsre)

hold. Introducing g = F o G7!, g is conformal on G(Q2) with g(G(Q)) = F(Q).
Furthermore,

(4.11)

PF  (JoG)O*G (9" o G)(0G)?
Ologd OF (¢' 0 G)OG + (¢’ 0 G)OG I
Recall that G = e, for o satisfying do = (Eu)do + d(Eu). Noticing that F} = do
and applying (3.10), we have

1 Loy < Nlollwraey S 1Bpllwrae) S lullwra@), 2 <q<p,

which obeys the estimates (4.8) and (4.9). To estimate F,, change variables and use
the quasiconformality of G in (2.4) to obtain for any 2 < ¢ < p,

1"\4q
w  [Rrs [ (L (I6lec)
Q G 1 9

o
For q € {2, p}, estimate the first factor by (4.6) from Lemma 4.7 and (4.11). When
q = 2, the JG term vanishes in (4.12), so (4.9) is established. When ¢ = p, estimate
JG by the Sobolev embedding and (4.10) with s = r. O

4.4. Proof of Lemma 4.2. By (1.12) and (4.3), the assumptions of this
lemma imply f € W?%P(2). This implies first that | D f| belongs to L>(2) by Sobolev
embedding. If we can show |Df|™! also belongs to L>(2) and that O = f() is
a B, domain, then the weighted estimate for Sp will follow from Lemma 4.3.i. To
establish the fact concerning |Df|™" we appeal to the main result of [23]. Since
is a B, domain, embedding of Besov spaces shows that  in fact has C'*¢ boundary
for some small € > 0. Therefore, by |23, Theorem, p. 403|, f is bilipschitz. We can

q_
2

"< Bog g1 | gy 1GIE
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now conclude by trace regularity that O = f(Q) is also B, since f is bilipschitz and
belongs to W?22((Q). O

4.5. Proof of Theorem B. We follow the same path as the proof of Theorem A.
In particular, we focus on proving only the lower bound (3.3) and the invertibility
follows by the same argument. Also note that here we only consider the case p > 2.
Let g € C3°(C) and set w = K(1gg) so that w satisfies the inhomogeneous Beltrami
equation dw = pdw + h on C with h = (I — uSq)(1g9). Notice that Ow = 1gg €
C>(Q) and since Q is a B, domain, dw and h both belong to W?(Q). Let us

normalize so that |l = 1. Then the precise estimate that remains to be
proved is
(413) [l S PlSol carinow + P2 (14 125,) 10115,

P = [Ollg, + (1+ 1195, ) (1+ llfns)

We remind the reader that we are suppressing the dependence on lower-order terms
in accordance with the remarks in §4.1. By Sobolev embedding and interpolation,
since p > 2,

(4.14) 12lle0) Sps 1. p < s < oo

Defining © = w o f~!, we again have the identities from (3.8), (3.7), and (3.17),

(4.15) Oow= (Ouo f)of + H, H = = = (6uof) af,

ow =V +nH, V= (Ouo f)Of.

Let q € {’%,p}. As before, introduce 0 = logdf. One of the main differences
between this proof and the proof of Theorem A is that our estimate for Do comes
from the conformal estimate (4.8) in Proposition 4.8. Therefore,

(4.16) [H @) S T+ ellwire,  1Do] L) S P-
The first key estimate concerning these quantities is the analogue of (3.11).

(4.17) IVl S EGs) 1H

L*(C) > 2 < s < o0.
The proof of (4.17) follows exactly the lines of Proposition 4.6 and thus is omitted.
In light of the relation 0f = pdf, (4.17) provides an estimate for H@wH La@)" Indeed,

from (4.15), gw} < |V] + |H|. Thus, it remains to estimate the homogeneous norm
HDngLq(Q) in (4.13). To this end, by the product rule and (4.15),

DOw =U, + Uy + DH, U, =D (0uof)df, U,= (0uo f)Dof.

Therefore, once we can prove

—11-
(4-18) ”Ul”Lq(Q) SP HSO”,C(WI’Q(O,LU)) y W= ‘Jf 1‘ q,

we can follow the same bootstrapping algorithm (first for ¢ < p and then taking
g = p) as in Theorem A to conclude the proof of (4.13). Let us first outline the
bootstrapping argument and then focus on establishing (4.18). By virtue of (4.18)
we can summarize the proof thus far by

(4.19) ngﬂwl,q(g) f, P ”SOHL(WLq(o,w)) + HU2HL‘1(Q)7 q€ %,p}.
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Let us first consider g = pr’ < p. By Lemma 4.3.iii,

4.20 S, <1+10 _w
(4.20) 1Sollwraow S 1+ 1015, 0=
Furthermore, recall the identity U, = VA from (3.14) with A = Dy + puDo. By
(4.16), A satisfies [|A[[;5q) < P. Using Holder’s inequality and applying (4.17) with
s = = ppTQQ, we obtain [|Us| .y S P. Inserting this estimate and (4.20) into
(4.19) and applying (4.3), we obtain

[Pl S (1411915, ) 18wl

pp’
SP(1+]2s) (1+100s,) . a=2-

Now, recalling V' = 0w — zH from (4.15), since ¢ = ’% > 2, the L>(§2) norm of V is
controlled by (4.21) providing the alternative estimate for Us in (4.19) when g = p:

Valliniay S IVl Ny < P2 (1 19205.) (14101, )-
Applying this to (4.19) with ¢ = p exactly proves (4.13).

Proof of (4.18). Notice that since h is supported in 2, (4.15) implies that du
is supported in O. Therefore, 150u = Spdu whence, following the same steps as
(3.18), changing variables and using the quasiconformality of f in the form (2.4),

J 1o 1a1]" 5 | IDSo@0l' 1257 £ 0@ o

(4.21)

Thus, to establish (4.18), it remains to control ngleyq(O ) by P. The lower order

term, guH La(Ow)’ by changing variables and referring to (4.15), satisfies

[0ull0y = [ (w0 1157 0 105 [ ouo s orPr s [ hose.
Q O Q

By (4.14), [|A[|; =@y < 1. On the other hand, 9f = 1+ S(I — uSa)tu so by
Proposition 4.6, [[0f ||y < Il pa(q)- Therefore, the lower order term HEUHM(O )

is definitely controlled by P, since ¢ < p. To show the same bound for HDEUH Lp(0.w)
we will in fact establish

(4.22) HDEuHLq(OM S NGy, G = D(duod)df.

This will suffice to conclude the proof of (4.18) since one can verify, using the same
calculation as (3.12), that

1G] Loy S 1H [[wiaiy + 1Dl o) S P-

By changing variables, (4.22) follows from the pointwise estimate (3.19), which can
be verified again in this setting, since it only relies on the quasiconformality of f. [

5. Muckenhoupt weights and Jacobians of quasiconformal maps

In this section we prove Lemmata 2.2 and 4.5 concerning the Muckenhoupt weight
properties of |J f| and |.Jf~!|. The main tool is the following critical Sobolev embed-
ding Lemma of Moser—Trudinger type.
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Lemma 5.1. There exists an absolute constant C' such that for every o: C — C
with Do € L?(C), a € R, and 1 < p < oo,

ao —ao la’p
Zlé@(\e Do (le \>;1,Q§Cexp< - - [Do 720 )

Proof. Using the Taylor formula, we can write, for any cube ) C C and any

z € Q,

[ Do(w)]
|0(2) —oql S dw, oq =
Q lw—7] \QI
For any p > 2, by Young’s inequahty

Do (w A T |
/ ’ | dw dz < ||D<7||L2(Q </ |Z|sz) , -4+ -=-+41
o lw—z Z| [—4Q),L(Q))2 2 r p

Notice that by definition, r < 2 so

2—r
/ |z|_rdz§£<Q> .
[—£(Q),6(Q)]2 2—r

However, some calculations show that 2 — r = == and p/r = p/2 + 1 so that

p+2

p/2+1
. p+2

. / 0(2) — ol dz<||Da||L2(Q>( - -

For each a > 0, we can now compute

o) g [ oo 0z =3 [ o) =l as £ Dt el
QU Jo 2 WTq kl
A crude estimate for the power series is given by
o Lk/2
k 2
Z A F 5 eXp(CA )7
k=0

for some absolute constant C', by splitting into even and odd integers, using Stirling’s
approximation, and the crude estimate (2k)! > (k!)%. So, for any a € R and p > 1,

by (5.1),
| M‘< /‘ _a>
\QI/ Q|
p—1
aO’UQ)( /)epl(UUQ)
S 1k (g
p—1
< L[ dotlo- oQ|< 1 /e,, o aQ|)
IQI Q|
Clal?||Da|?.
< Cexp (C|a\2HDaHig(Q)> exp ( ol l”L (Q)> . O
p—
5.1. Proof of Lemma 2.2. As in the proof of Theorem A, 0f = e where o
satisfies B
Jo = pdo + O, on C.
Therefore,

(I —uS)do = O, on C.
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However, ||S||z(2(c) =1 hence
10ul o) = H(I - NS)aUHL?((C) > (1—F) H&THLQ(C)'
Therefore, |[Do|;2c) < L. Now, the Jacobian takes the form
TSl = (1= [ul*)[e* | ~ |e*],
so Lemma 5.1 establishes that |Jf|* belongs to A,(C) with the estimate

“ Cplal?L?
(5.2 19110 < Cexp ( HULE).

We next demonstrate that (5.2) implies |.Jf|* belongs to every RH¢(C). Indeed, for
each 1 < s < oo, by Holder’s inequality, for each cube Q C C, setting p = %,

ar= (o) (o) (o)
< (/Q|Jf|a) ([\Jf\as]AQ@\QP (/Quﬂas)—l) |

Therefore, applying (5.2) and rearranging the above display,
a a a\—1
63 19w = 0 (1771, (171" < Coxp (Clasi?).

Now, to handle |Jf~1* we use the identity, for any ¢ € R,

(5.4 L= [ rtesman= [ g

Since f is quasiconformal, f and f~! are quasisymmetric (see e.g. [2, Corollary
3.10.4]). Therefore, there exist cubes R, P such that R C f~'(Q) C P with |R| ~ |P].
So, we claim that for every t € R,

1, 0<1—t<I;

t—1
55 o ( / |Jf|) [ s
P P exp (Ct(t —1)L2), 1—t<0.

When 1—¢ > 1, (5.5) is simply the RH;_; property of |J f| from (5.3). If 0 < 1—¢ <1,
then (5.5) follows by Holder’s inequality. Finally, if ¢ > 1, apply the A,(£2) condition
for |Jf| with 1 —t = p_Tl1 from (5.2). Thus (5.5) is established. Finally, for any a € R

and 1 < p < oo, applying (5.4) followed by (5.5) with ¢t = a and ¢t = —o20

! ) (2 LY o P (1P
RN J 1 )(— J 1 Pl) 5 = :1’
G ) G f o7 |@\a<\@|w

with the appropriate implicit constant according to (5.5).

5.2. Proof of Lemma 4.5. By Proposition 4.8 log 9F € W'(Q). Since Qis B,
it is also C! so there exists an extension p € W?(C). By Lemma 5.1 [e| € A,(C).
The same argument used to extend to JF~! in the proof of Lemma 2.2 in §5.1 shows
that |JF~1|* belongs to the following A, (O) class for O = F(1Q), defined by finiteness
of the characteristic

(5.6) 1TF ] 0 = 30 (Lo [ TF["), (10l 777)

exp (C(1 —1t)%L?), 1—t>1;

) .
—3.Q

P
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An unpublished result of Wolff [32] states that for any measurable set O, if w'*e €
A,(O) then there exists v € A,(C) such that v = w on O. See [16, Theorem IV.5.5]
for a proof, and [18, 22] for two related results. Because (5.6) holds for arbitrary a,
we can apply Wolff’s result to obtain the promised v.

5.3. Explicit dependence in special cases. Let us compute this precise
dependence in the relevant special cases to establish (2.5) and (2.6).
Let 1 < p < oo and denote by p' = 1% the Holder conjugate. The computation

(1— %),,%11 =1- % reveals the symmetry

_pymax{l,sLr} ol
(5.7) & Q]A(c) _ [,Jf T }

max{l,ﬁ}

Ay (©)
Therefore, we can assume p > 2 so that max{1, zﬁ} =1,1-(1-%)>1, and

<1-(1- %) < 1 in order to compute

oS

Therefore, (2.5) follows by the symmetry (5.7). To prove (2.6), let 1 < p < o0, so
that 1 — (1 —r) > 1, and hence

[’Jf_1’1—r} ax{1,745}

A-(C)
Thanks. The authors thank the referee for an extremely thorough report as well
as very helpful comments and suggestions.

1

2
1

maX{L—p_l}

A < Cexp (Cp2L2) )

< Cexp (C’r2 max {1, ﬁ}LZ) < Cexp (01 max {TQ, ﬁ}LQ).
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