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The resummation calculation (ResBos) is a widely used tool for the simulation of single vector boson
production at colliders. In this work, we develop a significant improvement over the ResBos code by
increasing the accuracy from NNLL +NLO to N3LL +NNLO and release the ResBos v2.0 code.
Furthermore, we propose a new nonperturbative function that includes information about the rapidity
of the system (IFY). The IFY functional form was fitted to data from fixed target experiments, the Tevatron,
and the LHC. We find that the nonperturbative function has mild rapidity dependence based on the results

of the fit.
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I. INTRODUCTION

At the collider experiments, the W and Z boson channels
are considered standard candle processes. Specifically, the
lepton pair production cross sections are among the most
precise observables measurable at the Large Hadron
Collider (LHC) [1,2]. Additionally, they appear as back-
grounds to all beyond the Standard Model (BSM) searches.
Therefore, it is of vital importance that the theoretical
calculations for these processes are calculated to the highest
precision possible. In the case of the total inclusive rate,
these processes have been calculated to N*LO accuracy in
quantum chromodynamics (QCD) [3-5], NLO accuracy in
the electroweak theory (EW) [6-8], and the first order for
the mixed QCD-EW corrections [9-14].

In the case of differential distributions, the calculations
are starting to be completed at N3LO for the rapidity [15],
the transverse mass distribution [16] and the transverse
momentum of the vector boson and the lepton in Ref. [17].
Furthermore, there was an investigation of the effects of
higher order corrections to triple-differential Drell-Yan
observables in Ref. [18]. Care has to be taken when
calculating observables sensitive to low transverse momen-
tum W and Z bosons. In this region, each order in the fixed-
order calculation diverges in the limit that the transverse
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momentum goes to zero. However, it was first demon-
strated by Collins et al. [19] that the form of these terms
forms a series that can be formally summed. This approach
is known as transverse momentum resummation. The
current state-of-the-art resummation calculation is at
NLL, + N°LO [20], with most other codes at N°LL’ +
N3LO accuracy [17,21-23].

In this work, we present the next version of the ResBos
program [24,25]. The ResBos version 2 (henceforth
ResBos2) code was developed to address some major
concerns from the original ResBos code [26]. One such
concern was the precision of the code. Previously, the
accuracy was only at NNLL 4+ NLO with an approximate
correction to NNLL + NNLO neglecting the corrections
to the angular functions. The ResBos2 code is at N°LL +
NNLO accuracy, including the correct angular functions.
These concerns were some of the major theory criticisms
levied against the recent CDF W mass measurement. The
CDF experiment measured the W mass as 80,433 £+
9 MeV [27], which is the most precise direct measure-
ment. This result disagrees with the Standard Model
(SM) electroweak global fit result of 80,359.1 £
5.2 MeV [28]. The impact of these updates are evaluated
in Ref. [29].

The rest of this paper is organized as follows. First, we
review the two different b-space resummation formalisms
implemented in the ResBos2 code in Sec. II. Section III
discuss the improvements implemented into the ResBos2
code over the previous version of the code. We investigate
the rapidity dependence of the non-perturbative Sudakov
factor in Sec. IV. The comparison LHC data are given for
the Z boson in Sec. V and results for the W boson mass at
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the Tevatron and the LHC can be found in [29]. Finally,
conclusions and a future outlook are given in Sec. VL.

II. RESUMMATION FORMALISMS

When performing fixed-order calculations, the calcula-
tion is organized by the power of a,. Fixed-order calcu-
lations make sense when each term in the series is smaller
than the previous term. However, there are certain phase
space points that result in each subsequent term being
larger than the previous one, causing the breakdown of the
fixed-order calculation. To resolve this, resummation is
introduced. Resummation reorganizes that calculation by
noticing that there are certain terms that appear at every
order in ay [19]. These terms that appear in a specific form

at each order are logarithms of two scales, e.g., log(g—;). The

number of logarithmic terms included in the calculation is
denoted by leading log for having only the leading term,
and adding next-to for each additional log term included.
The organization into different orders of precision are
summarized in Table I.

The dynamics of multiple soft-gluon radiation in scatter-
ing processes is treated through the use of the resummation
formalism [30-34]. There are many applications of resum-
mation at modern colliders. In this work, the focus will be
on the treatment of transverse momentum resummation.
The formalism was originally shown to be possible for all
the large logarithms (leading and subleading) to all orders
by Collins et al. [19]. The formalism developed in their
work will be referred to as the CSS Formalism. A more
recent formalism was developed by Catani, de Florian, and
Grazzini, which is known as the CFG Formalism [35]. The
details of the two formalisms are explained in Secs. II A
and II B respectively. The differences between the two
formalisms are highlighted in Sec. II C. The remainder of
this section will focus on the general outline of pr
resummation.

Firstly, resummation is a mean to relate the different
scales of a multiscale process to a single scale, which also
removes the large logarithms that result from the large

difference between the scales. Therefore, the first step is to
factorize the cross-section calculation into the different
scale regions that are involved in the calculation. The
regions that are important to this work are known as the
hard factor, the soft factor, and the collinear or jet factors. A
diagrammatic representation of each piece for the Drell-
Yan process can be seen in Fig. 1, and can be expressed as:

do

————— < H(p, ug)S(p, pires)C1 (1. )
dQ*dydp? ©

X CZ()“’HF)J(/"R”/)’ (1)
where H is the hard factor, S is the soft factor, C; and C, are
the collinear factors for each incoming hadron, and J is the
jet factor. In this work, we are inclusive on the number of
jets so the factor J(u,Ry') = 1. However, it plays an
important role for example in Higgs + jet resummation
[36]. Additionally, the various scales are given as the hard
scale u, the renormalization scale pg, the resummation
scale up.s, the factorization scale y, and the jet radius (R)
scaled by the jet scale 4.

The remainder of the section is to discuss the calculation
of the soft factor, and derive the well known Sudakov
factor. Starting from the fixed-order calculation up to the
nth order in ay, the result can be split into a singular piece,
and a regular piece. The singular piece are terms that are

proportional to p%logm(g—;) (m=0,1,...,2n—1) and
T T

5(pr), and the regular terms are less singular than those
previously mentioned. This calculation breaks down when
o L log™ (Q—zz) becomes large.

Py Py

To resolve this issue, the logarithms need to be summed
to all orders to obtain a finite result in the limit p; — 0, and
remove all large logarithms from the final result. In order to
perform the resummation correctly, the cross section needs
to be Fourier transformed into impact parameter (b) space.
In the impact parameter space, the total transverse momen-
tum is explicitly conserved [37]. After the Fourier trans-
form, the cross section can be expressed as

TABLE I. The different components needed for different orders of resummation.

Anomalous dimension
Order Boundary condition (C)  y; (noncusp, B) D'y, (A)  Fixed order matching (Y)
LL 1 e 1-loop
NLL 1 1-loop 2-loop
NLL’ (+ NLO) oy 1-loop 2-loop ay
NNLL (+ NLO) a; 2-loop 3-loop a
NNLL’ (+ NNLO) a? 2-loop 3-loop oz
N3LL (+ NNLO) a2 3-loop 4-loop a2
N3LL’ (+ N’LO) a 3-loop 4-loop a
N4LL (+ N3LO) al 4-loop 5-loop @
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C

FIG. 1. A diagrammatic representation of the factorized cross
section for Drell-Yan, broken into a soft, collinear, and hard
factor. The soft factor is labeled by the S, the collinear factors are
labeled by the C’s, and the hard factor is labeled by the H.

do
dQ*dpidy

2ﬂ)z/aﬂbe"”bW(b 0,x1,x,)

+Y(pT’ valeZ)’ (2)

where W contains the resummation of the singular pieces
of the cross section, and Y contains the regular pieces of
the cross section defined by taking the fixed-order calculation
and subtracting the corresponding asymptotic piece. The
asymptotic piece contains the terms that are at least

as singular as p% in the fixed-order calculation in the
T

limit py — 0.
By studying the form of the singular piece, the x; and x,
dependence in W can be factorized into

W(b,Q.x,x;) = ch(b’ 0.x1)Cj(b, Q. x2)W(b, Q),
J

(3)

where C j is a convolution of the PDFs with a collinear
Wilson coefficient, with the convolution defined as

Id
C/_Zl £Cja<§,b,ﬂ7Q)fa(Z’”)’ (4)

where C;, is the Wilson coefficient, f, is the PDF, the sum
a runs over all incoming partons, and j represents the
parton that enters into the hard cross section calculation.
These functions are the collinear factors as previously
mentioned. The remaining term contains the hard factor,
and the soft factors.

W is determined by solving the evolution equation [38]

0

WgQZW(Qb) =

(K (b, gs(1)) + G(Q/u. gs(1))]
x W(Q.b), (5)

where K (bu, g;(u)) and G(Q/u, g,(u)) satisfy the renorm-
alization group equations (RGEs),

K 0) = “rela). (6)
dlogp G b/, gs(1) = rk(9:(w)), (7)

where yg is the anomalous dimension, calculated from the
singular terms of the cross section [39—42]. Through the RGE
equations, K(bu, g,(1)) and G(b/u, g,(u)) can be evolved
independently to scales of order 1/b and Q, respectively,
removing all large logarithms from the calculation. After
solving these equations, the A and B functions can be defined
such that Eq. (5) can be rewritten as

0 - 0% dy? Cc20?
—W(Q,m_—( / %(A(gxu),c])log s

10t H

+B<gs<u>,cl’c2>))v~v<Q,b>, ®)

where C; and C, are arbitrary constants of integration arising
from solving the RGEs. It is possible to calculate the values
for the A and B functions order by order in perturbation
theory.

Finally, to obtain a result that can be used to make
predictions of the cross section, the evolution equation of
W needs to be solved. The solution can be written as

- - C
_ -8(0.b) 1
W(Q.b) = e=512b W(Czb b) )

where S is known as the Sudakov factor, and is given by

C%de 2 2
(0.0 = [ #7900 € roe 2

T Blgy(u). C. c2>). (10)

Putting all of the results above together, the resummed
cross section can by written as

2d‘7 H / d2beidrb p=S(0.b)
dQ¥dpidy ~ (2r)?
C,
XZC < ,0, x1> (Czb’Q’m)
+Y(PT7 Q.x1.%3). (11)

This is the general form for transverse momentum
resummation. However, this form is not the final form
used in calculations, due the fact that when the impact
parameter becomes large, the scale of resummation goes
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below Aqcp. Therefore the calculation becomes nonper-
turbative. To prevent using a scale below Agcp, the b*
prescription is introduced, where

o2 (12)

R
where by, is chosen such that 1/b,,,, is of order Agep.
The lower bound of the Sudakov integral is then modified
from C3/b* to C3/b?. This functional form prevents b*
from ever being larger than b, preventing scales below
Aqcp- However, this causes the prediction to be inaccurate
at low py, since a piece is removed by the b* prescription.
To resolve this, a nonperturbative function needs to be
introduced.

There are many different proposals for the form of the
nonperturbative function [25,43-45]. In this section, the
general concepts of the nonperturbative function will be
covered. The method of obtaining this function is through
fits to data. It is believed that the nonperturbative function
should be universal, and only depend on the color structure
of the initial states. This then gives the final form of the
resummation formalism in a scheme independent way as

do H —
— de i P17 b ,=Spert _SNPC
dQ*dp}dy 2 (271)2/ e

i.j

where Sy is the Sudakov factor, while Syp is the non-
perturbative Sudakov factor. Finally, up to this point the
integration coefficients (C;, C,, and C3) were left to be
arbitrary. The canonical choice for these scales are given
by C; = by, C, =1, and C3 = by, where by = 2e77¢. In
Appendix A, the relationship between the canonical scale
choice and any arbitrary choice is calculated up through o.
The theory uncertainty due to the missing higher order
corrections can be estimated by modifying the values of Cy,
Cz, and C3.

A. Collins-Soper-Sterman formalism

So far, the resummation formalism has been developed
in a resummation scheme independent way. Here, the
Collins-Soper-Sterman Formalism 1is introduced [19]. In
this formalism, the hard matrix element, H, is taken to be 1,
with no corrections as a function of «,, and the B and C
coefficients become process dependent. The A, B, and C
coefficients can be expanded as a series in a; as

S a; n n
cij:5i,+z<;) i, (16)
n=1

For Drell-Yan, the coefficients for A up to a3, B up to a?
and C up to a, are given with the canonical scale choice as
[46-51]

A =y, (17)
1 67 2 5
A == — - -z 1
ZCF<<18 6>CA 9Nf>» (18)
CrN 55\ Nj
AB) = Firle, -2 ) =L
CF( 2 \&738) o8

11¢;,  11z* 672 245
2 _ I
+CA< 24 720 216 96

~7C, 522 209
SR B 1
+CANf( 2 108 432))’ (19)
3
BY = ->Cp. (20)
2 3 11, 193 3
B —c2 (T2 _ Sy
CF<4 16 %) HCrCal367 ~ 45 T2
17 %
—_ 21
+cFNf(24 18), (21)
V=t esi— e s 22
40(2) =5 Cr(1=2) +6(1 = 2) ; Cr(x* =8),  (22)
Myl
Cog (2) = 52(1 = 2). (23)
Dy Dy Dy

where Cr = 4/3, C4 = 3, and N/ is the number of active
quarks. The results for B®) can be found in Ref. [52], and
for C can be found in Ref. [53].

B. Catani-deFlorian-Grazzini formalism

Catani, deFlorian, and Grazzini realized that the behavior
of soft gluons is independent of the hard process, and
developed a resummation formalism in which the hard
factor which is process dependent can be pulled out of the
Fourier transform [54]. This then leads to the calculation in
impact parameter space only depending on the initial state
partons, and not the hard factor. Like in CSS, the A, B, and
C functions can be expanded as a series in a,. However, in
addition to these three, the hard factor H is not fixed to one,
but can also be expanded as a series in a,. In the CFG
formalism, the A, B, and C coefficients are given by

A = Cp, (25)
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1 67 n2 5
AP _ECF(<E_K)CA_§Nf>7 (26)
CrN 55\ N3
AB) — L __r
CF( $748) 108

¢ Urt 6722 245
2
+CA<24 70 T 6+96>

76 52 209
CAN =7, 27
i Af( 2 108 432)) 27
BV =3¢, (28)

B? = <(—3 +24¢, — 4883)C>

17 88
+<———c2

3 24C3> CrCy

2

Chg(z) = %CF(I -z), (30)

Cl (2) = %CFZ’ (31)

Co(z) = ; (1-2), (32)
Cgllf?)(z) = Ci,lq)/ (z) = C;I)/ (z) = 0. (33)

The relationship for obtaining the A, B, and C coef-
ficients in the CFG formalism from the coefficients in the
CSS formalism can be found in Sec. II C. The hard factor is
process dependent, and for Drell-Yan are given as

2

HPYO) = ¢, <”2 - 4) : (34)

18 192 T 216 240

1 511 672> 17x*
—C? 15 4
Ty ( T TR 45)

mm:qqf% WSNM2ﬁ>

1
+ g N/ (1925 + 1143 - 1522%). (35)

up to O(a?) [35].

C. Comparison of CSS to CFG

The conversion between the CSS and CFG Formalisms
can be given using the all orders relations [54]:

CP(2) = [HE]C o (2). (36)
din HE

BF —B. - c 37

{5 - p it )

where the F superscript is used to indicate which pieces are
process dependent, and /3 is the function that describes the
running of a,. This can be expanded order by order to give
a conversion between explicit CSS and CFG coefficients. It
is important to note that the A coefficients are always
universal, and B(!) is also universal (only depends on the
color structure of the initial state). The conversions up to
N3LL resummation are listed below

—_

HF (HF

Cor' () = €y () + 8,81 = 2) S HL' . (38)
1
Cu (2) = C(a) + 5 H "€ (2)
1
+ouo( =) 3 (1P L), e9)

1
BT = B p 2 (T S, )

11cA 2Nf 17C3=5CaN;=3Ce N,

with ﬂo and ﬂ = By

III. ResBos2 IMPROVEMENTS

In this section, the different physics improvements
implemented into ResBos2 are discussed below. For technical
code improvements see Appendix B. These improvements
include the changes to N3LL + NNLO accuracy and the
inclusion of the NNLO accurate angular distributions. Both
of these issues were a major concern in the usage of the
ResBos prediction for the CDF W mass measurement (see
Ref. [29] for more details).

A. Resummation at N3LL matched to NNLO

In order to match the resummed calculation to the fixed
order calculation, the asymptotic expansion needs to be
calculated to the same order as the perturbative calculation.
Additionally, a matching procedure needs to be defined to
manipulate the transition from the region described by the
resummed calculation (small transverse momentum) to the
region described by the fixed order calculation (large
transverse momentum).

The asymptotic expansion can be calculated using two
different methods. Firstly, since it should reproduce the
singular structure of the perturbative calculation, one can
take the transverse momentum to zero limit of the fixed
order calculation and keep terms that are at least as singular
as 1/p%. The other approach is to take the resummed
calculation and expand it to a fixed order in the strong
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coupling constant. The two calculations should be identical
and is a good validation of the calculations. In this work, we
analytically expand the resummed calculation to O(a}) to
prepare for matching to an N3LO prediction. Furthermore,
we numerically validate that the asymptotic expansion and
the perturbative calculation agree in the limit of small
transverse momentum. The expansion of the A, B, C, and H
coefficients to O(a!) can be explicitly found up to O(a}) in
Secs. IT A, 1B, and Appendix C for the CSS and CFG
formalisms. The expansion of both the CSS and CFG
formalism result in the same singular and asymptotic piece,
so it is sufficient to only consider the CSS formalism. The

lepton variables and angle between b and gr are integrated
out to simplify the discussion, but do not modify the results.
After these simplifications, the resummation formalism
becomes

do o
li dmmJ =S(/pr-Q)C
pr0dQPdydp} 2ﬂp%/o mlolle
® f(x1. p3/n*)C @ fi(x2. p7/m*)
+ (j < I_c), (42)
|
(O =240,
C<l’]> = ZB(I)f'fj F[fi(Picy ® f5)fi(Pjcy ® fa)l.
ZC(U 2(A )Zf'fj»
2C<2’ N = (—6AB

_4B ( ®f1)f]+ﬂ0(

,CD = (4<A<‘>>2¢<3>

where terms that are not of importance in the derivation
have been dropped, and terms that are less singular than piz
T

or 6(pr) have also been dropped. The asymptotic piece is
obtained by integrating over # = bpy. Additional details
can be found in Appendix D

Calculating the results to O(a) is fairly straightforward.
However, the results at higher orders quickly become
untractable. Therefore, it is useful to introduce the follow-
ing definition,

do _ 00 1 Z > 3= as(ﬂz) " clid)
szdyde S 2zp7 ” n "

i.j n=1 m=0

X In™ <Q2>, (43)

PT

which becomes very useful for organization beyond O(ay).
The definition above differs from that found in Ref. [55] by
expanding in factors of * instead of 52, and the overall

factor for the ,T term is L instead of 1 Using these
T

2n

definitions the coefficients up to O(a?) are given as

B + 240 0) fif j = 3AN (f(Picy ® f5)fi(Pica ® fa)),

) — ( o an 240 (Y2 +B<”ﬂo>fif,- L 4AN(C) @ f,)f; — 240 (P
'@ fif;— (P
ﬂoan + 2B >ff/ + B (4(c<‘> Q fi)f; —2(pPW ®f,~)fjlné>

2

®ﬂmm§

®P(1)®fi)fj_(P(1)®fi)(P(l)®fj)+i<_)j’

Q2

2
—A(Md”®ﬁvfawm®fwﬂﬁ§>+Md”®ﬂ“®ﬁvﬁ4wm®fmﬂw®m)

_( ®fl)f]an2

and the results for O(a?}) are given in Appendix E.

PV Q fi)(PW ®fj)lng_%2+ (PC

VQ fi)fj+i< ]

B. NNLO angular distributions

The decay of the Z boson into a pair of leptons can be described by a set of angular functions with an associated

coefficient [56-59]. These are given as

do
dprdydQ?d cos Odg

= Ly(1 + cos?0) + Ag(1 — 3cos?0) + A, sin 20 cos ¢ + A,sin’0 cos 2¢) + A sinf cos ¢ + A, cos

+ Assin®@ sin 2¢) + Ag sin 20 sin ¢p + A5 sin @ sin ¢,
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FIG.2. Comparison between the ResBos2 calculation assuming that the angular coefficients follow the same resummation as the overall
rate and the ATLAS 8 TeV angular coefficients data from Ref. [62]. The red curve is the regularized data. The purple curve is the
unregularized data.

where L, is an overall normalization factor, A; are the At leading order, only £, and A, are nonzero. At next-to-
different angular coefficients, and 0, ¢p are the polar and  leading order, all the terms are nonzero with the exception
azimuthal angles defined in the Collins-Soper frame [60], of As, Ag, and A;, which are nonzero at next-to-next-to-

respectively. leading order. Furthermore, at next-to-leading order the
o BN ResBos2 2 0.12 X BN ResBos2 I I 1 2 I s ResBos2 ' I
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E =05 E=1 +
S , . . & -5k, , . 3
10° 10t 10? 10° 10* 10?
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FIG. 3. Comparison between the ResBos2 calculation assuming the angular coefficients are resummed separately from the overall rate.
and the ATLAS 8 TeV angular coefficients data from Ref. [62]. The red curve is the regularized data. The purple curve is the
unregularized data.
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values for Ay and A, are equal and is known as the Lam-
Tung relation [61]. This relation breaks down at NNLO and
the first nonzero measurement of Aj — A, was done by the
ATLAS experiment [62]. In this work, we will compare the
ResBos2 predictions to those from ATLAS, with the excep-
tion of As, Ag, and A, since these results are first nonzero at
NNLO and are approximately zero.

In order to make these predictions in the ResBos code,
we are required to match to a fixed order calculation at
NNLO. This is achieved through scaling the ResBos2 NLO
calculation by a set of k-factors obtained in MCFM [63—
65] for each coefficient independently. These k-factors
are differential in the invariant mass, transverse momen-
tum, and rapidity of the lepton pair, allowing for a
reproduction of any leptonic differential distribution
within numerical precision of those from the explicit
NNLO fixed order calculation. The fixed order calcu-
lation is then matched to the resummation calculation
within ResBos2 and the results are compared to the ATLAS
data [62]. The results are shown in Fig. 2. Here we can
see good agreement between the ResBos2 prediction and
the experimental data. Results are shown for both the
regularized and unregularized results, which are described
in detail in Ref. [62].

An open question in the calculation of the angular
coefficients is in the handling of the resummation effects
on all of the coefficients with the exception of £, and Ay.
There has been discussion about the different procedures to
handle the ambiguity associated with handling the lepton
kinematics in conjunction with the QCD soft gluon
resummation in Refs. [66,67]. Here we propose two novel
schemes to estimate the possible size of the effects of
resummation on the coefficients. The first scheme is to
assume that the coefficients are modified in the same
manner as L, and A, due to resummation. The second
scheme is to assume that the coefficients are not modified at

TABLE II.

all by resummation. These two schemes should encompass
the true effects of resummation. The effects of choosing
these two schemes can be seen in Figs. 2 and 3, respec-
tively. We leave further investigation into these effects to a
future work.

IV. NEW NONPERTURBATIVE FIT

In this work, we propose a new nonperturbative fit
containing information about the rapidity(y) of the system
given by

0 1960
Siry = g1 + (92 + g3b*) log (M_ + g4 log W
Z

+9s (tanh (g6yMax) + tanh (96(‘y| - yMax)))7 (44)

where g; through g are parameters to be fit, yy. 1S fixed to
be 5 in this study, and /s is the center of mass energy in
GeV. This form is chosen such that at the Tevatron, the
dominate contribution comes to the nonperturbative func-
tion comes from ¢g,. Furthermore, the term proportional to
g5 is chosen such that for y = 0 the contribution from this
term vanishes. Hence, to fit the experimental dataset in
which the y dependence has been integrated out, we set y to
be zero in the above equation.

For the fit, we include data from CDF [68,69], DO
[70,71], E288 [72], E605 [73], R209 [74], and a rapidity
separated measurement from ATLAS [75] and CMS [2],
and high rapidity measurement from LHCb [76] We leave
the other LHC measurements discussed in Sec. V as
validation of the nonperturbative fit. Additional details
on the kinematics of each experiment are given in Table II.

For the fits, we include the PDF uncertainty as an
uncorrelated systematic uncertainty. The fit is performed
through the use of the Bayesian Analysis Toolkit (BAT)
package [77]. BAT uses Markov Chain Monte Carlo

A list of all experiments used for the nonperturbative fit. The first column gives the name of the experiment, the second

gives the center of mass energy, the third describes the experimental cuts applied for each set of events, and the last column gives the

total number of data points for each experiment.

Experiment Vs (GeV) Cuts Nps
CDF Run 1 [68] 1800 66 GeV < M,, < 116 GeV 32
CDF Run 2 [69] 1960 66 GeV < My, < 116 GeV 41
DO Run 1 [70] 1800 66 GeV < My, < 116 GeV 15
DO Run 2 [71] 1960 66 GeV < M,y < 116 GeV 8
E288 200 [72] 19.4 4GeV <M,, <8 GeV, y=04 28
E288 300 [72] 23.8 4 GeV < M,, <8 GeV, 11 GeV < M,, < 12 GeV, y = 0.21 35
E288 400 [72] 27.4 5GeV < My, <8 GeV, 11 GeV < My, < 14 GeV, y = 0.03 42
E605 [73] 38.8 7GeV <My <9 GeV, 10.5 GeV < My, < 14 GeV, E, = 0.1 GeV 35
R209 [74] 62 5GeV <My <11 GeV, 0.1 <x<0.8 10
ATLAS [75] 8000 66 GeV < My, < 116 GeV, py, > 20 GeV, |n,| < 2.4 48
CMS [2] 13,000 76.1876 GeV < My, < 106.1876 GeV, py, > 25 GeV, |n,| < 2.4 80
LHCb [76] 13,000 60 GeV < M, < 120 GeV, pr, > 20 GeV, 2.0 <5, <4.5 10
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(MCMC) to fit the optimal best fit, along with the
correlation matrix, and uncertainties on all the parameters.
The priors for all the parameters are taken to be flat over the
allowed range. The allowed ranges are 0 < g; < 3.5,
O<gp <1, O0<gz<l, -05<gs<1, 0<ygs;<10,
and 0.5 < g¢ < 5. The limits on the lower values of these
parameters are chosen such that Eq. (44) remains positive.
We investigated the effects of choice of prior, and found no
major difference when changing the priors.

The best fit was found by minimizing the log-likelihood
between the theory predictions and the experimental data.
The log-likelihood function used in this work is the same as
defined in Refs. [78,79] for an experiment E and repro-
duced here for convenience

N 1 N, 2 N,
=) (Dk —Ti(9) - ZM@ +Y 2. (45)
k=1 "k a=1 a=1

Each data point k comes with the value for the data (D),
a statistical uncertainty (s;gy), and a uncorrelated sys-
tematic uncertainty (S uncorr.sys)- 1he total uncorrelated

uncertainty is then obtained as s, = \/ Ststar T Stuncorrsys

for a given data point. Additionally, the theory prediction
for each data point is given by T;(g), where g is the
vector of all parameters in the nonperturbative function.
Finally, each data point may come with N, correlated
systematic uncertainties given by f,. Traditionally, these
correlated uncertainties are handled by introducing a
nuisance parameter A, that is assumed to be sampled
from a standard normal distribution. As discussed in
Appendix B of Ref. [79], the optimal values for 4, can be
directly calculated as a function of the fit parameters. In this
work, we implement this technique to handle the correlated
systematic uncertainties.

In addition to the experimentally reported uncertainties,
we also include the theory uncertainty arising from the
PDFs. In this work we use the CT18NNLO PDFs [79]. One
can consider the uncertainty associated with the PDF
extraction as an experimental uncertainty from the fitted
data. Therefore, it should be included in the y? calculation.
In this work, we treat these uncertainties as uncorrelated,
similar to Ref. [80], this is also similar to how the
uncertainties induced by a, and the PDFs are estimated
for experimental observables [81]. While this approxima-
tion is not completely accurate, separating out the corre-
lated and uncorrelated components between each data point
is beyond the scope of this work. The PDF uncertainty is
assessed by fixing the nonperturbative parameters and
calculating the spread from the central PDF value. This
value is stored as a percentage shift of the theory prediction
for each data point.

The ResBos2 calculation used in the fit is setup to use the
scale choices of 4C| = C3 = 4by, Cy = 1, up = g = My,

and setting by, = by, where My = \/p% + Q? is the

transverse mass of the Drell-Yan pair, and by = 2e77¢ ~
1.123 GeV~!, with y being the Euler constant. The choice
of C3 =4b, is to ensure that the ratio C3/b* is always
greater than the cutoff scale for the PDF to ensure that there
is no extrapolation needed in the calculation. Fixing this
value before the fit is allowed since any difference caused
by this scale choice will be absorbed in the nonperturbative
fit. Additionally, the choice of b, = b, is suggested by
the disagreement between the BLNY fit and the lattice data
seen in Fig. 15 of Ref. [82]. In the lattice results, the fall-off
of the BLNY result occurs around b = 0.5 GeV~! (i.e., the
bnax value for the BLNY fit), suggesting that a larger b,
be used.

In addition to the scale choices, certain experiments
only provide data that includes experimental cuts and not
unfolded back to an inclusive level. In our dataset, this
only consists of the data from the LHC. Performing
the full Monte-Carlo integration for each set of non-
perturbative values would be computationally prohibitive.
When working in the full phase space, we can use the
mean value theorem to approximate the integrals over the
invariant mass and rapidity bins, leaving only the Fourier
transform from impact parameter space to transverse
momentum space left. This can be accomplished very
quickly as discussed in Appendix B. On the other hand,
when using the fiducial phase space, one must also
integrate over the lepton kinematics resulting in a five
dimensional integral which is accomplished using VEGAS
[83], and also still involves the Fourier transform at
each point.

To address this issue, we calculate a cut efficiency for
the initial set of nonperturbative parameters and assume
that this efficiency is not sensitive to the nonperturbative
parameters chosen. After the fit is complete, we check
again the cut efficiency by performing a full calculation
including the Monte-Carlo integration for the y?. From
these cross checks, we validate that the cut efficiency is
insensitive to the nonperturbative parameters, and the y?
presented here comes from this final full validation run.
To increase the weight of the rapidity dependence data in
the global y? fit, the PDF uncertainties of ATLAS, CMS,
and LHCD dataset are divided by a factor of 3,1 similar to
what was done for the CT10W fit [84] to emphasize the
impact of the DO data on lepton charge asymmetry in W-
boson decays produced at the Tevatron. For other data-
sets, the PDF uncertainty remains the original value.
After fitting, the y° are calculated again using the normal
PDF uncertainty for every dataset. While this approach
may not be suitable for disentangling the flavor depend-
ence of the nonperturbative function, the form used here

"The factor of 3 was chosen to ensure that the LHC data had a
significant contribution to the total y> while not completely
dominating the fit.
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TABLE III.  The summary of the number of points, y2, and y?/d.o.f. for each experiment included in the fit. The

reference to each experiment is given in the table.

Experiment Ny »* (FY) 1*/d.o.f. (IFY) 2 (SIYY-1) ¥*/d.o.f. (SIYY-1)
CDF1 [68] 32 19.8 0.62 19.5 0.61
CDF2 [69] 41 48.5 1.18 48.2 1.18
DO1 [70] 15 11.1 0.74 11.6 0.77
D02 [71] 8 19.4 243 19.7 2.46
E288 200 [72] 28 31.4 1.12 62.1 2.22
E288 300 [72] 35 34.6 0.99 48.1 1.37
E288 400 [72] 42 89.9 2.14 101.3 2.41
E605 [73] 35 54.5 1.56 67.1 1.92
R209 [74] 10 8.5 0.85 9.5 0.95
ATLAS [75] 48 9.2 0.19 115 0.24
CMS [2] 80 35.7 0.45 40.1 0.50
LHCb [76] 10 18.3 1.83 213 2.13
Total 384 381 0.992 460 1.20

already assumes no flavor dependence, and an inves-
tigation into these effects are left to a future work.

The fits are performed using 8 Markov chains that are
run until they converge. This ensures that the fit that we
find is the global minimum instead of a local minimum.
After the chains have converged, we perform an additional
100,000 iterations to determine the optimal fit values, the
uncertainty of each parameter, and the correlations between
the different parameters. Additional details on the pro-
cedure can be found in Ref. [77].

Over the course of the fits, we found that the best fit
results had g3 consistent with zero. Therefore, for the
final fit result presented here we set g; to zero. For the
best fit value of g5, we find that simultaneous fitting of gs
and g leads to a very flat distribution. To address this,
we perform an iterated approach until the results con-
verge. First, we fix g5 to 1 and fit all the other
parameters. Then we fix the other parameters to their
best fit results and only fit gs. This procedure is repeated
until the values for all the parameters remain at their
previous best fit. The total y?/dof from this fit is
381/384, and the break-down for each experiment is
given in Table III. The best fit values are given in
Table IV. For comparison, we have also performed an
update to the SIYY-1 fit from Ref. [85], using the same

TABLE IV. The best fit result to the experimental data included
in the IFY fit.

Parameter IFY fit

q1 1.034 + 0.026
[ 0.053 £ 0.025
Ga —-0.143 £0.014
Js 13.45+2.0
96 1.468 +0.108

dataset and fitting techniques described above, allowing
91> G2» G3» X, and A to float and set by, = 1.5 GeV~!.
This choice of b, is consistent with the original SIYY
paper [85]. The results for the SIYY-1 fit are also given
in Table IIL. Its y?/dof value is found to be 460/384,
which is slightly worse than the IFY fit. More details,
together with various fits to the SIYY-1 form, are
summarized in Appendix F, for completeness.

The correlation matrix for the IFY fit is given as, for a set

of parameters (gy, g, g4, Je)>

1 0.288 —0.139 0.350
0.288 1 0906 -0.174
= (40)
—0.139  0.906 1 -0.334
0350 -0.174 -0.334 1

Here we see a strong correlation between g, and g4, with
minor correlations between ¢; and the other coefficients
and g, and gg. The correlation between g; and the other
coefficients is expected since the g; is just an overall
constant and shifting around any other coefficient will
result in a need to also shift g; to compensate. The
posterior distributions marginalized over the other param-
eters for each of the fitted coefficients is shown in Figs. 4
and 5, along with denoting the one, two, and three o
confidence intervals. The one ¢ region is in green, the
two o region is in yellow, and the three ¢ region is in red.
The filled circle denotes the mean value along with the
standard deviation. This is obtained after marginalizing
over the other parameters. The open circle denotes the
global mode value. This is the point that is sampled
the most in the full parameter space by the MCMC. The
consistency between the global mode and the mean
values shows that the MCMCs have converged well to
the true minimum.
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FIG. 4. Best fit values with 1,2, 30 ranges in green, yellow, and red respectively. The value for g is in the upper left plot, g, in the
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FIG. 5. Best fit values on the marginalized g5 with 1,2,30¢
ranges in green, yellow, and red respectively.

A comparison of the IFY nonperturbative fit described
above to the Tevatron data from CDF [68,69] and DO
[70,71] are shown in Fig. 6. The experimental data was
collected with /s = 1800 GeV for the Run I data (top
row of the figure), and with /s = 1960 GeV (bottom
row) for the Run II data. The experimental data has been
unfolded to the inclusive Z production level in the
invariant mass window of 66 GeV < M,, < 116 GeV.
The cuts applied in the analysis are shown in Table II.
The comparison is made using the N3LL + NNLO
prediction within ResBos2 and comparing to the unshifted
data. In these comparisons, the scale variations and PDF
uncertainties in the calculation are intentionally left out in
the comparison to data to more easily demonstrate the
quality of the fit.

A similar comparison is made to various low
energy experiments. In this work, we consider the E288
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FIG. 6. Comparison of the IFY nonperturbative fit with the N>LL 4+ NNLO accurate ResBos2 calculation to the Tevatron Z boson
transverse momentum data. The top row are the results from run I, with CDF [68] on the left and DO [70] on the right. The bottom row is

the same as the top but with run II data [69,71].

experiment [72], the E605 experiment [73], and the R209
experiment [74]. The E288 experimental dataset consists of
three different incident proton energies (200, 300, and
400 GeV). The different incident proton energies are
separated into three different sets labeled E288 200,
E288 300, and E288 400, respectively. The E288 experi-
ment consisted of colliding a proton beam on a copper
target. The E605 experimental dataset was taken at a center
of mass energy of 38.8 GeV with a 800 GeV proton beam
on a copper target. The experiment measured the invariant

dimuon cross section (E g;—;) for a fixed longitudinal
momentum (xp = 0.1). Finally, the R209 experiment con-
sisted of colliding two proton beams at a center of mass
energy of /s =62 GeV. The data was separated into
various invariant mass windows and was inclusive on the
rapidity of the dimuon pair. The comparison to the various
low energy experiments can be found in Fig. 7. Overall, we
see good agreement between the ResBos2 IFY fit and the

experimental data. Again, the scale uncertainties and PDF
uncertainties are not included to help make it clear the
quality of the fit.

Overall, we see excellent agreement between the fitted
IFY form and the experimental data. The fact that the
values for g5 and g are not consistent with zero supports
that there is rapidity dependence in the nonperturbative
contributions to the transverse momentum resummation
calculation. The rapidity dependence of the IFY form is
most strongly influenced by the LHCb data, specifically
the low transverse momentum bins as shown in Table V.
This is supported by the observation that the numerical
contribution of the g5 (and g¢) term of Eq. (44) is negligible
for |y| less than about 2.5. Hence, the quality of the fits to
the ATLAS and CMS Z boson data is not noticeable altered
by the inclusion of this rapidity-dependent term of the IFY
form. A detailed comparison to all the LHC data is left to
the following section.
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FIG. 7. Comparison of the IFY nonperturbative fit with the N*LL + NNLO accurate ResBos2 calculation to fixed target data. The top
row and the plot on the second row on the left are the results from E288 [72], the plot on the second row on the right is the comparison to

E605 data [73]. The bottom row is a comparison to R209 data [74].

073002-13



JOSHUA ISAACSON, YAO FU, and C.-P. YUAN

PHYS. REV. D 110, 073002 (2024)

TABLE V. The y?> of LHCb data of the first four points for
g5 =0 and g5 = 13.45.

yforgs =0 x* for g5 = 13.45
pr—1.1 1.422 0.042
pr =28 0.864 0.122
pr = 4.0 2.666 2.086
=52 0.028 0.065

V. Z BOSON OBSERVABLES AT THE LHC

In this work, we compare to the ResBos2 prediction to all
available Z boson transverse momentum and ¢, distribu-
tions available at 7, 8, and 13 TeV. The ¢; observable
was proposed in Refs. [86,87] and only depends on the
angular distribution of the final state leptons, but has a
direct correlation to the transverse momentum of the Z
boson, and was first measured in DO [88]. The observable is
defined as

(47)

¢, = tan (ﬂ _2A¢> sin(6;).

where A¢ is the azimuthal separation of the two leptons
and @, is the measurement of the scattering angle with
respect to the proton beam direction in the rest frame of the
Z boson, i.e.,

cos(6;) = tanh (#) (48)

In the above equation, = corresponds to the rapidity of the
positively or negatively charged lepton, respectively. In the
limit of small transverse momentum of the Z boson, one
can approximate ¢, as

Pr

¢* ~N— Sin d)CS s (49)
" My,

where ¢cg is the ¢ angle in the Collins-Soper frame [60].
This limit demonstrates the correlation between the
transverse momentum of the Z boson and the ¢
observable.

Throughout the following sections, the resummation
calculation is performed using CT18NNLO [79], with
the central scale given by C; = by, C, =1, C5 = 4b,,
Up =My, and up = My, and using the IFY nonper-
turbative functional form described in the previous
section. Additionally, we vary all the scales by factors
of two under the constraints that the ratio of all scaling
factors is in the range 1/2 < s,/s, <2, where s; and
s, are two of the scaling factors. Furthermore, we
require that the scale factor for Cy, C3, and uy are kept
the same with each other since all of these scales relate
to the cutoff between the nonperturbative region and
the perturbative region. After all the above constraints,
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we are left with 15 scale variations. To obtain the scale
uncertainty, we take the maximum variation of all the
scales in each bin forming an envelope uncertainty.
Additional details on the scale variations and the
dependency of the scales for the A, B, and C
coefficients are given in Appendix A.

The 7 TeV datasets consists of a py and ¢;, measurement
from ATLAS [89,90] and a p; measurement from
CMS [91]. The comparisons can be see in Figs. 8-10.
In each of these calculations, the data is given with the
error bars denoting the quadrature sum of the systematic
and statistical uncertainties. The ResBos2 prediction with
the IFY nonperturbative fit described above is given with
the PDF uncertainty in dark blue and the scale uncer-
tainty combined with the PDF uncertainty in light blue.
We can see that the PDF uncertainty is typically on the
order of a few percent, while the scale uncertainty is
about 5% for small py and ¢, and growing to about 10%
at high p; and ¢,’;.2 There is a disagreement between the
ResBos2 prediction and the experimental data at high
transverse momentum and ¢,. This discrepancy can be
accounted for by the N3LO corrections not included in
the ResBos2 calculation as seen in Ref. [92]. Overall, the
ResBos2 prediction shows excellent agreement with the
data in the small p; and ¢; regions, in the intermediate
region the agreement begins to degrade due to the break-
down of the validity of the resummation calculation and

The size of the scale uncertainty is expected to be about
10% because the large pr and ¢ the calculation is only NLO
accurate. The calculation is NNLO accurate only for the inclusive
rate.

corrections related to matching that are left to a
future work.

The complete LHC 8 TeV dataset on Z boson trans-
verse momentum and ¢; comes from both ATLAS [75]
and CMS [93]. The comparison between the ResBos2
calculation and the experimental data shows very similar
features as the comparison to the 7 TeV data, as
expected. Again, we see excellent agreement in the small
transverse momentum (or ¢;) region, a disagreement
between the theory prediction and the data in the
intermediate region due to needed improvements in the
matching region, and a prediction below the data at high
transverse momentum that can be improved by matching
to the N’LO prediction. As an example, we show in
Fig. 11 the comparison between the ResBos2 calculation
and the ATLAS 8 TeV ¢, distributions from Ref. [75]. In
this figure, we also include the comparison to the
prediction of CFG resummation formalism, calculated
with the same choice of scales and the central set of
CT18 NNLO PDFs. It shows that the predictions of CSS
and CFG resummation formalisms agree well within the
scale uncertainty of the CSS prediction. We have also
confirmed that both formalisms yield almost identical
predictions when using the canonical scales in the
numerical calculations.

Finally, we compare the ResBos2 predictions to the LHC
13 TeV datasets on Z boson transverse momentum and ¢,
distributions. The measurements at 13 TeV come from
ATLAS [94], CMS [2], and LHCb [76]. The overall
agreement between the ResBos2 prediction and the exper-
imental data is consistent with what is seen at 7 and 8 TeV.
However, there appears to be better agreement in the
intermediate transverse momentum and ¢, region com-
pared to 7 and 8 TeV. Again, the disagreement at large
transverse momentum can be addressed with the inclusion
of higher order corrections.

Overall, ResBos2 can accurately describe the LHC data
for Z boson production in the small transverse momen-
tum and ¢; regions, as expected. Additionally, since the
ResBos2 prediction only matches to NNLO at large
transverse momentum, there is missing strength compared
to the experimental data that can be resolved by matching
to N3LO. The matching to N3LO is left to a future work
as well. Here, we only show the detailed comparison to
the ATLAS [75] and CMS [93] 8 TeV py data (Figs. 12
and 13, respectively), the CMS 13 TeV p; data [2]
(Fig. 14), and the LHCb 13 TeV p; data [76] (Fig. 15
right panel). The nonperturbative function obtained above
is still able to accurately describe the other LHC py
datasets (Figs. 8, 10, 13, and 15) and all of the gb,’;
datasets (Fig. 16).
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VI. CONCLUSIONS

In this work, we discussed the recent improvements
in the ResBos resummation program known as ResBos2.
One significant improvement was in increasing the
logarithmic accuracy from NNLL to N3LL in the
resummation calculation. Additionally, the resummation
formalism was expanded to include both the CSS and
CFG formalisms into the same program. This enables a
comparison between the two different formalisms while
easily controlling for other implementation detail effects.
Finally, the ResBos2 program improves upon the ResBos
framework by including a complete NNLO calculation to
be matched to. This is of vital importance to ensure that
the angular distributions for W and Z boson production
are simulated correctly.

With the improvement of logarithmic accuracy, a new
more accurate nonperturbative function of the Sudakov
factor was also required to meet the precision needs of the
LHC. In this work, we proposed the IFY functional form
that includes rapidity dependence. We find that the non-
perturbative function has mild rapidity dependence based
on the results of the fit. The IFY functional form was fit to
data from fixed target experiments, the Tevatron, and the
LHC. Overall, there were 384 points included in the fit, and
the best fit result had a y> of 380.8.

The ResBos2 prediction with the IFY functional form
was then validated against the LHC datasets which are
intentional excluded from the fit. In the comparison to this
set of LHC data, we find excellent agreement in the small
transverse momentum (or ¢, ) region as expected. However,
in the intermediate matching region and the large transverse
momentum region the agreement is not as good. The large
transverse momentum (or ¢;) disagreement is expected due
to the large contributions from N°LO. The rough size of
these corrections is of the same size as the disagreement
between the ResBos2 prediction at N3LL + NNLO. We plan to
interface with a N’LO prediction in a future work [20,95].
The disagreement in the intermediate region requires further
investigation of the matching scheme and is left to a
future work.
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APPENDIX A: SCALE VARIATIONS

In the ResBos2 calculation, there exist 5 scales that can be
varied to obtain the theoretical scale uncertainty. These 5
scales are the typical factorization and renormalization
scales that appear in a fixed order calculation, and then
three resummation scales that arise from the solution of the
renormalization group equations (denoted C;, C,, and Cj).
The prescription that we propose to be used with the ResBos2
code is to fix the factorization scale, Cy, and C; to be scaled
by the same prefactor, and vary C, and up independently.
This combination gives a total of 15 scales to be calculated
for the scale uncertainty.

Additionally, the values of A, B, and C in the resummation
formalism depend on the choice of C, C,, and C5. To obtain
the scale dependence, the resummation formalism is expanded
for arbitrary scales and is compared to the canonical choice,
(Cy = C3 = by, and C, = 1). In other words

W(bv Qv Cl? C27 C3)|O((1?) = W(bv Qv Cl - b()? C2
=1,C3 = by)|o)

where the definitions of C;, C,, and C3 can be found in the
scale dependent resummation formalism given as

(A1)
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C2Q2d 2 2
W= exp (— IS ifw,cmog( e ) T B cl,c2>)

2/p? W
C G G G
C ’ C L 3. A2
X ®fa<x1 c, > ®fb<2C2 b (A2)
performing the series expansion of the previous equation, and using Eq. (A1), to O(a?), the scale dependence is given by:
A — (o) (A3)
b
A® = A2 _ g A0 Jog (@) (A4)
(3) — AG. 2.4(1 bo bo (Le) (2.)
AB) = AG) 1 42 A(19)]og? C. —2log C. (P1A) 4 2B,A1=)) (A5)
1 1
b2c2
B() — pllo) _ A(10) 1Og< 2:22> (A6)
1
b
B2 — g.o) _ og( ) + B <2A(1’C)log2 (C—O) —2A190g?(C,) + 2B1) log(C2)> (A7)
1

BG) — gB.o) _ ( ) + 25 ( (1.e)]og? (2()) —i—log(Cz)(B(l*C) — A0 log(CQ))>
1

2
1
b
—gﬂ(z) <2A<1'C>1 og (F()) + 10g?(C,) (2419 log(C5) — 3B(1’C))>
b
+4ﬁ0< og? < C‘j) +1og(C,)(B2¢) — A20) 1og(c2))> (A8)
2,2 22 2
1) _ ~(Le) 1 1c 2 byC3 1 lLe byC3 1 (1) G
c =c, (§)+5ja5(1—§)<—ZA< Jog ( c > + =B Jog o _EPJ'“ logb—(z) (A9)
e 1 b2C2 b2 b2C2 b2ﬂ2
CO = C29(&) 1 5,,5(1 - &) <—1[;’0A(1,c)log2( oczz) 10g< . )+ 5,801 log( < >log< b%F>
1 b2 1 piC3\ 1 b} C3 1 b2 (2
. A(l,c) 21004 0~2 )\ _ ~ Alc __A(I,C)B(l,c)l 3 B(Zc)l 0~2
+ 35 (A7) log ( c 15 PoA! ) log? )73 e (~a ) 3 ("

1 b3 1 sz2 1 b2C2 1 : biC3
_ _A(Z,c)l 2(20~2 - B(l,c) 21 B (L,e) 1 _B(l,c)c(lsc)l 0~2
A7 log ( c )ts (BU<))*log? o ) Tl og? <))t - log\ “g”

1 ¢ b3 C5 e 1 ;1 Ne:
-4 ATIC  og? < o 2) <ﬂo ) =3 C @ Py - P<2>>1 gb§+ ZALOPY) @ Pllog?

I 4 8 b2
1 b3C3 c: o1 b3C3 Cc: B , C3
~ 2 BUIPW 1og [ Z02 ) log =2 4 - A0 Pl 10g? (022 ) log —3 — 20 pljog2 3 A10
3PP g T oy + g AN IR logt ( Z” log s =T P log s (A10)

Comparing these results to that from Ref. [96], it is  Ref. [96], except for the scale dependence in C?). Addi-
important to note the differences in the definition of Sy tjonally, the calculation is extended to include A®) and B®).
and ;. In Ref. [96], the f functions are iy = (11C4 =  The maximum uncertainty for the Sudakov factor arises
2n)/6 and f; = (17C5 —5Cyny —3Crny)/6, while  for the choice C, = by/2 and C, =2 and C; = 2b, and
here fy = (11C4 —2ns)/12 and f; = (17C5 —=5C4n; —  C, = 1/2, which can be understood from the fact that this
3Cpny)/24. Note that this result is consistent with has the largest impact on the value of the Sudakov integral.
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The dependence of C; for the uncertainty is more com-
plicated, because it deals with the complex energy and
x-dependence of the PDFs.

When using the canonical choice of the scales, the scale
variation in the CFG formalism can be readily obtained
from the conversion relations presented in Sec. IIC.
However, when using the noncanonical scales, due to
the different treatments of the hard factor H, cf. Sec. II
B, the numerical difference in the predictions of the CSS
and CFG formalisms can increase as compared to the case
of using the canonical scales. The difference between CSS
and CFG when using the canonical scales should differ
starting at the next-to-next-to-next-to-next subleading log
[i.., af log(g%/Q?%)]. When using the noncanonical scales,
the difference arises first in the B® and C(V) terms due to
the different scales the hard function is now evaluated at
[see Eq. (38)].

APPENDIX B: COMPUTATIONAL
IMPROVEMENTS

As the accuracy of the ResBos code increases, the
computational needs also drastically increase. To address
these needs, two approaches can be taken. First, improved
algorithms can be developed to improve the overall
performance. Second, different computing architectures
can be leveraged to provide more computing resources.
Both of these approaches result in a smaller amount of
walltime used to obtain predictions. The ResBos2 code takes
advantage of both methods to speed up calculations and
take advantage of highly parallel computers.

1. Algorithmic improvements

There are two major algorithmic improvements in the
ResBos2 code that enable a significant speed improvement in
overall compute requirements. The first and most important
algorithmic improvement is the use of Ogata quadrature
[97]. The second improvement is in the handling of the
convolution kernels required in the impact parameter
calculation.

a. Ogata quadrature

Ogata in Ref. [97] proposes a novel quadrature formula
with the zeros of the Bessel function as nodes, i.e.,

[Pt axmh Y wialhaP (e, (BD

k=—c0,k#0
where
Y, (&, 2
Wy = (lw _ — , k=41,%2, .,
Jv+l(ﬂ§u\k| T §v|k\]u+l(”§y\k|)
(B2)

with v is a real constant greater than —1, 4 is a positive step
size, £, are the zeros for the Bessel function J, (zx) of the
first kind with of order v ordered in an increasing order for
increasing k with ,_; = —&,;, and Y, is the Bessel function
of the second kind of order v. The approach takes influence
from the double exponential (DE) quadrature formula [98].
The DE formula is known to be optimal for a large class of
integrals. However, this approach fails for oscillatory func-
tions over infinite intervals. The use of DE for oscillatory
functions of the Fourier transform type was first addressed in
Ref. [99]. The authors of Ref. [99] chose a DE transform such
that the nodes of the quadrature rapidly approached the zeros
of the function sin(x), allowing for the integral to be
computed with a small number of function evaluations.

The work of Ogata [97] was to extend the DE approach
for Fourier type integrals to integrals of the Hankel trans-
form, i.e.,

|7 s ax (83)
These integrals show up in the resummation calculation,
and thus finding a DE quadrature rule would significantly
reduce the number of function evaluations needed. To
achieve a DE-type formula, the variables are transformed as

x:%y/(t) with z//(t):ttanh(gsinht) (B4)

This transforms the integral for the Hankel transform as
() © T
x)J,(x)dx~ =& wuf | —w(he,
[ @ x (G

xJ, (Zw(h@@w’(héyk). (BS)

The above infinite sum can be truncated with a small
number of function evaluations, as the value fy(hé)
approaches z&,;, double exponentially as k — oo.

This approach still requires an optimization for the
choice of i and the upper bound on the sum (N). A
method to achieve this was proposed in Ref. [100]. In this
work, the authors investigate the uncertainty estimates to
determine an optimal value for 4 and N. The uncertainty
after the above transformation arises from two pieces. The
first arises from the approximation of the quadrature at a
finite value of & and is estimated as O(e~*/"), where ¢ is
some positive constant which depends on the function
being integrated. The second term arises from the trunca-
tion of the sum at some finite value N and is given as

0

Iy =h Z Wuj‘héujlzu+]f(h§pj)'

Jj=N+1

(B6)

In Ref. [100], the authors found that the optimal choice of
parameters can be obtained by maximizing the contribution
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of the first node, i.e.,

0

 (h(HE f(hE)) = 0. (87)
The equation is then solved for 4 and the resulting value is
defined as h,,. However, it is important to note that the value
for h, tends to be large, thus making the value of O(e=/")
also large. This can be resolved by noticing that for a fixed
N, the final nodes can be placed in the same position for
some new h by enforcing

/3
héon = EW(hé:yN)’ (BS)
which has a solution defined as #, at
1 2
h, = —sinh~! (— tanh~! (ﬂ) > (B9)
guN T T

The above equation only has a solution for 4, < z. To
address this issue, an upper bound on /%, can be set to
ensure that the calculated value of 4, is always well defined.
A demonstration of the effectiveness of this optimization
technique can be seen in Fig. 6 from Ref. [100].

This algorithm with the optimization is implemented in
the ResBos code and significantly reduces the number of
function evaluations needed in impact parameter space to
achieve an accurate conversion back to momentum space.
Overall, this introduces a speed up of 10-100 depending on
the value of transverse momentum considered.

b. Convolution improvements

A major use of computational resources in the ResBos
calculation is the convolution of the hard collinear kernels
with the PDF. This becomes especially expensive for
calculating C®). However, it is straightforward to pre-
tabulate these values similar to how PDFs are handled in
tools like LHAPDF [101]. The convolution can be written as

CQ® f(x, QZ):/IC(z)f(x/z, 0*)dz. (B10)

X

Additionally, the convolution can be carried out using a
fixed quadrature algorithm like double exponential quad-
rature [98]. When using a fixed quadrature algorithm, the
values of z evaluated for all x and Q? are the same. Thus the
values for C(z) can be tabulated in the first iteration and
then just read off for each subsequent iteration. This allows

2 pY2) 3 ,,.DY(l
2C(qq)(z)+5(1 -2) {Hq @ _Z(Hq M
c (2 - 8)°

DY(2
= Mg gq 2) - [5(1 —)

+ (72 =10)(1-2z) = (1 —I—z)lnz],

for a significant time improvement in generating convolu-
tion grids, which can then be interpolated to create a
significant time improvement when generating the resum-
mation and asymptotic grids.

2. Architecture improvements

The ResBos calculation consists of two components. First,
resummation, perturbation, and asymptotic grids in Q, pr,
and y are generated over the required parameter space. This
piece only includes the production of the vector boson
being considered. Second, the grids are then interpolated
and combined with the decay of the vector boson through
the use of integration over the entire phase space. The
integration over the phase space is optimized using adaptive
importance sampling via the VEGAS algorithm [83,102].
Both of these components are trivially parallelizable.
Therefore, it is possible to see a significant improvement
in the performance through the use of a message passing
interface (MPI) to enable communication between a set of
CPUs. This results in a overall walltime speed-up directly
proportional to the number of CPUs used. Investigations
into using GPUs for the parallelization are currently
underway and are left to a future work.

APPENDIX C: B®) AND C® COEFFICIENTS

The coefficients up to NNLL can be found in Secs. Il A
and II B for the CSS and CFG formalisms respectively. For
the additional terms that appear at N3LL, they can be found
in [52,53], and are reproduced here for ease.

The B anomalous dimension in CSS at O(a?) is given as

1
BYY = yBY —v5 + B + 25 (ch -3 <cPY>2>, (C1)

substituting the numbers into the equation above, the
numerical result is given as

B]33Y = 114.98 — 11.27ns + 0.32nj%, (C2)
where n; is the number of active flavors. Note the above
equation differs from that in [52], since the expansion in

[52] is for 3=, while this work uses %.

The hard-collinear coefficients C,(-jz-) at the NNLO for

vector boson production are given by five different initial
states: ¢g, 94, qq, qq’, and gg. These coefficients can be
respectively obtained from (reproduced from Ref. [53] for
convenience)

py(n| 1

FREDUH R AR

(C3)
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cY(z )+in Ve(1-2) = HXD (2) —% zlnz+%(1 -2+ <%2—4>z(1 —z)}, (C4)
Cig (2) = Hoy 0, (2). (C3)

SHERTGYE) (s

C2(2) = Hygeg- (C7)

where the scheme independent hard-collinear coefficient functions () are given by

DY(2) 76 101\ / 1 59¢; 1535 21522 #*
: C — - 5(1 -
Haz<aa(2) = Ca F{( 2 27 )\1-z ++ s 192 " 216 240)% 7Y

1422 Liz(1 —z) . Liy(z)log(z) 1. . 1
- Lis(z) —m2l&log@) Lo oo -1y ~ “log2(1 = 2)1
A (P (o) - PR e og(1 - ) = 1o (6) - g1 -2 o)
1 7 1 1 1
+—n’log(l —2z)—— —— | == (11 =32%){3 —— (=z% + 12z + 11)log?
+ 37 og(l —7z) 8>+1— ( 4( 3z2°)¢5 48( 27+ 12z 4+ 11)log*(z)
2z Li,(z)

1 (832% — 362 + 29) log(z) + ”—) +(1-2) (

1 100 1
3% 2 +=log(1-72) log(z)> +Z+ +—zlog(1 —z)}

2 2 27 4
(1+2%)
72(1 —72)
1 1 511 6722 17x%

_ 2 )2 _oa  lim _
+ o5 (-19 37)}+CF{4< 156+ 76— 15 13 )5(1 2)

+1—|—z (Li3(1—z)_5Li3(z) 1. 3Liy(z) log(z)

+ CFnF{14 ( ! ) + Sé4 (19285 + 1143 = 15272)6(1 — z) + log(z)(31og(z) + 10)

27T\1-z/)

3
— +-Liy(z)log(1 - z2) + +7log(2)log?(1 - 2)

2 2 2 2

1 1 5 3 272 29
+Zlog2(z) log(1—7z) —Eﬂzlog(l -2) +%> +(1-2) <—L12( ) ——log(l —z)log(z) +%—Z>

1 1 1 1
+52 (1+ z)log*(z) + - <§ (=22% +2z+43)log?(z) + 1(1722 —13z+4) log(z)) - A—Z‘log(l - z)}

1 Liy(z) n? 1
Cri—(1-2)(22%> - 2 2 log(1 —2)1 —(1—=2)(1362> — 143 172
rer{t-a -4 2) (P 4 fog(1 -2y tog(e) - 5 ) + 57 (121362 - 1432 4172
1 1 1
T (82% 4+ 3z + 3)log?(z) + % (3272 — 30z + 21) log(z) + 5 (1+ z)log? (z)} (C8)

2
DY(2) - 1 Vs 1 >
Hq[.](_qq/(z) = CF{12 (1 —Z)(ZZ —Z+2) (le( ) +10g(1 —Z) log(z) 6) +FZZ(1 —Z)(136Z - 143Z+ 172)

-I-l( 1+ z)log’(z) —

1 1
13 — (82% + 3z + 3)log?(z) + > (32722 = 30z + 21) log(z)}, (C9)

96
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queqq( ) CF(CF 2CA){ 112 < > +L13(Z) + Lig T — 5 _ >

2
34108°(2) ~ glog’(1-+2) + g og(1 + 2log?(s) + T3 oe(1 +2) =22

24 12
L 15 1 .

+(1- z)< 122(Z) +§10g(1 —z)log(z) +§> —5(1 + z)(Liy(—z) + log(z) log(1 + z))

n? 1 1 5 , 7’
—I—ﬁ(z—3) §(11z+3)log() +Cp 152 (1-2)2z" —z+2) L12(z)+log(1—z)log(z)—€

1

— (1 —=2z)(1 — 14 172) — — 1

+432Z( 7)(1362% 3z+172) 96(8z + 3z + 3)log?(2)
1
+i(32Z2 —30z + 21) log(z) —I—&(l —|—z)log3(z)}, (C10)
Honear (2) = Hoga 2). (C11)
1 Liz(1— 1
MO = Cad ~ 13 (1= (112 =2+ DL (1 =2) + 222 =224 1) (2T = L1 -2 g1 =)
1 3Lis(=2) Lis(t) Liy(-z)log(z) 1
@log (l—z)) (222 +2z+1 )< A 1 3 —ﬁlog (I+2)
] 1
g0 (2 oB(1 +2)+ g log(1 +2) ) + 321 + 2)Lia(=2) + 2Lin () = 32Lin(1 - 2)logc)
3 14972 1

—2Liy(2)10g(2) = 2 (222 4+ 1)¢s — o2 _ (4422 — 127+ 3)1

2Lia(2)log(z) = £ (227 + 1)&5 = 7 =g (4427 — 122+ 3)log?(2)

2
z 43z 43 1 3
72(682 + 672 Z_3OZ+21)10g<Z)+_+K+W+48 (2z+ 1)log*(z)

1 1 1 1 35
—Ezlog(l —2)log?(z2) _§(1 —z)zlog?(1 —z) +Zz(1 +z)log(1 +z)log(z) + 16(3 4z)zlog(1 —z) _48}

Lig(1-z) Li i Liy(2)1 1
vl o (-t =) @) L g ag(1 oy 4 2108 L
8 g8 '8 8 48
L tog(2)log2(1 = 2) + L log? () og(1 = 2) ) =5 - L (422 =22 4 Diog ()
16 (BWSOE L T T loB OB T L) TR T e TR g
1( 82% + 12z + 1)log?( )+i( 82% 423z + 8) log( )+i 2(1-2z) 41k
64 z z g (2) + 55 (=82 Z g(z) +5 7 )zt
| | 1 9
(1= 20821 =) = (1 = 2)zlog(1 =) og(s) = (3= 42)zlog(1 =)= 1. (c12)
z 1
MG @) = =3 (1-2+ 501+ ) 1oe(a) ). (c13)
where Li;(z) (k = 2,3) are the polylogarithm functions,
1
Liy(z) = — / %111(1—;) Lis(2) = / %ln(r)ln(l—zt), (C14)
0 0

and the H factors are the scheme dependent resummation factors. For CSS, H is 1 to all orders, while for CFG, H has a,
dependence.
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APPENDIX D: BESSEL INTEGRALS

In the calculation of the asymptotic expansion, integrals
with varying powers of the impact parameter (b). The main
integration needed can be expressed of the form

A B dnndo(n)F(n),

This integral can be performed by using the following

(D1)

0, —4(3),

20)2

® n-Q
dnJi(n ln”’( > =

/0 22

1n4Q—§ —16(3)In2

ln —40¢(3)In* &, Q— —48¢(5),

integration by parts identity

/ dmdo(n)F(n) = = / dnnJ 1(f1)d2—(”)7 (D2)
0 0 n

which is true given that the boundary term vanishes,
(nJ1(n)F(n);2o = 0). Additionally, the following integral
results will be important in obtaining both the asymptotic
and singular piece up to O(a3})

if m=20
if m=1
if m=2
if m=4
if m=35,

In6 2, — 80¢(3)In* & Q— —288¢(5)In% + 160¢(3)%, if m =6

where by = 2¢77¢ ~ 1.123 GeV~!, and y is the Euler constant. Up through m = 2 is needed for the O(a,) calculations,
through m = 4 is needed for the O(a?) calculations, and all of the above will be needed for the O(a?) calculations.

APPENDIX E: O(e,

3) ASYMPTOTIC EXPANSION COEFFICIENTS

The coefficients for the asymptotic expansion at O(a}) are given as

1
3Cg D=o

7 ARSI,

i 5 5 5 5
3Cz(t"]) = (A (ZB(l)fifj —gﬂofifj +§fip(l> ®f +§fjp(l) ®fi>’

ij 7
LD — 4) (((Bm)z LB - 4
ol

O3 = <2ﬁoA<2> +B

(1><ﬂ3_%A<z>> +A(l><__

N
2

2 3 3
<x>fl-1ogQ—2 —5CVRfiPV @ f=5f,CY @ P

HF 2

2\ 3png
®fjlog<ufv> e
—%ﬁop(l)®fiP(1)®fj—1ﬂ0fjp<1)®P(l>®fi

3

®fiP(l)®fj+ijP(l) 1)®fi>+_

2+ B —2ﬂ(2)10g<

2 2
®ff,log<Q ) 13 ®f,log<f )

1
Ve fPY ®fj+§fjp(l)

1
+/BO>J(‘JC]4»2B f ®fz ﬂOf] ®fl+ P ®flP ®f}

P ®PU® 1)) - (0 (1,60 -5 1, ®fllog(f) ﬂoff,log<Q2)>+iej,
F

Q_zz)+3ﬂo 10g<32>> 5(AYe,

R R

(B<1>>3—§ﬂo(8<1>>2>f,-f,-—%A@f, '® fi+Al <5ﬁof, ®f,-+B<1><—3f,,-c<l>®f,»—§f,»P<1>
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APPENDIX F: FITS TO THE SIYY-1 FORM

Here, we summarize the fitted values of the nonpertur-
bative parameters when using the SIYY-1 form of the
nonperturbative Sudakov factor, as introduced in Ref. [85],
which was written as

Ssryy—1 = g16* + 92 1n(b/b,) In(Q/ Qo) + g3b*((xo/x1)*
+ (xo/x2)"), (F1)

with x; = % e’ and x, = % e™”. The so-called SIYY fit, as
reported in Ref. [85], was obtained from a global analysis
of the low energy Drell-Yan data and the Z boson data
from the CDF and DO at the Tevatron, with fixed values
of 03 =2.4 GeV?, xy = 0.01, 1 = 0.2, and the choice of
by.x = 1.5 GeV~!. In this work, we extended the dataset of
the global analysis to include also the Z boson data from the
ATLAS, CMS and LHCb at the LHC, cf. Table II, and used
the improved ResBos code (ResBos2), instead of the original
ResBos code, for theory predictions. The values of the fitted
parameters (g;, g», g3) are listed in the second column of
Table VI. The total y?/dof from this fit is found to be
482/384. Here, we have adopted the same scale choices
as those used in the central prediction of the IFY fit,
presented in Sec. IV. Namely, 4C; = C3 = 4b,, C, =1,
and pp = pp = M.

For comparison, the result of the SIYY-1 fit presented in
Table III was obtained by allowing also the theory model
parameters A and x, to float, while using the same values of
bmax = 1.5 GeV~! and Q3 = 2.4 GeV?. The fitted param-
eters are listed in the third column of Table VI. The total
y*/d.of. from this fit is 460/384, and the break-down
for each experiment is given in Table III. We note that a

TABLE VI. The values of the fitted parameters (g;, g, g3) in
the SIY'Y-1 form, when fitting to the complete set of experimental
data listed in Table II.

Parameter SIYY-1 (fixed 4 and x;) SIYY-1

g 0.000 £+ 0.004 0.000 £ 0.062
9 0.773 £0.042 0.545 £ 0.059
9 0.122 £ 0.006 0.191 £ 0.094
A 0.2 0.300 £0.013
Xo 0.01 0.012 £ 0.006

nonzero value of the g; parameter in the SIYY-1 form
implies that the fitted dataset favors a rapidity-dependent
nonperturbative function. As found in the IFY fit, a non-
vanishing rapidity-dependent nonperturbative contribution
is favored after including the LHCb data in the global
analysis. Furthermore, the correlation matrix of the fitted
parameters (gy, ¢, g3, 4, Xo) of the SIYY-1 fit is found to be

1 0.341 -0.762 0912 -0.028
0.341 1 -0.613 0.241 -0.022
C=] -0.762 -0.613 1 -0.635 -0.452
0912  0.241 -0.635 1 —-0.036
-0.028 -0.022 -0.452 -0.036 1
(F2)

As a final remark, we have checked that using
bmax = by~ 1.123 GeV~!, instead of 1.5 GeV~', in the
SIYY-1 fit leads to about the same y?/d.o.f. value.
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