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ABSTRACT

It's critical to understand how to use artificial intelligence
(AD) to foster innovation in the modern world as Al becomes
more integrated into creative and problem-solving tasks. Using
the sustainable washing machine as a primary example, this
study designed and developed Al design assistant AIDA as a
web-based chatbot to facilitate design ideation, leveraging large
language models. AIDA prompts design tasks and assesses user-
generated ideas for validity, novelty, and feasibility using
RoBERTa-based models. As in the initial phase of an ongoing
project, we conducted a human-subject experiment to validate a
baseline version of AIDA and examined user performance and
perceptions. The participants demonstrated smooth interaction
with AIDA and consistent performance. They reported mostly
positive perceived usefulness, enjoyment, and trust. Moreover,
females and participants equal to or over 25 showed a
comparable level of trust for general automated systems and
AIDA, whereas male and under 25 participants were more
skeptical about AIDA. This research offers a framework for
technical development, tailored interactions, and real-time
feedback, as well as insights into the use of Al chatbots to
mediate engineering design. By analyzing user behavior and
survey responses, we identified future directions in designing Al
systems in engineering education and early-stage design.

Keywords: Human-Al collaboration, large language models,
engineering design, design ideation, design education
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1. INTRODUCTION

The advent of artificial intelligence (AI) has revolutionized
numerous aspects of our lives, transcending various industries
and domains. Doctors now rely on algorithms and surgical bots
to diagnose and perform medical operations [1-2]. Al has also
been incorporated into Microsoft Teams to schedule meetings,
summarize meeting discussions, and assign tasks [3]. Blending
Al into creative and problem-solving activities brings new
possibilities for augmenting human capability, particularly in
engineering design [4-6]. The emerging Al technologies offer
engineering designers new tools at the early stages of need
finding [7-9], brainstorming [10,11], and concept generation
[11-15] to later stages of design evaluation [16,17], prototyping
[18], as well as design education [19]. It also marks a significant
shift in how we approach innovation, leveraging generative
design and data-driven design. Despite its rapid advancement,
modern Al systems become more interactive compared to legacy
automated systems and even act as social actors [20,21]. When
Al systems form new interaction dynamics with human users,
there is still much to understand regarding how human users
react to Al systems’ feedback, recommendations, and even
decisions, as well as how user behavior evolves when teaming
up with Al systems.

To explore how Al can not only complement but actively
boost human capabilities in engineering design, we proposed
AIDA — AI Design Assistant — to act as a facilitator in the
engineering design process and to address a simple yet profound
question: How can we make Al a teammate in the design process,
rather than just a tool?



This question led us to design a multi-stage development
approach for AIDA, where each stage introduces more advanced
Al capabilities and seamless interaction. Building upon the
proposed technological development, we aimed to understand
how users interact with and perceive AIDA and how well users
performed design activities along with AIDA.

The AIDA system is implemented as a chatbot. Chatbots
that simulate natural human conversations are now broadly used
to support essential activities [22-24], enhance education [25],
assist team collaboration [26], streamline software development
and testing [27,28], and reduce caregivers’ workloads in clinical
practice [29]. While acknowledging the various forms of design
beyond text-based description, we chose chatbots to leverage the
application of Al in natural language processing (NLP), which
stands out as a transformative force. Yet, transitioning NLP
systems to cognitive design teammates necessitates in-depth
research and advancements in contextual understanding, creative
problem-solving, collaboration and adaptability, emotional
intelligence, and ethical reasoning.

This paper presents AIDA's design framework and
development process at its initial stage. We conducted a human-
subject study with novice designers and tested its functionality
in generating design ideas for sustainable washing machines.
The interaction flow was developed to mimic the standard design
process, and AIDA was designed to evaluate user-generated
ideas and provide feedback on their ideation outcomes to
facilitate ideation. While learning design is challenging due to its
iterative nature and the requirement for guidance, AIDA has
great potential to benefit users with limited experience or domain
knowledge by providing guidance and feedback at a relatively
low cost. Meanwhile, AIDA provides an automatic, efficient,
and potentially objective evaluation method for design ideas. In
this paper, we validated AIDA’s ability to interact with users and
support design activities through a post-interaction survey and
expert review. To guide further design iterations of AIDA, we
discussed the observations, the takeaways, and the challenges we
faced regarding development.

This paper is organized as follows: Section 2 reviews Al-
aided concept generation, design idea evaluation, and the state-
of-art of LLM. Section 3 presents the process of developing and
implementing AIDA. Section 4 describes the experiment for
testing and validating the design of AIDA, with exploratory
analysis in Section 5. To provide guidelines for future phases of
this project, we discuss current limitations and future directions
in Section 6 and conclusions in Section 7.

2. BACKGROUND
2.1 Al-aided Concept Generation

Al-aided design, leveraging advanced algorithms and
machine learning capabilities, has gained substantial popularity
and is increasingly recognized as an invaluable tool across
various industries and disciplines [5,30,31]. This widespread
adoption attests to Al's transformative impact on the design
process, contributing to increased efficiency, innovative
solutions, and enhanced outcomes in diverse applications
[32,33]. For example, Autodesk’s Fusion 360 uses generative

design to propose multiple design alternatives based on specified
constraints and goals to explore a wider range of creative
solutions [34]. Al is also utilized in topology optimization to
enhance structural efficiency [35] and simulation software to
predict stress points, thermal properties, and fluid dynamics [36].

Moreover, many emerging research studies have embodied
Al algorithms as virtual design assistants. For instance, a
context-aware design assistant by Pinquié et al. [37] leverages a
property graph data model to manage and utilize design rules that
were traditionally managed in unstructured documents. The
assistant was able to retrieve rules based on specific documents,
recommend appropriate rules during the design process, verify
design solutions, and automate routine design tasks. Recent
research in human-Al collaboration has also outlined
interactions between human designers and Al assistants. A
framework was proposed to improve design assistants,
enhancing design quality, diversity, and efficiency for Design
Space Exploration (DSE) in the early phases of complex systems
[38]. Combining insights from design cognition, teams, and
human-machine collaboration, the study highlights the
importance of understanding their dynamics to improve design
tools and outcomes.

In addition, social presence has been shown to influence
motivation in human-Al collaboration settings. The study by
Siemon et al. [39] investigates the role of social presence in
group ideation processes involving an Al bot named GenBo,
where the human participants were involved in brainstorming
ideas to increase the number of zoo visitors. The study found that
the presence of Al teammates significantly affected participants’
motivation compared to the condition of an all-human team.

2.2 Design ldeas Evaluation

Evaluating design concepts is an integral part of the design
process, contributing to the final product's overall success,
efficiency, and relevance [40,41]. Establishing a standard system
for evaluation is the top priority of evaluation. The evaluation
metrics are commonly grounded in outcomes and encompass the
quantity, quality, novelty, and variety of generated ideas [42,43].
Yet, some existing research points out that the conventional
design evaluation method is constrained by its inability to
directly measure attribute performance levels in a way that
reflects their subsequent value to the designer and by the
inaccurate quantification of beneficial attribute tradeoffs. In
addition, concept assessment is commonly carried out through
human expertise, but there is limited agreement on the design
and reporting standards for human evaluations. The methods
used and the information provided encompass issues such as
incomplete details (e.g., number of evaluators, outputs assessed,
and ratings gathered), insufficient analysis of obtained results
(e.g., effect size and statistical significance), and substantial
difference in the terminology and definitions used for assessed
aspects of output quality [44,45]. Considering this situation,
successfully implementing more automated approaches would
furnish designers and the design research community with a
benchmarking tool for consistently evaluating the outcomes of
design ideation. Recently, Bradley et al. [46] proposed and
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empirically tested an automated method for design concept
assessment, utilizing machine learning to extract ontological
data from a large set of crowd-generated concepts, introducing a
filtering strategy and quantitative metrics for creativity rating.
The results highlight the efficacy of the automated approach in
outperforming human-selected subsets during the design concept
selection.

2.3 State-of-the-art of LLMs

Large Language Models (LLMs) constitute a significant
advancement in the field of NLP by pushing the limits of what
machines can comprehend and produce in terms of human
language. Transformer architectures [47] are the basis for many
models, including RoOBERTa and GPT (including ChatGPT) [48-
50], which have completely changed how NLP tasks are
approached. RoBERTa, or robustly optimized BERT, pushes
the boundaries of pre-trained language representation models by
improving their robustness, optimization, and generalization
capabilities [49,50].

The state-of-the-art in LLMs is characterized by continuous
advancements in model architecture, training techniques, and the
scale of training data. These developments have led to notable
improvements in language understanding and generation
capabilities, making LLMs versatile tools for a wide range of
applications [51], from chatbots like AIDA to content creation,
translation, and more. As LLMs continue to evolve, they are set
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to redefine the landscape of human-computer interaction,
making it more natural, intuitive, and effective.

3 SYSTEM DEVELOPMENT
3.1 System Design

The AIDA system was designed to ensure a seamless user
experience and mimic a conventional brainstorming session on
an individual basis. In the form of a web-based chatbot, AIDA
first commences with a cordial greeting when a user initiates
interaction. Subsequently, the user is provided with a design
prompt and asked to brainstorm design ideas and input textual
descriptions. This input will serve as the pivotal component in
the subsequent interaction process.

To play a supportive role, the AIDA chatbot was particularly
designed to provide feedback on ideas’ novelty and feasibility —
two essential and widely accepted criteria for assessing ideation
outcomes. The assessments are automatically generated using
LLMs and an existing dataset of sustainable design ideas (see
details in Section 3.2). In addition, prior to the novelty and
feasibility assessments, these input ideas undergo validation to
ensure they are relevant to the given design prompt. The
outcomes of these assessments cumulatively guide the AIDA
chatbot's responses to users. If the input idea passes the
validation, AIDA proceeds to check whether the idea is novel. If
the idea is classified as novel, AIDA continues to assess its
feasibility. Once the input idea passes all three assessment
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FIGURE 1 THE PROCESS FLOW CHART OF THE AIDA CHATBOT
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models, it is considered a successful input, and the user is then
informed of this. This process is depicted in Figure 1.

If an input idea fails to meet the established criteria of
validity, novelty, and feasibility, the AIDA chatbot employs
fallback messages to instruct users for revised submissions, as
shown by the restart in the flow chart in Figure 1.

If user-generated ideas fail twice, a selected idea from the
existing dataset is provided as an inspirational example. The
examples provide guidelines for novice designers to refine their
input, presumably enhancing ideation quality and assessment
results. If a user fails to qualify for a particular criterium three
times, their input is considered a failed idea, and they are given
final feedback before the AIDA chatbot’s termination. This
iterative flow aims to engage users in a collaborative task and
augment their performance via timely feedback.

3.2 Data Collection and Preprocessing

The datasets of design ideas and evaluation scores are very
hard to come by, and training the assessment models is difficult
compared to developing LLMs to classify sentiments using open
databases. To overcome this challenge, we tailored the prompt
and trained models using a dataset collected in a previous design
study by the author [52]. That study prompted participants to
generate ideas on tablets via a survey. The existing dataset
contains 672 idea descriptions and their respective feasibility and
novelty scores on a scale of 1-5. Table 1 shows examples of idea
descriptions and their respective novelty and feasibility scores.
Feasibility refers to the ease of implementation without major
changes or violation of known constraints, financially and
physically; novelty refers to not being expressed before and
ingenious [52].

TABLE 1 EXAMPLE IDEAS FROM THE EXISTING DATASET

Idea Description Novelty | Feasibility
Score Score

Have a washing machine that

can detect if clothes have stains 3 3

and let users know which items
have stains before you dry them.
Have a removable laundry
basket that the clothes can be 5 3
added or removed.

Display has a "time remaining"

indicator for the wash cycle. ! >

For the validation model, we needed data that could train the
model to distinguish between ideas about washing machines and
anything else. We leveraged chatGPT and generated descriptions
about random items and descriptions of washing machines — not
just sustainable washers. Then, we compiled them into a dataset
with scores of 0 assigned to non-washing machine descriptions
and 1 to washing machine descriptions. This dataset contained
238 rows, which were equally balanced between the valid (1) and
invalid (0) design descriptions. Table 2 shows two example ideas
and their respective validity scores.

TABLE 2 EXAMPLE IDEAS AND VALIDITY SCORES

Idea Description Validity Score
have a removable laundry basket that the 1
clothes can be added/removed in.

develop a video game that teaches players 0

about history and culture.

The datasets were then split into three models of various
compositions:

1. Validation Dataset: design ideas and validation score

2. Novelty Dataset: design ideas and novelty score

3. Feasibility Dataset: design ideas and feasibility score

To further expand the training dataset, we used the few-shot
prompting of chatGPT, which involves providing a couple of
original examples to chatGPT to steer results. We produced 742
new pairs of ideas and their respective scores to increase the
variety of descriptions (Table 3). This potentially enhanced the
dataset by increasing the quantity and variety and balancing the
existing imbalance of the feasible and non-feasible ideas. In total,
we had the novelty dataset with 1395 rows and the feasibility
dataset with 1216 rows.

TABLE 3 COUNTS OF NOVEL AND FEASIBLE IDEAS

Data Non- . Non-
Source Novel novel Feasible feasible
Existing

Dataset 362 291 575 77
ChatGPT 360 382 88 475
Total 722 673 663 553

3.3 Model Training and Fine Tuning

We adopted the RoBERTa architecture to classify the
engineering design ideas based on their validity, novelty, and
feasibility. Each model went through a similar process for fine-
tuning, and the fine-tuned version of the ‘roberta-base’ pre-
trained model was created. Model training and fine-tuning
processes included tokenization, dataset split, training setup,
model initialization, training, and evaluation.

Tokenization: Using the RobertaTokenizer, training design
ideas were tokenized, ensuring the inclusion of special tokens
and attention masks. We set a consistent padding strategy with a
max length of 256 tokens.

Dataset Split: We employed a 90-10 train-validation split,
ensuring a broad training base while retaining a separate
validation set for model evaluation.

Training Setup: Training was orchestrated using
HuggingFace's TrainingArguments class. Our setup comprised
50 epochs, a batch size of 16, and an evaluation strategy
contingent on accuracy. The training process was tailored to load
the model with the best accuracy at the conclusion of training.
This ensured that if the models peaked prior to the end of the
50th epoch, we would still retain the most accurate version of the
model.

Model Initialization and Training: We utilized the ‘Roberta
for Sequence Classification’ for model initialization. The
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training was facilitated using the Hugging Faces Trainer class,
which integrated seamlessly with the model, datasets, and metric
functions.

Evaluation: Post-training, the model's performance was
gauged on the validation dataset, which was obtained by splitting
the original data into a 1:9 ratio. The accuracy of the validation
model is 94%; the novelty and feasibility models reach
approximately 85% accuracy level, as shown in Table 4.

TABLE 4 ASSESSMENT MODELS' ACCURACY
Model Validation Novelty Feasibility
Accuracy 95% 84% 86%

3.4 System Implementation

The implementation involved the development of the front
end to allow seamless interactions and the back end to assess and
respond to user inputs.

Frontend Development:

Web Platform: A web-based interface was constructed using
the React framework. This interface offers users a dynamic
platform to input, converse, and receive feedback on their idea
input.

User Interface: A simple, easy-to-understand chat box
layout was adopted (Figure 2). Users can initiate a chat, type in
their ideas, and instantly view the system's responses, fostering
an engaging interaction. Users can also create a login, allowing
us to track the user inputs and interactions and store information
in our database.

Backend Development:

Framework: We adopted Flask, a lightweight yet powerful
web framework, as the backbone of our system's backend. This
choice ensures swift responses and seamless integration with the
machine learning components. The front end communicates with
the back end using REST APIs.

Model Evaluation: Upon receiving a user's input from the
front end, the backend triggers the fine-tuned models to evaluate
the input ideas sequentially. The system assesses the ideas based
on validation, novelty, and then feasibility metrics, utilizing the
trained and fine-tuned RoBERTa models as in Section 3.2.

Response Generation: Once the evaluation is complete, the
backend ascertains whether the input ideas surpass the
established thresholds. Based on this, a pass or fail response is
generated. This information is relayed back to the front end,
which is rendered and presented to the user in a comprehensible
format.

3.5 System Deployment

The deployment of the AIDA system involved integrating
both backend and frontend components within a controlled and
scalable environment. This was achieved through a streamlined
process utilizing Docker for containerization, ensuring an
isolated and consistent deployment setting.

Server Setup and Docker Integration: The initial step in the
deployment involved preparing the server environment. This
included updating server packages and integrating Docker, a key
component for managing containerized applications. Docker's
role was crucial in creating a stable environment for the backend
Flask application and the React-based front end.

Hello! My name is Aida. | am here to help you design the next generation of sustainable washing machines. | will need you to
describe your idea on a new and innovative, but feasible washing machine. Please describe your idea/design using complete

sentences.

Hello there!

Thanks for your input.

Your idea is indeed innovative! This idea has the potential to bring novel perspectives to the design field.

Your idea appears to be quite feasible. You're on the right path to creating a successful design.

Hello

I have an idea for a washing machine which senses the load automatically and determine the time to wash

Thank you for participating in this design task. Please share your valuable feedback on your experience by filling out the

survey

https://qualtricsxmmg6rxgmlg.qualtrics.com/jfe/form/SV 5nHNE5TIFYEd85E

FIGURE 2 ILLUSTRATION OF THE AIDA CHATBOT INTERFACE

m
i
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Backend Deployment: The deployment of the backend
focused on transferring the Flask application and associated
machine learning models to the server. The backend code was
containerized using Docker, facilitating scalability and ease of
future updates. The containerization of the backend ensured that
the application could handle varying loads and could be easily
maintained.

Frontend Deployment: Following the backend, the frontend
was deployed using a similar Docker-based approach. The
process involved building a Docker image for the React
application, pushing this image to a Docker repository, and
subsequently pulling and running it on the server. This approach
ensured that the frontend deployment was consistent with the
backend and equally scalable.

Security and Configuration: To ensure application security,
SSL certificates were implemented to establish connections, and
Nginx was configured as the web server. These steps were
instrumental in safeguarding the application and efficiently
managing client requests, thereby enhancing the overall
reliability and performance of the system.

In summary, our system is a confluence of modern frontend
and backend components meticulously designed to offer users
real-time feedback on their design ideas. Through the interactive
chatbot interface and the assessment models at its core, the
AIDA system represents a significant stride in automating design
evaluation and enhancing the ideation process.

4 EXPERIMENT DESIGN
4.1 Experiment Procedure

At its initial stage, we conducted an experiment to test and
validate the proposed AIDA system. The experiment consists of
three steps: 1) a pre-interaction survey about participants’
general feelings, beliefs, and demographic information, 2) users’
interaction with AIDA, and 3) a post-interaction survey about
their perception of the AIDA system.

Once participants log in to the web application (Figure 2),
AIDA initiates the design task with a message: “Hello! My name
is Aida. I am here to help you design the next generation of
sustainable washing machines. I will need you to describe your
idea of a new and innovative but feasible washing machine.
Please describe your idea/design using complete sentences”.

Once the interaction with the chatbot concludes, we direct
the participants to the post-interaction survey to understand their
perception of AIDA during the interaction and gather feedback.

4.2 Human-Chatbot Interaction

After receiving the input idea and assessing it using the fine-
tuned models, the AIDA chatbot provides three primary types of
interaction: feedback, fallback, and example, shown in Figure 1.

When the input idea is recognized as valid, novel, and
feasible, AIDA prompts feedback, such as “Your idea is indeed
innovative! This idea has the potential to bring novel
perspectives to the design field.” The input needs to satisfy all
three criteria; otherwise, it will proceed to fallback.

If the input fails any assessment, AIDA prompts fallback of
that criterium, such as “The idea is robust, but similar concepts
have been explored. You may consider using different

methodologies, materials, or technologies. Please try again” for
novelty.

If the second attempt fails, an example randomly drawn
from the existing dataset with a mean score of three is provided,
such as “The idea still lacks uniqueness. Have you considered
pivoting the idea’s focus? Here is an example: ‘Sense the load
automatically and automatically determine the time to wash.’
Please elaborate on the idea or brainstorm another one.”

If a participant fails the same assessment three times, they
will be prompted to terminate ideation, as “Thanks for your
effort. There are some notions like the one you proposed” and
brought to the end of the interaction as “Thank you for
participating in this design task. Please share your valuable
feedback on your experience by filling out the survey.” Passing
the novelty assessment but failing the feasibility will trigger a
fallback of the feasibility accordingly.

If the participants input a qualified idea, they will be
prompted to repeat the ideation to gather more data, such as “You
did a great job! Your design is novel and feasible. Please come
up with another idea of sustainable washing machines,
potentially with a different focus.”

A mediocre example is chosen to set the baseline in this
design stage. We acknowledge that people may tend to converge
with examples. The assessment threshold is set to 0.5 so that
most novice designers can complete two rounds of ideation.
Definitions of novelty and feasibility were not explicitly
explained during the session.

A timer is set to ensure that participants are engaged. If they
idle for more than 5 minutes, the check-in message is prompted
with an example idea.

4.3 Experiment Setup

Even though the AIDA chatbot can be accessed online, we
decided to conduct an in-person experiment at this stage to better
observe participants’ behavior and obtain feedback for further
design iterations. The controlled lab setup allowed participants
to eliminate distractions and the influence of using online
resources for design.

Figure 3 ILLUSTRATION OF EXPERIMENT SETUP

The experiment took place in a room with an office setup
(Figure 3). A laptop was provided to access the surveys and
AIDA chatbot. Participants were recruited at the authors’ home
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institution, acknowledging that most participants were novice
designers. Each of the participants was provided compensation
through a gift card worth $10 dollars.

4.4 Measuring Metrics

We recorded participants’ textual input and self-reported
beliefs and perceptions of AIDA. During the interaction, textual
conversations and ideas generated by participants were recorded
to understand participants’ reactions and performance. After the
interaction, participants were surveyed about their trust in AIDA,
perceived effort, usefulness, and satisfaction with the chatbot
using the existing metrics [53,54], validated in previous studies
[55,56]. They reported their demographic information, previous
experience, and knowledge of chatbots.

5 RESULTS AND ANALYSIS

In this exploratory study, the analysis aims to first verify the
system design and then explore the user perceptions that guide
the further system development and design iterations. With the
approval of the Institutional Review Board (IRB), we conducted
an experiment at a lab with 30 participants.

All 30 participants completed the prior interaction survey
and interaction with AIDA. Four participants' post-interaction
survey responses were deemed invalid due to their failure to clear
the survey’s attention verification questions. Of the remaining 26
participants, 12 self-identified as male, 13 as female, and one
chose not to answer. All participants were under 35 years old; 19
were under 25, and 7 were equal to or greater than 25.

5.1 Task Completion

The maximum completion time of the experiment was 35
minutes, and the minimum was 18 minutes; the average time
taken by all participants was 26 minutes. Each participant was
prompted to conduct two rounds of idea generation unless they
failed the validation or assessments. Among 26 respondents, one
failed the validation test, and two encountered a fallback due to
failure of the novelty test. The average number of ideas for each
participant during the interaction was 1.93 ideas. Therefore, the
system performed as expected to provide feedback and fallback
and facilitate participants through the ideation process.

5.2 Ideation Outcomes

The ideas generated during the experiment were extracted
from the conversational scripts, cleaned, and evaluated by
subject experts for novelty and feasibility on a scale of 1-5,
following the guidelines in the original design study [52]. Both
expert reviewers — a Ph.D. candidate in sustainable design and a
design faculty — had previous experience in sustainable design
and obtained training on the rating scales. The rating was done
separately by two reviewers (R1, R2). They both volunteered for
this task. Table 5 shows the mean and inter-rater reliability (IRR)
scores measured by Cohen’s Kappa.

The low IRR scores for both metrics indicate a relatively
low level of agreement regarding novelty and feasibility scores.
Thus, the mean values are shown separately in Table 5. Two
experts will be asked to discuss and resolve the discrepancies as
part of future work in a standard process. Yet, the results

highlight the inherent challenge of evaluating design ideas and
generating novel ideas by novice designers.

TABLE 5 MEAN VALUES AND IRR OF EXPERT REVIEW
Reviewer 1 Reviewer 2

Mean 2.57 2.55
Novelty IRR 0.103
- Mean 3.87 2.96
Feasibility IRR 0.176

TABLE 6 MEAN VALUES BETWEEN TWO ROUNDS
Reviewer 1 Reviewer 2

Novelt First idea 2.51 2.55
ovelty Second idea 2.62 2.44
R First idea 3.70 3.03
Feasibility Second idea 4.03 2.92

The mean scores for each round of ideation were also
calculated to examine if participants’ performance varied, as
shown in Table 6. Similarly, significant discrepancies exist
between the reviewers. We observe a small improvement from
the first idea to the second in the novelty and feasibility scores
by R1 However, there is a slight decline in novelty and feasibility
scores by R2. As the current design of AIDA does not provide
further guidance between two rounds, it is anticipated that
participants did not show significant improvement. Their
performance did not deteriorate, indicating they were engaged in
both rounds.

5.3 User Perception

To gauge participants’ perceptions during their interaction
with the AIDA chatbot, we measured participants’ attitudes prior
to their interaction, such as initial trust, anthropomorphism (on a
scale of 10), prior experience with chatbots, and technical
knowledge of chatbots. After their interaction with AIDA, we
measured user perception, including trust in AIDA, perceived
usefulness, and enjoyment. In general, our participants showed a
relatively high trust propensity and neutral intention to
anthropomorphize chatbots.

Overall, participants showed positive experience interacting
with AIDA: the reported mean values of trust, usefulness, and
enjoyment were greater than three, the neutral value (Table 7).
This suggests that people can work with chatbots in the design
process and find the chatbot’s feedback useful for their ideation.

However, interacting with AIDA seems to decrease people’s
trust in chatbots. We observed differences between participants’
initial trust and trust in AIDA and ran a paired t-test. The result
shows a significant difference between initial trust and trust in
AIDA (t-stats=2.26, p-value=0.03) while acknowledging that the
questions about initial trust and trust were different. The decline
in trust after the interaction may be attributed to the advent of
highly sophisticated chatbots like ChatGPT and Bard, where
most of the participants have used ChatGPT and Bard as an Al
teammate/tutor for various tasks.

Participants’ gender and age are common demographic
factors for perceptions, and they were tested to see if they
moderate how the interaction experience alters their trust in
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AIDA. Table 8 shows mean values and paired t-tests between
males and females under 25 and the other participants with p-
values. The results indicate significant differences in trust before
and after interaction for male and under-25-year-old participants.
Female participants reported a relatively high and steady level of
trust for general automated systems and the AIDA, whereas male
participants were potentially keen to change when the focal
product changed. Similarly, participants under 25 years old were
sensitive to the specific interaction when they decided to trust. In
addition, female participants showed slightly higher levels of
perceived usefulness and enjoyment of AIDA, yet the results are
not significant.

TABLE 7 CRONBACH'S ALPHA, MEAN, AND DEVIATION

Metrics a Mean | SD
Initial Trust 0.88 3.65 0.76
Anthropomorphism 0.88 | 4.90 1.76
Trust in AIDA 0.87 | 3.20 0.78
Usefulness 0.87 | 3.21 0.98
Enjoyment 0.87 | 3.62 1.11
TABLE 8 MEAN AND T-TEST BY GENDER AND AGE
Gender Age
Male Female <25 >25
Initial trust 3.85 3.50 3.65 3.57
Trust in AIDA 3.00 3.50 3.10 3.36
T-statistic 3.03 0.07 2.40 0.54
(p-value) (0.01" | (0.94) (0.03") (0.61)

6 LIMITATION AND FUTURE WORK

As the initial stage of the project, this study laid a foundation
for the system design and development, where we also examined
user performance with the AIDA system and perception toward
it. This study has several limitations. While we conducted it in a
controlled lab setting, the participants were homogeneous,
primarily students and novice designers. They demonstrated
difficulty in generating novel ideas. While AIDA can assist
inexperienced designers by enhancing their skills through
immediate feedback and inspirational examples, their struggles
underscore the value of introducing AIDA and similar tools in
engineering education. The future version of AIDA will be
hosted and distributed online, with the intention of accessing a
diverse population beyond novice designers.

We acknowledge that the capability of our model to classify
design descriptions is controlled by the available computational
power and size of the training data. The scores in the training
dataset were originally generated by human reviewers and
inevitably incorporated bias. We acknowledge that the models
may propagate these biases during training. Yet, utilizing LLMs
with large-scale public data may overcome the inherent human
bias in traditional design evaluation.

Most of the chatbot responses were prescribed to control the
interaction. Based on the feedback from a participant, such as,
“The chatbot seems good. Although the responses of the chatbot
feel a bit robotic and could be better”’, more natural conversations
need to be enabled for the next version of the design.

This version of AIDA was designed to set a baseline, while
many participants expected it to be less automatic or more
intelligent. For example, we received feedback: “It didn't feel
like it detected my emotions during the process” and “While the
chatbot was quick to respond, its replies felt too generic and
didn't really dive into the specifics of my questions.”

Another limitation stems from AIDA overestimating the
novelty and feasibility of an idea due to its limited capability
owing to a model fine-tuned on a small sample size. Though we
used the few-shot technique to increase the sample size, we
acknowledge the intricacies involved in a design description
being termed novel or feasible.

As we conclude this initial phase, we are poised to embark
on subsequent phases that promise to significantly elevate
AIDA's functionality and user experience by providing, e.g.,
empathetic feedback, detailed explanations of scores, and natural
conversations.

Advanced NLP Models: In later stages, we plan to enhance
AIDA's capabilities by incorporating OpenAl's GPT-4 or Meta’s
LLaMaz2. This upgrade will significantly improve AIDA's ability
to deeply understand and critique design ideas and offer a
personalized interaction experience based on each user's inputs
and previous interactions.

Broadened Assessment Criteria: While the current system
predominantly focuses on validity, novelty, and feasibility,
future iterations could encompass a more extensive set of
assessment criteria, enabling a more holistic evaluation approach.

Versatile Interaction Designs: The current AIDA provides
feedback from a neutral perspective. More interactive designs,
for example, empathetic vs. relentless, will be incorporated to
examine their impact on user perception and performance.

By enhancing and refining AIDA's capabilities, we aim to
extend its applicability by experimenting with more language
models, understanding the impact of various factors on design
outcomes, and setting new standards in human-Al teaming
within and potentially beyond engineering design.

7 CONCLUSION

This study presents the design and development process of
the Al Design Assistant (AIDA), which proactively prompts
design tasks and provides real-time feedback leveraging LLMs.
The proposed system lays a foundation for further development
of Al-powered assistive systems, heralding a significant shift
from traditional processes by human facilitators and reviewers to
an automatic approach with virtual agents, such as chatbots. This
automatic approach promises to simultaneously handle high
volumes of brainstorming and evaluations and overcome
obstacles such as location constraints and lack of guidance.
Implementing emerging technologies, the assessment models
can expedite the design evaluation process for improved
reliability and objectivity.

In the experiment with a baseline AIDA system, participants
successfully completed two rounds of ideation as instructed,
whereas they maintained a similar level of performance and
demonstrated difficulty generating novel sustainable ideas.
Participants generally found the application easy to use, useful,
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and trustworthy. Particularly, male participants and participants
under 25 were sensitive to the interactions of the focal system,
and their trust in the AIDA system was lower than their initial
trust toward legacy automated systems. The results highlight the
urgent need to examine and enhance intelligent design assistants
with a focus on trust.

This study's contributions lie in the successful creation of an
Al-powered design assistant with its chatbot interface and
assessment models for instantaneous feedback. By merging
sophisticated Al models with a user-centric interface, we have
showcased an approach that prompts and encourages users to
conduct design, with its capability of customizing interaction.
The potential of Al-driven assessment systems using LLMs is
vast, promising a future where design evaluations are quicker,
more accurate, and devoid of human biases.

Beyond the realm of engineering design, the potential
applications of this Al-powered system span a wide range of
domains and industries. The majority of other chatbots are
responders compared to the AIDA system, which plays the role
of a prompter. Whether it's evaluating product designs in
manufacturing, assessing creative content in media, or gauging
business strategies in the corporate sector, the foundational
principles of this system can be adapted to various paradigms,
augmenting human capabilities across diverse fields.
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