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Abstract
Code completions produced by today’s large language models
(LLMs) o!er no formal guarantees. We propose proof-carrying code
completions (𝐿𝑀3). In this paradigm, a high-resourced entity (the
LLM provided by the server) must provide a code completion to-
gether with a proof of a chosen safety property which can be inde-
pendently checked by a low-resourced entity (the user). In order to
provide safety proofs without requiring the user to write speci"ca-
tions in formal logic, we statically generate preconditions for all
dangerous function calls (i.e., functions that may violate the safety
property) which must be proved by the LLM.

To demonstrate the main ideas, we provide a prototype imple-
mentation in the program veri"cation language Dafny, and a case
study focusing on "le system vulnerabilities. Unlike Python code
generated by GPT-4, Dafny code generated by 𝐿𝑀3 provably avoids
a common weakness related to path traversal (CWE-35), using a
single generation attempt (𝑁 = 1) and a modest number of to-
kens (3, 350). Our tool is available as an open source repository at
https://github.com/DavisPL/PCCC.

CCS Concepts
• Software and its engineering→ Formal software veri!ca-
tion; Software development techniques; Formal methods.
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1 Introduction
A growing majority of software developers (currently, 63% [35])
integrate software tools based on large-language models (LLMs)
into the development work#ow. Yet, the code produced by LLMs
o!ers no formal guarantee of its correctness or safety, which has
raised concerns about its deployment, especially in safety- and
security-critical settings. According to existing studies, not only do
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import os

# Function to retrieve public RSA key from the filesystem

def load_rsa_key(home_dir=!~!, key=!id_rsa!):

key_path = os.path.join(os.path.expanduser(home_dir), !.ssh!,

𝐿→ key)

with open(key_path , !r!) as f:

return f.read()

Figure 1: Code completion by GitHub CoPilot (Sept. 2023)
given the !rst 3 lines as prompt. The function erroneously
returns the private key rather than the public key as desired.

LLMs sometimes suggest defective code [53, 59] (for example, see
Figure 1), but also, users sometimes accept these suggestions [57].
Users who are unsure of how to complete a task may be more likely
to accept large blocks of code without careful vetting [9]. To make
matters worse, LLMs are not run locally, but over the cloud by a
service provider – which is another point of failure, as the provider
must be trusted to run a well-trained and properly-aligned LLM
faithfully and not to contaminate its output. These considerations
raise the basic question: how can we ensure that code produced by
LLMs is safe to run?

The problem can also be posed at a more abstract level. Suppose
we view the LLM provider (e.g., OpenAI or Google) as a compu-
tationally well-resourced entity 𝑂 , which runs a generative LLM
that produces some code 𝑀𝐿 , and a user of the code completion
tool as a computationally low-resourced entity 𝑃 who wants to use
𝑀𝐿 . Assume in addition that 𝑃 wants to ensure that all the code it
actually executes satis"es some safety property ω𝑀 (this might be
relating to data privacy, "lesystem access, service protection, etc.).
The problem becomes: how can 𝑃 gain con"dence that 𝑀𝐿 is safe
to run or deploy, i.e., satis"es ω𝑀?

To solve this problem, we propose proof-carrying code comple-
tions (𝐿𝑀3). Inspired by the classic idea of proof carrying code [51]
and its extensions [5–7, 10, 28], as well as related work in proof
generation and synthesis (including but not limited to [16, 22, 25,
50, 54]), in the 𝐿𝑀3 framework, each generated completion comes
packaged with a proof of safety that can be checked, even by a com-
putationally bounded end user. 𝐿𝑀3 could solve both trust issues
raised above: "rst, if LLMs can be used successfully to equip code
with proofs, the code need not be trusted without being checked;
and second, if LLM service providers modify the code, they would
also have to modify the proof of safety; otherwise such attempts
would be detected at the validation step.

We use Dafny [44, 45], an industrial-standard Hoare-logic based
program veri"er, as a concrete testbed for these ideas. We target
users who are not experts in Dafny, as such users are more likely
to rely on (and bene"t from) safe code completions. We identify
(at least) the following three challenges for producing safe code
completions in this context:
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• First, the intended user lacks expertise in formal proofs or
program veri!cation logics, so proofs should ideally be gen-
erated behind the scenes with minimal user input. In partic-
ular, the user may not wish to provide task-speci"c precon-
ditions, postconditions, theorems, or lemmas for the LLM
to prove (c.f. recent work using LLMs to automate proofs,
e.g., [16, 25, 49, 50]).

• Second, much like users, LLMs are themselves unfamiliar with
the idioms used in many proof languages, and may struggle
with generating logical formulas and proof primitives. In
particular, Dafny syntax is out-of-distribution for large text
corpora used in LLM training.

• Third, code completions are partial (incomplete) programs,
so each code completion should be veri"able in isolation –
rather than as a whole program fully annotated with proofs.

To address the "rst challenge, we follow the original proof-
carrying code work [51] by focusing on global safety properties,
rather than task-speci"c formal speci"cations. The user selects the
safety property only once, and can reuse it for any number of com-
pletions. Alternatively, the safety property could be set by policy
at the team or project level.

To address the second challenge, we build on recent work on
synthesizing proofs in Dafny [49] to propose a prompting and
agent framework for generating Dafny programs with safety proofs.
Our intuition is that generating safety proofs will be easier than
generating arbitrary correctness proofs, as the syntax is simpler,
and this syntax is often similar or identical across di!erent code
examples for the same safety property.

Finally, to address the third challenge, our main idea is to abstract
all dangerous behavior in a dedicated e"ectful interface (e.g., an
API for "lesystem access or unchecked array bounds access). We
assume that any program side e"ects (i.e, behavior of a program
beyond its input and output) must occur through this interface;
this assumption is relatively easy to enforce in Dafny. Pre- and
post-conditions to the interface are then statically generated based
on the user’s chosen safety property. This means that each call to
the e!ectful interface comes with its own veri"cation query (i.e.,
precondition to be veri"ed), and all of these calls can be checked
independently by the Dafny veri"er. In particular, some calls can
be veri"ed even if others fail; and these can be checked even if the
function or method body is incomplete.

Our primary contribution is a combination of these ideas in
our architecture proposal for 𝐿𝑀3, laid out in Section 2. The 𝐿𝑀3

components are: an LLM proof generation loop for generating
veri"ed Dafny code; a feedback loop for taking the Dafny compiler
output and feeding it back to the LLM; an e!ectful interface for
side e!ects which interacts with the LLM-produced code; and a
veri"cation condition generator which takes as input the desired
safety properties and inserts the necessary pre- and post-conditions
on the e!ectful interface.

We have implemented this architecture in a prototype tool fo-
cusing on code completions that interact with the "le system. In
Section 3, we provide a preliminary evaluation of our prototype
through a case study. We conclude that it is feasible to use the 𝐿𝑀3

architecture to generate "lesystem code in Dafny which provably

avoids a path traversal weakness (Mitre CWE-35 [19]). 𝐿𝑀3 is avail-
able as an open source repository on GitHub (MIT License) and we
welcome issues and feedback.1

2 Design and Architecture
In this section, we "rst describe each component of the 𝐿𝑀3 design
and architecture. We present these components as a general frame-
work that could be implemented in any programming language
which supports veri"cation. In the "nal subsection (Section 2.6),
we describe the status of each component in our current implemen-
tation in Dafny.

2.1 Overall Work"ow
The 𝐿𝑀3 work#ow, as illustrated in Figure 2, begins with a user
submitting a code generation request, which we refer to as a task.
For example, the task could be: “implement a function which takes
the "le path and the content as the parameters, which will then
be used to open the "le and write the content into the given "le.”
Before forwarding the user’s query to an LLM, 𝐿𝑀3 instruments
the request with additional information including similar few-shot
examples (Section 2.2).

Together with the user’s task, 𝐿𝑀3 presents the user with a list
of prede"ned safety properties. For instance, these could include:
no "le path contains the pattern ..; for each "le, all bytes written
to the "le are ASCII characters; or for each "le, the user must have
write permissions to that "le. Safety properties can be represented
in a textual format or in natural language to be understandable for
users, but in order to enable veri"cation they must be converted to
formal veri"cation conditions (VCs). This is done by the veri!cation
condition generator (VCGen), which inserts the VCs as preconditions
on the e"ectful interface (Section 2.3). The key contract is that no
matter how generated code interacts with the e!ectful interface,
if it satis"es the VCs on code entry, then the safety properties are
upheld (Section 2.4).

After querying the LLM and extracting generated code, if veri"-
cation fails, the prompt is re"ned with compiler errors and extra
diagnostic information for subsequent LLM queries. This iterative
process repeats for a threshold number of steps 𝑄 (Section 2.5).

2.2 Prompting
As shown in Figure 2 (top left), the prompt has three components:

(1) A textual description of the task, provided by the user.
(2) A list of available methods from the e!ectful interface, an-

notated with all pre- and post-conditions (see Section 2.3).
(3) A limited number of examples for few-shot learning (or

retrieval-augmented generation (RAG) [46]), taken from a
database of known examples.

Of the three components, only the "rst is provided by the user,
while the second and third are constructed by the 𝐿𝑀3 architecture
(using the safety property as input) and added to form the prompt.
A prompt template along these lines is shown in Figure 3.

Our template uses Chain-of-Thought (CoT) prompting, following
Misu et al. [49], to guide the LLM through the task and veri"cation
conditions using step-by-step instructions [65]. Our CoT prompt

1https://github.com/DavisPL/PCCC

https://github.com/DavisPL/PCCC
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Figure 2: Overview of 𝐿𝑀3 work"ow. Trusted computation is shown in green, untrusted computation is shown in yellow, and
user input is on the left. The solid arrows indicate feed forward and the dashed arrows show feed backward "ows.

contains "ve few-shot examples, together with the expected re-
sponse in each step. To choose the few-shot examples, one could
also use Retrieval Augmented Generation (RAG) [46]. RAG per-
forms a semantic similarity search between the user query, the
method signature, the speci"cations corresponding to the desired
safety properties, and the external dataset to retrieve relevant ex-
amples.

The prompt contains a SYSTEM message which can be used to
tell the LLM that it should refer to the list of APIs in the e!ectful
interface (with VCs added) when external interaction is required. It
is helpful for the SYSTEM message to explicitly emphasize that the
generated code must satisfy the desired veri"cation conditions of
each chosen API.

2.3 E#ectful Interface
The e"ectful interface comprises a list of methods that can have
unsafe side e!ects – for example, opening a "le or writing to a "le.

Our assumption is that all interactions with the operating system
or other potentially unsafe code must pass through this interface.
This assumption is possible to enforce in many programming lan-
guages (for instance, in Dafny and in any language where side
e!ects such as system calls can only be accessed through the stan-
dard library). In Section 2.4 we give an example of how the methods
in the e!ectful interface avoid unsafe behavior, after VCs are added.

2.4 Safety Properties and VC Generator
As Lamport [40] described, a safety property speci"es that no “bad
thing” occurs during any execution of a program. The 𝐿𝑀3 architec-
ture asks the user to choose as input one or more safety properties

from a prede"ned list. For example, one available safety property
could be that all "les written to should have the extension .txt or
.md. For readability, each safety property may be associated with a
natural language description.

The selected safety property is then provided as input to the
VC Generator (VCGen). At this stage, the property needs to be
converted to formal preconditions that are understandable to the
veri"cation tool. These preconditions are the inserted directly into
the e!ectful interface (for example, as preconditions to the read or
write methods).

Note that it is up to the VC Generator to do this correctly, i.e.
to actually ensure that the safety properties must hold, given the
preconditions. More formally: if the safety property is ω𝑀 , it should
be true that for any function 𝑅 in the e!ectful interface, and for any
input 𝑆 to that function, if 𝑆 satis"es the precondition generated by
VCGen, then for any execution of 𝑅 on input 𝑆 , and for any point
during that execution, the program state at that point satis"es ω𝑀 .

2.5 Validation
Lastly, the validation process uses a program veri"cation tool (the
veri!er, e.g., Dafny, Coq, Idris, Agda, or Lean) to validate that the
code compiles and that veri"cation passes. Any syntax errors gen-
erated by the compiler (for example, an unidenti"ed function or
method name) are fed back to the LLM for correction. The feedback
can also be amended to convey additional diagnostic information
about, for example, wrong e!ectful interface API usage, method
signature hints, or linking the error message with speci"c lines in
the code.
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Chain Of Thought Prompt Template

SYSTEM:
You are an expert code assistant tasked with implementing Dafny
code for "lesystem operations. Your implementation should ad-
here to the following guidelines:
- Must utilize given Safe APIs for "le operations.
- Generate Dafny code with appropriate preconditions to satisfy
safe API preconditions.
- Ensure that the code satis"es given safety properties for "lesys-
tem operations.
- You are only limited to the provided method signatures and pre-
conditions.
API Reference:
{{ list_of_reference_APIs_with_pre/post-conditions }}
Task Description:
{{ task_description }}
Method Signature:
{{ method_signature }}
AI ASSISTANT
Follow these steps to complete the task:
Step 1: Analyze and select the required APIs and their precondi-
tions from the list of API reference
For this task:
{{ Required_method(s)_from_API_reference_list }}
Step 2: Implement the Dafny code for the described task, adhering
to the provided structure for each API. Utilize the provided API
list and their speci"cations.
Provide the implementation in Dafny syntax as follows:
{{ Generated_Dafny_code_by_GPT-4 }}
———————————————————–
// Four more semantically similar few-shot examples
———————————————————-

Figure 3: Chain of thought prompt with few-shot examples
and API reference list from the e#ectful interface.

Similar to other work in this space, our proposed architecture
runs the veri"cation loop up to a "xed number of iterations (the
verify@K metric [49]); we use 𝑇 to denote the current iteration
number, and 𝑄 to denote the threshold (maximum) number of iter-
ations.

2.6 Current implementation
In this section we explain the current implementation of each com-
ponent in the 𝐿𝑀3 framework in Dafny. Currently, our implemen-
tation focuses on "lesystem operations. Thus, our prompt template
contains a task description, method signature, and 5 few-shot Dafny
examples along with a list of APIs for primary "lesystem operations.

For the e!ectful interface, we adapted and expanded the list of
"lesystem-related functions available in the Dafny standard library
[41], as well as in an existing open-source "le IO interface [66].
The speci"c methods we allow are: Open, Join, Read, Write, Copy,
Flush, and Seek that may have unsafe side e!ects during execution.

The safety properties we consider (again focusing on "lesystem
operations [62]) are inspired by CWEs reported by Mitre [18] We
support safety properties disallowing path traversal, sensitive "les

access, home directory access, invalid characters in "lename and
pathname, reserved names in a path, and invalid "le extensions.

Currently, VC generation is a manual process based on mapping
the desired safety properties to corresponding preconditions.

Lastly, for the veri"er, the current implementation uses 𝑄 = 5 as
the maximum number of attempts before giving up on a task. We
use the Dafny compiler to generate error messages, and we link
each error to the line of code that leads to that error.

3 Case study
To study the feasibility of the 𝐿𝑀3 framework, we conducted a
preliminary case study. This section presents a comparative analysis
of code generated by GPT-4 under two scenarios: "rst, without any
safety properties as a baseline in Python, and second, using the
𝐿𝑀3 framework in Dafny with preselected safety properties.

Our case study aimed to evaluate the 𝐿𝑀3 framework for a simple
"lesystem operation: creating a full path in the user’s system by
appending a given "le to a predetermined path. The main objectives
were to answer the following research questions:
RQ1 Is the generated code safe, i.e., does it satisfy the selected

safety properties?
RQ2 How e$cient are the chain of thought prompt and few-shot

learning examples in obtaining code that veri"es?
RQ3 Is the generated code correct, i.e., does it implement the op-

eration in question?

Experimental setup. Our experiment used the GPT-4 API (re-
leased in March 14, 2023), a model with 175 billion parameters
and and an 8192 token context length. The experiments were run
on August 10, 2024 using the GPT-4 API, which at that time was
referencing the gpt-4-0613 model. The model temperature is 0.75.
We used LangChain 0.2.7 and Dafny 4.6.0, executing the 𝐿𝑀3

framework on a local M1 Pro machine with 10 cores, 16GBmemory,
running macOS 14.5.

Task description. Our case study was inspired by Mitre CWE-
35 [19], which relates to path traversal vulnerabilities [17]. Path
traversal occurs when a program uses external input to create a
path that should be within a restricted directory, but can resolve
to a location outside of that directory using doubled or tripled dot
slash patterns. We designed a simple scenario shown in Figure 4.
This prompt asks the model to generate code for path construction
by appending an external input "le to a predetermined path on the
user’s system (/home/user/documents/).

Baseline. Figure 5 shows GPT-4’s response in Python: a code snip-
pet using os.path.join(). The resulting code, while functionally
correct, lacks insurance against dangerous patterns that could lead
to path traversal attacks (such as ../, .., or any representation of
these patterns). Consider a scenario that the function receives an ex-
ternal "le with doubled dot patterns, e.g., ../../etc/passwd. This
input bypasses the restricted directory (/home/user/documents/),
potentially exposing a sensitive "le outside that directory (e.g.,
../../etc/passwd).

Results. We applied the 𝐿𝑀3 framework in Dafny to the same
scenario, adding a method signature to the prompt (Section 3). For
this task, we selected the following safety properties: prevention
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of path traversal, no empty strings, and no invalid characters. We
implement the VC generation step manually by annotating Join

in the e!ectful interface with preconditions corresponding to the
mentioned safety properties (Figure 4). The translation in this case
is a straightforward one-to-one mapping of safety properties to
preconditions, and thus would be possible to automate; but a more
general treatment of VCGen is an important direction for future
work (Section 5).

Figure 6 shows GPT-4’s response in its "rst attempt (𝑇 = 1).
As shown, GPT-4 correctly generates preconditions which avoid
the path traversal vulnerability, i.e., CWE-35. The token usage for
this task is roughly 3, 350 with an average cost of $0.109 per query
(for the COT prompt template shown in Figure 3). We manually
inspect the output to ensure it is correct. We also ensure that the
preconditions generated are not inconsistent by checking whether
the method body is unreachable (this can be done in Dafny by
adding assert false to the method body).

Conclusions: (RQ1) Yes: the code generated does satisfy the re-
quired safety properties for the given task in Figure 4. (RQ2) Our
𝐿𝑀3 implementation is able to generate code for this task using a
modest number of tokens and a single veri"cation attempt. (RQ3)
Yes: by manual inspection, we observe that the generated output is
correct and the generated preconditions are consistent.

4 Related Work
Proof-carrying code (PCC). PCC was introduced by Necula in

1997 [51]. PCC was originally used as a model for mobile code
security [43], where it would be passed between mobile agents
(today’s edge devices). PCC was originally used to provide assur-
ance for basic safety properties, in particular type safety, memory
safety, and data access restrictions [52]. Appel and Felty introduced
foundational PCC, which generalizes PCC to allow custom types
and custom semantics [8], and these foundations inspired later ef-
forts to build large-scale program veri"cation frameworks based
on PCC [10, 28]. PCC is also closely related to packet "ltering
mechanisms used by operating systems (notably, BPF [48] and its
successor eBPF in the Linux kernel).

Appel and Felten extended PCC with a sequence of logged API
calls to enforce certain properties [6, 7], encoded using security
automata [58, 64], which can be seen as analogous to the e!ectful
interface used in our work. Vanegue showed that both PCC and
foundational PCC can be vulnerable to weird machines, where de-
spite the program being safe to run, it has undesirable side e!ects
that are invisible to the speci"cation [63].

Language models for proofs. Large language models have re-
cently been shown to be moderately e!ective at generating formal
(machine-checked) proofs [16, 25, 30, 54]. These proofs can be gen-
erated in proof assistants like Coq, Isabelle, or HOL, and may have
the potential to replace earlier dedicated tools such as CoqHam-
mer [21] and other machine-learning based techniques [24, 56, 67].
There is also some work in generating formally veri"ed code in
other languages, such as C [22] and F* [16]. Despite promising
successes, language models still exhibit failure cases when asked to
generate proofs (see [68]).

Model Input Without 𝐿𝑀3 Framework

TASK: Your task is to implement a function which
takes the "lename as a parameter, which will then
be used to create a full "le path in a predetermined
directory (e.g., /home/user/documents/).

Given Task in 𝐿𝑀3 Framework
Task Description:
Your task is to implement a function which takes the
"lename as a parameter, which will then be used to
create a full "le path in a predetermined directory (e.g.,
/home/user/documents/).
Method Signature:
method CreateFullPath(filename: seq <char >)

Filesystem API + pre/post-conditions

method Join(p: path , f: file) returns(result:

𝐿→ path)

requires non_empty_string(f)

requires non_empty_string(p)

requires !has_dangerous_pattern(f)

requires !has_dangerous_pattern(p)

requires has_absoloute_path(f)

requires is_valid_file_name(f)

requires is_valid_path_name(p)

requires has_valid_file_length(f)

requires has_valid_path_length(p)

requires has_valid_path_length(p+f)

requires append_file_to_path(p, f) == p + f

Figure 4: Top: prompt for the case study given to GPT-4 with-
out 𝐿𝑀3. Middle: prompt for the case study with 𝐿𝑀3. Bottom:
e#ectful interface API with pre- and post-conditions that is
made available to the 𝐿𝑀3 version.

1 def create_full_path(filename):

2 base_directory = !/home/user/documents/!

3 return os.path.join(base_directory , filename)

4
5 # Example usage:

6 filename = !example.txt!

7 full_path = create_full_path(filename)

8 print(!Full path to the file:!, full_path)

Figure 5: Response generated by GPT-4 to the prompt in
Figure 4 (top) (without using 𝐿𝑀3).

Themost relevant related works are Misu et. al. [49] andMungier
et. al. [50]. The "rst of these [49] uses LLMs to synthesize Dafny
code together with Dafny proofs. Compared to our work, they
consider tasks given by a description together with pre- and post-
conditions, and unit tests, and they do not consider safety properties.
Their work on prompt engineering (such as chain of thought and
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1 method CreateFullPath(filename: seq <char >) returns (↑𝑀
𝐿→ fullPath: seq <char >)

2 requires non_empty_string(filename)

3 requires is_valid_file_name(filename)

4 requires !has_dangerous_pattern(filename)

5 requires has_valid_file_length(filename)

6 {

7 var directory: seq <char > := !/home/user/documents/!;

8 fullPath := Join(directory , filename);

9 }

Figure 6: Response generated by GPT-4 to the prompt in
Figure 3 (using 𝐿𝑀3) with the task in Figure 4 (middle and
bottom).

retrieval-augmented generation) to synthesize Dafny code was very
helpful to our own work and implementation. The second [50] uses
LLMs to synthesize helper assertions, which are an important part
of proofs in Dafny and often di$cult to get right, especially for new
users.

Language models for software. Predating LLMs, several lines of
work aim to leverage natural language and natural language model-
ing for software. This naturalness of software [31] can be exploited
for various tasks [4], such as code completion [13, 29, 34, 55], vari-
able naming [12, 32, 33, 42], type annotation [2, 37, 38], code sum-
marization [1, 3, 14, 60, 61], etc. Some recent work has shown that
large language models can repeat human-created errors. For exam-
ple, LLMs (despite being trained on code after all the bugs in our
dataset of defects [39] were "xed) tend to reproduce buggy code
more often than the corresponding "x code [36]. There have also
been reports of using LLMs to create malicious code [27]. Other
researchers report that developers using programming assistants
sometimes don’t review the code generated by these assistants very
carefully [9, 47]. We do not attempt to provide a full survey of
work on AI safety for LLMs, but for some examples of recent work,
see [26, 57].

Tool support in Dafny. Finally, there is recent work on improving
the developer experience in Dafny, using traditional automation
and tool support rather than LLMs. For example, this work includes
counterexample generation [15], automated testing [23], and better
support for type soundness proofs [20].

5 Discussion and Outlook
In an era where LLMs are used to freely generate code, both by
users and as a part of larger systems, formal guarantees will become
increasingly more important [11]. In this paper, we considered the
problem of generating code completions together with proofs of a
safety property, and instantiated our solution, 𝐿𝑀3, in the context
of the Dafny program veri"cation language. Our initial work and
case study focused on "lesystem vulnerabilities demonstrates that
the idea is promising, and opens several avenues for future work.

In our design, side e!ects (any operations which may violate
the safety property) are abstracted behind a safe e!ectful interface,
with automatically generated pre- and post-conditions. Providing
additional Dafny interfaces (e.g., for network access, database ac-
cess, raw memory reads and writes, and other system calls) is a

traditional systems problem that we believe is especially relevant
for LLM safety. A full implementation of the (currently manual)
VCGen component is another important direction; as part of this
e!ort, it would be useful to incorporate con"guration languages
for describing safety properties in ways that are accessible to end
users, for example based on access control policies. Finally, while
using LLMs to synthesize Dafny code is feasible using existing
prompting techniques, in our experience it is still far more di$-
cult than generating code in mainstream languages. Developing
prompting techniques and "ne-tuning models, or developing tools
which implement 𝐿𝑀3 in mainstream languages (e.g., Python, C,
or Rust) could help close the gap and reduce the e!ort required in
prompt engineering.
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