
Noncontact Measurement of Density and Thermal Properties of SS 

316L Powder Bed through Flash Thermography 

Abstract 

Purpose–Powder bed density is a key parameter in powder bed additive manufacturing (AM) 
processes but is not easily monitored. This research evaluates the possibility of non-invasively 
estimating the density of an AM powder bed via its thermal properties measured using flash 
thermography (FT). 
Design/methodology/approach - The thermal diffusivity and conductivity of the samples were 
found by fitting an analytical model to the measured surface temperature after flash of the powder 
on a polymer substrate, enabling the estimation of the powder bed density. 
Findings–FT estimated powder bed was within 8% of weight-based density measurements and the 
inferred thermal properties are consistent with literature findings. However, multiple flashes were 
necessary to ensure precise measurements due to noise in the experimental data and the similarity 
of thermal properties between the powder and substrate.  
Originality/Value–This paper emphasizes the capability of Flash Thermography (FT) for non-
contact measurement of SS 316L powder bed density, offering a pathway to in-situ monitoring for 
powder bed AM methods including binder jetting (BJ) and powder bed fusion. Despite the 
limitations of the current approach, the density knowledge and thermal properties measurements 
have the potential to enhance process development and thermal modeling powder bed AM 
processes, aiding in understanding the powder packing and thermal behavior .  
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Introduction 

Additive manufacturing (AM) fabricates items layer-by-layer from a digital model. Powder 
Bed Fusion (PBF) and Binder Jetting (BJ) are AM technologies that utilize powder beds. PBF 
utilizes a laser or other energy beam to fuse powder particles layer by layer in the desired region 
(Kruth et al., 2005). BJ prints droplets of binding agent to join powder particles. BJ parts typically 
require post-processing by sintering or infiltration to attain the final mechanical properties (Ziaee 
and Crane, 2019, Farzadi et al., 2014, Gaytan et al., 2015, Technologies and Terminology, 2012). 
Because BJ deposits a liquid agent to bond the powder particles, unprinted powder is referred to as 
dry powder. While the post-processing is a slow batch process, BJ builds at higher rates and 
processes materials that are hard for other AM techniques, such as high melting point or high 
reflectivity materials (Miyanaji et al., 2020). 

The quality of the spread powder layer is important in both PBF and BJ, but it is particularly 



critical in BJ (Liu et al., 2011, Utela et al., 2008). In BJ, powder bed density strongly influences the 
mechanical properties of the final part. Increasing the powder bed density leads to a rise in the green 
body density which reduces shrinkage during sintering and enhances mechanical properties of the 
final part (Utela et al., 2008, Mostafaei et al., 2021, Li et al., 2020, Ziaee and Crane, 2019, Wheat 
et al., 2018). Therefore, the powder bed density is generally maximized. Slower spreading velocity, 
thinner layers, and a counter-rotating roller can increase the powder bed density (Haeri et al., 2017, 
Chen et al., 2017, Ali et al., 2018). The powder bed density is also affected by the location in the 
powder bed—especially when using a feed piston. Ali et al. measured a 21.1% decrease in the 
powder bed density along the rolling direction (Ali et al., 2018, Solutions, 2014).  

Current powder bed density measurement techniques, such as printed cups and the plug method, 
require large powder volumes and disturb the powder bed, meaning that the density can only be 
measured after printing and with low resolution (Elliott et al., 2016, Ziaee et al., 2017). If powder 
bed density varies during the manufacturing process, the flaws will not be detected until the printing 
and/or post-processing are finished. This will increase both cost and time. A non-contact method for 
measuring powder bed density would address this problem. Flash thermography (FT) is a potential 
solution to monitor the powder bed density without disturbing the powder. This method could also 
provide valuable insight into the thermal properties of the powder bed which impact binder 
drying/curing in BJ and cooling in PBF. 

FT applies a short thermal pulse onto the sample surface. The change in surface temperature 
over time is recorded by infra-red (IR) camera. FT can evaluate depth and size of defects, coating 
thickness, or thermal properties in almost any material including polymers, composites, and steel, 
and thermally sprayed coatings (Wysocka-Fotek et al., 2012, Muzika et al., 2021, Sun, 2014, Zheng 
et al., 2015, Rajic, 2013). FT methods are divided based on the number of material layers (strata) 
assumed in the model where each stratum refers to a region of material that has the same thermal 
properties. 

In a one-stratum system, the bottom is treated as insulated as shown in Figure 1(a). The 
temperature response can be used to solve for the thermal diffusivity if the thickness is known and 
vice versa (Sun, 2006). The method thus detects defects below the surface and measure their depth, 
because the defects act as an insulated boundary. The ratio of defect width to depth should generally 
be larger than one (Wysocka-Fotek et al., 2012, Wallace et al., 2022). While the pulse is generally 
treated as instantaneous, longer pulses can be used with appropriate adjustments (Pierce and Crane, 
2019). 



 
Figure 1.  The schematic of FT testing on (a) a one-stratum-system sample and (b) a two-strata system. 𝐿𝐿𝑡𝑡 refers 

to the total thickness of the sample. 𝐿𝐿𝑑𝑑 is the depth of the defect. 𝐿𝐿𝑠𝑠 means the thickness of the first stratum. 

 
The thermal diffusivity can be determined for a known thickness by the characteristic time of either: 
1) the temperature contrast (difference between regions with and without defects) after flash, or 2) 
the sample's post-flash surface temperature (Parker et al., 1961, Deemer, 1999, Ringermacher et al., 
1998, Han et al., 1996, Maldague, 1996, Shepard et al., 2003). Fitting an analytical or numerical 
solution of the surface temperature after flash to the experimental surface temperature can improve 
accuracy (Sun, 2003). However, the density of the sample cannot be obtained by the one-stratum 
sample system, because only thermal diffusivity can be found.  

Balagaes found that for a two-strata FT system (Figure 1(b)) with its bottom insulated, the 
shape of the surface temperature after flash is a function of E (ratio of thermal effusivity) and η as 
shown in Eq. (1) and Eq. (2) (Balageas et al., 1986). 

Eq. (1).   𝐸𝐸 = �𝜌𝜌2𝐶𝐶𝐶𝐶2𝑘𝑘2
�𝜌𝜌1𝐶𝐶𝐶𝐶1𝑘𝑘1

 Eq. (1) 

Eq. (2).   η=𝐿𝐿𝑠𝑠
𝐿𝐿𝑑𝑑
∙ �

𝛼𝛼2
𝛼𝛼1

 Eq. (2) 

In Eq. (1), 𝜌𝜌 is density, 𝑐𝑐𝑝𝑝 is specific heat, k is thermal conductivity, and 𝛼𝛼 is thermal diffusivity. 
Subscripts 1 and 2 represent the first and second stratum respectively. Shepard and Beemer (Shepard 
and Beemer, 2016) showed that for a semi-infinite two-strata system, the surface temperature after 
a flash is a function of E. Both thermal diffusivity and thermal conductivity of the top stratum for a 
semi-infinite two-strata system can be found if four things are known: the thickness of the first 
stratum and both the thermal diffusivity and the thermal conductivity of the bottom stratum.  

Various methods have been proposed for finding E and η from the temperature profile. Sun 
(Sun, 2010) used a numerical solution pool to enact the least square fitting over the experimental 
surface temperature data to obtain the thermal conductivity and thermal diffusivity of a stratum. El 
Rassy employed the least square fitting method based on the semi-analytical solution of the sample 
system to determine the orthotropic thermal properties through laser FT (El Rassy, 2019). These 
approaches can find the thermal diffusivity and thermal conductivity of the top stratum of a semi-
infinite two-strata system. If the specific heat is known, the density of the stratum can also be 



determined using Eq. (1). However, no previous work has been done to extract the density of powder 
using FT. Powder has much lower thermal conductivity than bulk and introduces additional 
complications such as rough surface and unknown absorption depths. Therefore, it is necessary to 
investigate the use of FT to measure the density of powder.  

This study investigates the use of FT to non-invasively measure powder bed density in AM 
processes such as BJ and PBF by measuring the thermal diffusivity and conductivity. To achieve 
this goal, an analytical solution for the surface temperature over time is developed. The equation is 
fit to the experimental surface temperature data by adjusting the unknown material properties. This 
solution is verified using a numerical model created in COMSOL, which is also used to study the 
fitting range of the least square fitting. The ability of this approach to estimate properties is assessed 
and the methods for identifying a reliable solution are presented.   

Methods and Materials 

This section presents the procedure by which the data was analyzed to solve for the thermal 
properties and density of the top stratum. The analytical model and numerical model are described 
and validated. Then, the experimental methods are presented. 

Model for Flash Thermography 

 
Figure 2. The schematic of the sample and its related assumptions and boundary condition. 𝑥𝑥 refers to the 

thickness direction of the sample. 

 
The sample is modeled as a 1D system with two homogeneous strata, with no thermal contact 

resistance (𝑅𝑅𝑡𝑡𝑡𝑡 = 0) between them as illustrated in Figure 2. The top stratum is SS316L dry powder 
deposited and rolled by ExOne Innovent BJ printer resting on a plastic supporting plate printed by 
a stereolithography (SLA) printer. The two thicknesses of the dry powder were measured (0.54 mm 
or 0.79 mm). The thickness of the bottom plastic stratum (𝐿𝐿𝑑𝑑) is 20 mm. The heat input from the 
flash is assumed to be uniform across the surface and the edge losses are neglected, so a 1D heat 
transfer model is used to describe this two-strata system. The flash heat input is modeled as a surface 
flux with a square wave of duration 400 𝜇𝜇𝜇𝜇 to match the length of the experimental pulse. All energy 
of the flash is assumed to be absorbed at the powder surface. The bottom surface is treated as 
adiabatic with a uniform initial temperature distribution in the sample. Natural convection is also 
neglected. 

Analytical model 

The PDE system of the experimental sample shown in Figure 2 is 
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where T refers to the surface temperature of the sample. The boundary conditions (B.C) and initial 
conditions (I.C) are given by.  

Eq. (4).   B.C 𝑥𝑥 = 0,−𝑘𝑘1
𝜕𝜕𝑇𝑇1
𝜕𝜕𝜕𝜕

= 𝑃𝑃(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑡𝑡) −𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝑡𝑡 − 𝑡𝑡𝑓𝑓) Eq. (4) 

Eq. (5).   𝑥𝑥 = 𝐿𝐿𝑠𝑠,  𝑇𝑇1 = 𝑇𝑇2,𝑘𝑘1
𝜕𝜕𝑇𝑇1
𝜕𝜕𝜕𝜕

= 𝑘𝑘2
𝜕𝜕𝑇𝑇2
𝜕𝜕𝜕𝜕

 Eq. (5) 

Eq. (6).   𝑥𝑥 = 𝐿𝐿𝑡𝑡,  
𝜕𝜕𝑇𝑇2
𝜕𝜕𝜕𝜕

= 0 Eq. (6) 

Eq. (7).   I.C 𝑡𝑡 = 0,𝑇𝑇1 = 𝑇𝑇2 = 𝑇𝑇0  Eq. (7) 
where 𝑇𝑇0 is the initial temperature before the flash. Subscripts 1 and 2 refer to the top and bottom 
strata respectively. This PDE system is solved by conjugate integral transformation. The solution of 
the PDE system is a function of the thicknesses of both strata, 𝛼𝛼  and 𝑘𝑘  of both strata, the flash 
duration, and the flash magnitude. 

Because the effect of air on the specific heat of powder is negligible, the relative density of the 
sample using FT ( 𝑓𝑓𝐹𝐹𝐹𝐹) of the sample can be found from the thermal flash measurements if the bulk 
thermal mass and the thermal properties of the sample are known using, 

Eq. (8).   (𝜌𝜌𝑐𝑐𝑝𝑝)𝑝𝑝 = 𝑘𝑘
𝛼𝛼
 Eq. (8) 

Eq. (9).   𝑓𝑓𝐹𝐹𝐹𝐹 = (𝜌𝜌𝑐𝑐𝑝𝑝)𝑝𝑝
(𝜌𝜌𝑐𝑐𝑝𝑝)𝑠𝑠

 Eq. (9) 

In Eq. (8) and Eq. (9), 𝜌𝜌𝑐𝑐𝑝𝑝 refers to the thermal mass (density multiplied by specific heat).  

Numerical model 

A numerical model was built in COMSOL for validating the analytical solution, studying the 
optimal fitting range and understanding the impact of measurement noise. The thermal properties 
used in the model are summarized in Table 1. The dry powder values were obtained from 
preliminary FT measurements on powder beds with thicknesses of 0.54 mm and 0.79 mm. The 
thermal properties of the SLA measurement plate (20 mm thick) were obtained by transient plane 
heat source (TPS) (hot disc) carried out by Tc-Kit (C-Therm, USA). The surface temperature is 
extracted from COMSOL solution every 0.01 s to match the IR camera data. 

Table 1. The thermal properties of 0.54 mm dry powder, 0.79 mm dry powder, and 20 mm SLA measurement 

plate used in all simulation and model inputs. E values of the two sample systems are also shown. 

Sample name 0.54 mm dry powder 0.79 mm dry powder SLA measurement plate 
𝜶𝜶 (*10^-7 m^2/s) 0.8472 0.7797 1.6337 

k (/10 W/mK) 1.8572 1.7811 2.3210 
Thickness(mm) 0.54 0.79 20 

E 0.9000 0.9003  
 

Least Square Fitting 

The analytical solution is a function of the thicknesses of both strata, the 𝛼𝛼 and k of both strata, 



the flash duration, and the flash magnitude. Shepard and Beemer (Shepard and Beemer, 2016) 
showed that for the semi-infinite two strata system (η~0), the surface temperature over time after is 
only a function of E. Because 𝐿𝐿𝑡𝑡 > 25𝐿𝐿𝑠𝑠, and the 𝛼𝛼 and 𝑘𝑘 of the printed SLA plastic are relatively 
small, the sample system studied in this paper can be considered a semi-infinite two strata system. 

To obtain 𝛼𝛼1  and 𝑘𝑘1 , it's imperative to know the four parameters of the sample system 
mentioned in introduction and the flash duration, 𝑡𝑡𝑓𝑓. The values of 𝛼𝛼2 and 𝑘𝑘2 (SLA plastic substrate) 
were quantified utilizing the TPS method as reported in Table 1. The thickness of the dry powder 
was measured as described below. The flash duration was set as 400 μs. The analytical solution is 
fit to the experimental surface temperature by finding the values of the 𝛼𝛼1 , 𝑘𝑘1 , and the flash 
magnitude (P) that minimize the least square error between the analytical model and experimental 
data given by 

Eq. (10).   𝑙𝑙𝑠𝑠𝑠𝑠 = ∑ (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡(𝑖𝑖))− 𝑇𝑇𝑎𝑎𝑎𝑎(𝑡𝑡(𝑖𝑖)))2𝑛𝑛𝑓𝑓
𝑛𝑛𝑠𝑠𝑠𝑠  Eq. (10) 

where 𝑙𝑙𝑠𝑠𝑠𝑠  is the least square error, 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒  refers to the experimental surface temperature, 𝑇𝑇𝑎𝑎𝑎𝑎 
represents the analytical solution of surface temperature, i refers to time the step, 𝑛𝑛𝑠𝑠𝑠𝑠 is the initial 
time step for fitting, and 𝑛𝑛𝑓𝑓 is the end time step for fitting. The least square fitting is conducted 
using a gradient-based interior point method in MATLAB™. The selection of starting point and 
ending point of the fitting are discussed below.   

Stage of surface temperature for semi-infinite two strata system 

 

Figure 3. The surface temperature change over time in log scale with E (ratio of thermal effusivity of layer 1 and 

layer 2) equaling 0.5 and 0.9. The transition stage when E = 0.5 is much more distinct than that of E = 0.9. 

 
The surface temperatures over time for two values of E (0.5 and 0.9) for a two-stratum system 

are shown in Figure 3. The surface temperature after flash can be divided into three stages: first 
stratum stage, transition stage, and second stratum stage. In the first, stratum one dominates the 
thermal response. In the transition stage, the second stratum begins to affect the surface temperature 
change, and in the second stratum stage, the second stratum thermally dominates. For a 
homogeneous, semi-infinite surface, where all energy is absorbed at the surface, the analytical 
solution for the temperature change after a flash is given by: 

Eq. (11).    ∆𝑇𝑇 = 𝑃𝑃
𝑒𝑒√𝜋𝜋𝜋𝜋

 Eq. (11) 

Eq. (12).   𝑒𝑒 = �𝑘𝑘𝑘𝑘𝑐𝑐𝑝𝑝 Eq. (12) 
where 𝑒𝑒 is termed the thermal effusivity. In the first and third stages, the surface temperature after 



flash decreases with a slope of -0.5 in logarithmic scale as seen in Figure 3 (Shepard and Beemer, 
2016). When heat reaches the second stratum and the second stratum starts to affect the surface 
temperature, the surface temperature decline will decrease for a semi-infinite two strata system, if 
E<1, (E value is around 0.9 for this paper) until the second stratum becomes thermally dominant 
(temperature decreasing rate recovers to -0.5 in log scale). Since the shape of transition stage is a 
function of E and the slope is identical before and after, the transition stage imparts uniqueness to 
the analytical solution. As E approaches unity, the transition stage of E nears a straight line as seen 
in Figure 3 for E=0.9 compared to E=0.5. The closer E is to one, the more similar the two strata are 
thermally leading to a less distinct transition stage and a greater fitting challenge. This paper focuses 
on this difficult limiting condition as E approaches one to better understand the limits of the method. 

Experimental Measurements 

Sample Preparation 

Samples were prepared by depositing powder onto the SLA printed substrate. This was done 
with an ExOne Innovent+™ BJ printer equipped with a single roller. 316L stainless powder 
(Sandvik USA) -22 μm powder (d50= 7.58 μm) (SANDVIK, Colton et al., 2021). The process 
parameters of the BJ printer are listed in Table 2. 

Table 2. The process parameters of the BJ printer 

Process Parameter Value Unit 
Recoat Speed 100 mm/sec 

Ultrasonic Intensity 75 % 
Roller Traverse Speed 3 mm/sec 
Roller Rotation Speed 600 rpm 

Layer Thickness 40 μm 
 

 
Samples are prepared using 13 and 19 layers of dry powder on SLA plate. For each type of sample, 
three samples were prepared and tested. 

The gap between the roller and the powder bed plate was filled with dry powder to create a 
datum that is aligned to the roller axis as shown in Figure 4 (a). The powder bed is lowered 10 to 15 
mm, and the SLA substrate is placed on the powder bed. A reference block is placed on the substrate 
as shown in Figure 4 (b) and the powder bed lowered until the reference block contacts the powder 
on the outer edge shown in Figure 4 (c). At this point, the SLA substrate is at the same height as the 
powder on the outer edge and the gap between the roller and the SLA substrate is minimized. The 
reference block is removed, and the desired number of layers of powder (13 or 19 layers) are 
deposited onto the sample as shown in Figure 4 (d). 

  

Figure 4.  (a) The gap between the powder bed and roller is filled by dry powder. 



(b) The SLA supporting plate and reference block are placed on the base powder. 

(c) The powder bed lowers until the reference block contacts the powder on the outer edge. 

(d) The desired layers of powder are deposited onto the SLA supporting plate. 

 
Including the initial dry powder layer needed to fill the gap between the measuring plate and the 
roller, the powder thickness of the two types of samples are approximately 0.54 mm and 0.79 mm. 

Measurement of Relative Density (𝒇𝒇𝒆𝒆) 

The 𝑓𝑓𝐹𝐹𝐹𝐹 is compared to the relative density measured experimentally by the powder weight 
method (𝑓𝑓𝑒𝑒). The experimentally measured value of 𝑓𝑓𝑒𝑒 is defined as  

Eq. (13).   𝑓𝑓𝑒𝑒 = 𝜌𝜌𝑝𝑝
𝜌𝜌𝑠𝑠

 Eq. (13) 

where 𝜌𝜌 is the density and the subscript 𝑝𝑝 and subscript 𝑠𝑠 refer to the powder form and the solid 
form, respectively. The density of dry powder (𝜌𝜌𝑝𝑝) is obtained by.  

Eq. (14).   𝜌𝜌𝑝𝑝 = 𝑚𝑚𝑑𝑑
𝐴𝐴𝑚𝑚∙𝐿𝐿𝑠𝑠

 Eq. (14) 

where 𝐿𝐿𝑠𝑠 is the thickness of dry powder and 𝐴𝐴𝑚𝑚 is the area of the SLA supporting plate. The dry 
powder mass, 𝑚𝑚𝑑𝑑 is the difference in mass of the SLA supporting plate with and without powder. 

Flash Thermography Setup 

           

Figure 5. (a). The experimental equipment used for FT. Inset is an IR image of a sample. For specific 

temperature analysis of designated areas, regions of interest (ROI) are set, as exemplified by the labeled 

boxes. The average temperature within the ROI is calculated (b). The schematic of the experimental 

equipment.  

 
The experimental setup of the flash thermography system in this research consists of the heat 

source, the flash chamber, and the IR camera illustrated in Figure 5. The heat source is a Xenon X-
1100 high-intensity pulsed light system with a Xenon LH912 flash lamp which can control flash 
duration and energy. The flash chamber is a box that supports the sample and the flash lamp. A board 
slides under the lamp after the flash to prevent the IR radiation emitted from the lamp after the pulse 
from affecting the surface temperature measurements. Without the board, residual heat from the 
flash lamp resulted in an increase of 𝑓𝑓𝐹𝐹𝐹𝐹 of up to 40%. The IR camera is a FLIR SC4000 MWIR 



camera with maximum frame rate of 420 Hz at 320x256 resolution. For this work, surface 
temperature was measured at a frequency of 100 Hz (0.79 mm and 0.54 mm) or 220 Hz (0.54 mm). 
The experimental temperature is from the region of interest (ROI) at sample center in box 3 as 
shown in Figure 5 (a). The ROI (Figure 5 (a) box 3) includes approximately 300 pixels. The camera 
lens is ASIO 50 mm F/2.3 MWIR (JASON TECHNOLOGY INC.).  

The six samples were flashed a total of 87 times, with each sample being flashed at least 10 
times. A typical experimental cycle is as follows: 
1. The Xenon flash source applies a short pulse onto the sample surface. A typical flash has a 
duration of 400 μs and a total energy of 1067 J.  
2. The insulating board is pushed beneath the heat source to block the residual heating, while the IR 
camera records the surface temperature after flash. Temperature data before 0.5 s is not used in the 
analysis due to possible residual heating before the insulating board is moved. 
3. MATLAB™ is used to fit the analytical solution to the experimental data to find the thermal 
properties of the dry powder. 
4. The sample is cooled for a minimum of 20 min between flashes to ensure the uniform temperature 
distribution along the thickness direction in the sample as required by Eq. (7). 
 
During the testing procedure, the airflow generated by the cooling fan of the flash lamp and the air 
conditioning system was eliminated to ensure that the measurement results remain unaffected by 
active convection. 

Noise of IR camera 

The temperature data from the IR camera includes noise which impacts the ability to accurately 
determine the powder properties. In graphs of noise on a logarithmic scale, the noise trend, with a 
magnitude of 0.01 K, is challenging to discern. The measurement noise (𝑇𝑇𝑑𝑑) was estimated from the 
difference between the experimental surface temperature (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒) and the analytical solution (𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓) 
obtained from the least square fitting. 
Eq. (15).   𝑇𝑇𝑑𝑑(𝑡𝑡(𝑖𝑖)) = 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡(𝑖𝑖))− 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡(𝑖𝑖)) Eq. (15) 

 

Figure 6. (a). The original 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓  figure of one flash. 

(b). Calculating 11 points moving mean (current point and preceding 10 points) helps identify systemic errors in 

the noise. Mark 1 and 4 refer to the rise of moving mean. Mark 2 and 3 refer to the drop of moving mean. 

 
Trends in the data points can be seen by computing a moving mean using 11 points (current+10 



preceding) as shown in Figure 6. From Figure 6, two types of noise are seen: random noise with a 
standard deviation of 0.005 K and systemic deviations. Systemic deviations in the temperature are 
possibly due to the active cooling of the IR camera and small environmental temperature changes. 
Systemic deviations in the moving mean shift are referred to as residual shift (𝑅𝑅𝑠𝑠). Several regions 
of 𝑅𝑅𝑠𝑠 are marked in Figure 6. When E~0.9, accurate calculation of the sample properties is sensitive 
to the residual shift as will be discussed below. To highlight the impact of random vs. systemic errors, 
random noise of the IR camera was measured, and similar normal noise was added into the 
COMSOL surface temperature to enable separate consideration of random and systemic errors.  

Results and Discussion 

As the goal of this paper is to validate the methods for conducting the thermal measurements, 
both the process development and final measurement results are reported in this section.   

Random Noise 

The numerical COMSOL model was used to verify the accuracy of the analytical solution, 
study the effect of normal noise of the IR camera signal, and determine the proper fitting time range 
for the least square fitting. To validate the analytical solution, the analytical solution is fit to the 
COMSOL temperature data using the Matlab gradient-based method (function: fmincon) to solve 
for the thermal properties of the powder stratum from 0.5 s to 6t*, where t* is defined as (Shepard 
and Beemer, 2016)  

Eq. (16).   𝑡𝑡∗ = 𝐿𝐿𝑠𝑠2

𝜋𝜋𝜋𝜋
 Eq. (16) 

Using the thermal properties and thickness provided in Table 1, the t* for the 0.54 mm sample and 
0.79 mm sample are 1.10 s and 2.55 s. Figure 7 provides a visual representation of the agreement 
between the analytical solution, obtained through the least square fitting, and the numerical surface 
temperature from COMSOL, demonstrating the quality of the fit between the two. 

 

Figure 7. The surface temperature obtained by fitting the analytical solution to the COMSOL simulation of the 

0.54 mm geometry. 𝑇𝑇0 refers to the surface temperature before flash. 

 
The thermal properties obtained from fitting the analytical solution to the COMSOL surface 
temperature agree with COMSOL model inputs with less than 1% error. The small difference 
between the thermal properties from the least square fitting and the input thermal properties may be 



due to the arrangement of mesh and computational error. 
 To study the effect of random camera noise, normally distributed random noise with a standard 
deviation of 0.005 K was added to the COMSOL calculations of surface temperature. The standard 
deviation was chosen to match the normal noise determined by analyzing 17 records of the same 
sample surface temperature in equilibrium condition recorded for two to three seconds at 100 Hz 
for nine videos and 220 Hz for eight videos. For models of both the 0.54 mm and 0.79 mm samples, 
the least square fitting was performed 100 times with unique normal-distributed noise generated for 
each iteration. The results show that in approximately 97.5% of the cases, the error in thermal 
diffusivity is within ±7.5%. Regarding the 𝑓𝑓𝐹𝐹𝐹𝐹 and thermal conductivity error, 99% of the cases 
fall within ±5%. Thus, even with an E value of 0.9, normal noise does not hinder the effective 
calculation of thermal properties. 

Selecting Fitting Range 

The thermal properties extracted from the temperature data depend on the interval over which 
the analytical model is fit to the data. For the initial data points, the model does not fit well due to 
some combination of residual heating before the insulation board covers the lamp and some 
nonuniformity in the energy absorption. However, the difference between the analytical and 
experimental values are smaller than 0.1 K within 0.5 s of the flash. Numerical experiments showed 
that the solution was not sensitive to the exact start of the fitting interval. The initial fitting time of 
0.5 s was sufficient to exclude the deviations due to nonidealities in the experiment. An optimal end 
point to fitting is beneficial because a shorter fitting time reduces computational cost and some 
assumptions such as negligible natural convection may not hold at longer times.  

To investigate the minimum end time required for fitting, the surface temperature data from 
the COMSOL model devoid of normal random noise is utilized. Eliminating the normal noise from 
the COMSOL surface temperature is essential, as the influence of end fitting time on the 𝑅𝑅𝑒𝑒  of 
thermal properties is significantly less than that of normal noise. Extending the end fitting time to 
3t* reduces all 𝑅𝑅𝑒𝑒 values below 1%. Thus, the minimum end fitting time is 3t*. In an experiment 
condition where thermal diffusivity of the sample is unknown, the t* based on the calculated thermal 
diffusivity needs to be smaller than 33% of the end fitting time for the results to be reliable. However, 
in practice, the minimum end fitting time needs to be bigger than 3t* to reduce the impact of 𝑅𝑅𝑠𝑠 in 
the experimental data on the measurement results as discussed in the following section. 
 In actual experiments, the choice of the end fitting time is also dependent on specific patterns 
of temperature shifts (𝑅𝑅𝑠𝑠) that arise in experimental measurements as shown in Figure 8. With E 
~0.9, experiments showed that 𝑅𝑅𝑠𝑠 error of ~0.01K near the end of the fitting region impacts the 
accuracy of the analytical model fit to the experimental data. Therefore, a rise in residual fitting 
error around 13 s as seen in Figure 8 will not produce a reliable property estimate. This unnatural 
rise often happens at 13 s to 15 s for 0.54 mm sample and after 20 s for 0.79 mm sample. In addition 
to measurement errors, this deviation could be partially due to phenomena such as natural 
convection that begin to impact the accuracy at longer time periods as well.  



 

Figure 8. The difference between the fitting model and experimental data for one flash of a 0.54 mm sample. 

After around 13 s, there is a permanent rise of the experimental data leading to errors in fitting the analytical 

model. 

 
 For each flash of a sample, the analytical model was fit at integer time values within these 
fitting ranges from 7-15 s for the 0.54 mm samples and 10-21 s for the 0.79 mm samples. Thus, a 
distinct set of property estimates is derived for multiple end fitting times within the range. After 
analyzing measurement results from all 87 flashes across the six samples, we established criteria to 
discern which measurements, from each individual end fitting time of every flash, are acceptable. 
Measurements not meeting these criteria were discarded. The valid results from the accepted end 
fitting times for a specific flash are then averaged to produce a single representative value for that 
flash. This detailed process was consistently applied to all end fitting times across the 87 flashes for 
all samples. The acceptance criteria are discussed below. 

Acceptance Criteria 

Due to the presence of 𝑅𝑅𝑠𝑠, not all fits of the analytical model to the experimental data can 
obtain thermal properties that provide acceptable 𝑓𝑓𝐹𝐹𝐹𝐹 measurements that are close to 𝑓𝑓𝑒𝑒. Therefore, 
it is critical that standards be established to identify acceptable observations.  Acceptance criteria 
were established to identify acceptable results by observing the 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 data of the 89 flashes of 
the six samples. The acceptance criteria are ordered based on the frequency of their use.  

(1) The residual temperature error 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 data needs to be distributed around the zero over 
at least 50% of the 1t* to 4t* time interval. The transition region can be estimated as t* to 
4t* based on the calculated properties.  A good property prediction is only possible if the 
residual temperature error is centered around zero. Figure 9 shows the 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 data of the 
same flash with end fitting time at 10 s and 12 s for one 0.79 mm sample.  



 

Figure 9. The 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 of same flash of one 0.79 mm under different end fitting times, 10 s (a) and 13 s (b). 𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒 

is end fitting time. The 𝑓𝑓𝐹𝐹𝐹𝐹  and t* at the end fitting time is displayed on the bottom of the figure. The 

hatched region is the calculated transition region based on the thermal diffusivity obtained from the curve fit. 

The 𝑓𝑓𝑒𝑒  for this sample is 0.60. In (a), the error from t* to 4t* range is virtually all negative while in (b) there 

is a significant period (shaded box) in which the error is nearly centered on zero.  

 
The key difference is that for end fitting time at 10s (Figure 9(a)), the error oscillates above 
and below the zero line and there is no significant region where 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 is near zero. With this 
poor fit in the t* to 4t* region, the calculated 𝑓𝑓𝐹𝐹𝐹𝐹 is erroneous. For a 13 s end fitting time, about 
50% of the time interval stable around the zero line (Figure 9(b)) and the results 𝑓𝑓𝐹𝐹𝐹𝐹 value is 
within 5% of the sample 𝑓𝑓𝑒𝑒. 
(2) The sudden rise or fall of 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 near the end fitting time should be smaller than 0.01 K. 

If there is a rise and fall near the end fitting times, the peak should not be greater than 0.01 
K.  Sharp changes in 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 near the end of the fitting region indicate a systemic fitting 
error that will lead to an incorrect value of 𝑓𝑓𝐹𝐹𝐹𝐹 even when the error in the t* to 4t* is 
centered around zero as seen in Figure 10. Figure 10 shows a set of 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 for one 0.79 
mm sample of the same flash with end fitting time at 17 s and 18 s. 

 
Figure 10. The 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 of one 0.79 mm sample of the same flash with different end fitting times, 1 s (a) and 17 s 

(b). 𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒 is end fitting time. The 𝑓𝑓𝑒𝑒  of this sample is 0.60. The hatched region is the calculated transition 

region based on the thermal diffusivity obtained at the end fitting time. The rise of 𝑅𝑅𝑠𝑠 at 18 s increases 10% 

on 𝑓𝑓𝐹𝐹𝐹𝐹 compared with the 𝑓𝑓𝐹𝐹𝐹𝐹 calculated for an end fitting time of 17 s. The shaded boxes show the data 

interval near zero. The sudden rise near the end fitting is marked in Figure 10(b). 



 
In Figure 10(a), the calculated 𝑓𝑓𝐹𝐹𝐹𝐹 with the sudden rise of 0.01K in 𝑅𝑅𝑠𝑠 at the end fitting time is 
0.68 compared to 𝑓𝑓𝑒𝑒 of 0.60. If this rise continues, the 𝑓𝑓𝐹𝐹𝐹𝐹 at longer end fitting times (19 s to 
21 s) will continue to increase, because the percentage of high 𝑇𝑇 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 time interval increases. 
However, at a shorter end fitting time, Figure 10(b), the fit error at the end of the fit region is 
low and the calculated density (𝑓𝑓𝐹𝐹𝐹𝐹 = 0.62) is accurate (𝑓𝑓𝑒𝑒 = 0.60). 
(3) The end fitting time needs to be at least 3t* based on the obtained thermal diffusivity. 
This has been proven in the numerical model section. 
(4) The t* based on the obtained thermal diffusivity should be greater than the initial fitting 

time. 
The quantity t* represents a temporal moment near the turning point within the transitional stage 
depicted in Figure 3 (Shepard and Beemer, 2016). It is essential that the 't*' value, derived from the 
obtained thermal diffusivity, is larger than the initial fitting time to assure that the key transition is 
included in the fitting range to assure the uniqueness of the fitting solution. 

Experimental Results 

Thermal Properties 

Using the acceptance criteria detailed above, the 89 flashes of the six samples were processed 
and the unacceptable measurement results were removed. 40 out of 89 flashes were accepted (45%). 
For each flash, the calculated thermal properties and density (𝑓𝑓𝐹𝐹𝐹𝐹), for every end fitting time that 
meets the acceptability criteria is averaged to obtain a single data point per flash. The sample mean 
line denotes the average of these results from each flash of that sample.  

 

(a)                                                                    (b) 
Figure 11. The violin plot illustrating distribution of (a) thermal diffusivity and (b) thermal conductivity of the six 

testing samples. The points represent the value obtained from one flash. The points outside the y-axis for 

sample 0.79 mm #2 are from one problematic measurement. The two dashed lines are the overall sample 

average of the thermal properties excluding the 0.79 mm #2 sample. 

 
Figure 11 shows the probability density distribution of the thermal properties using violin plot. 

The possibility density of the values is represented by width of the plots. The plot utilizes a kernel 
density estimator to create a smoothed curve based on the provided data. Excluding the failure 
measurements from 0.79 mm #2 discussed below, the overall average of thermal diffusivity and 
thermal conductivity for the sample average are 0.8267 ∙ 10−7 𝑚𝑚2/𝑠𝑠  and 0. 1817 𝑊𝑊/𝑚𝑚𝑚𝑚 , 
respectively. The overall averages of the thermal diffusivity and thermal conductivity closely match 



those obtained by lock-in thermography for SS304L powder from the work of Liu et al., which are 
0.84 ∙ 10−7 𝑚𝑚2/𝑠𝑠 and 0.181 𝑊𝑊/𝑚𝑚𝑚𝑚 (Liu et al., 2023). The relative density of the SS304L powder 
in this published work is 0.54. Given that SS304L and SS316L have nearly identical bulk thermal 
properties and the similar relative densities of the samples in this work and the literature, this 
suggests that the thermal properties determined by FT are credible (Alkahari et al., 2012, 
SANDVIK). Thus, FT can estimate the thermal properties of powder non-invasively.  

While the average values appear reliable, the coefficient of variation (standard deviation 
divided by average) of the thermal diffusivity and thermal conductivity between flashes of one 
sample range from 19% to 29% and 8% to 15%, respectively (excluding 0.79 mm #2). To obtain an 
accurate estimate of the thermal properties of the sample, the sample needs to be flashed multiple 
times. Additional evidence of the accuracy of 𝑓𝑓𝐹𝐹𝐹𝐹 calculated from the thermal properties is obtained 
by comparing 𝑓𝑓𝑒𝑒 and 𝑓𝑓𝐹𝐹𝐹𝐹 as discussed below.  

Although multiple flashes are required to obtain accurate thermal properties of SS316L powder, 
the results are still useful because there are few measurements of these properties. The acquired 
thermal values can be used for improving the accuracy of melt pool simulation in powder bed fusion, 
by utilizing actual powder thermal properties rather than assuming the thermal conductivity of the 
powder is 1% of the bulk thermal conductivity (Zhang et al., 2019). Furthermore, this methodology 
can be applied to other powder materials. The powder bed thermal properties will also be helpful in 
understanding the binder curing process in BJ to optimize curing ties and may help in developing 
systematic ways of selecting appropriate interlayer drying parameters in BJ.  

Of even greater use could be the ability to characterize the thermal properties of wet powders 
in BJ before curing. This is not feasible with current powder characterization methods but could be 
measured in situ by using SS316L dry powder as substrate to support the green body. When flashed, 
the properties of the green body could be found from the known thickness of the green body if the 
thermal properties of the dry powder are known. The thermal properties could even be correlated to 
the saturation level of the powder to help monitor the progress of binder drying during printing and 
curing after printing. The in-process drying has been shown to be critical to maintaining accurate 
part geometry in binder jetting (Crane, 2020). 

Relative Density 

 
Figure 12. Violin plot of 𝑓𝑓𝐹𝐹𝐹𝐹 showcasing density values. The lines represent the average of 𝑓𝑓𝐹𝐹𝐹𝐹 for the sample, the 

density measured by weight (𝑓𝑓𝑒𝑒). For 0.79 mm #2, the powder was disturbed while weighing and some 

powder was lost, so the average of 𝑓𝑓𝑒𝑒  across all 0.79 mm samples was used instead of a sample-specific 𝑓𝑓𝑒𝑒  

value. To ensure a reliable 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , three other 0.79 mm samples were created and weighed, but weren't tested 

by FT. 



The experimental density measurements are 58.1% - 60.6% for all but sample 0.56 mm #3 
(55.1%). The low 𝑓𝑓𝑒𝑒 of 0.56 mm #3 could be attributed to the repeatability issues of the BJ machine, 
blockages in the screen mesh, or errors in the first stratum thickness value. All of the sample means 
are within 8% of the experimental measurements. This low 𝑅𝑅𝑒𝑒 value confirms the validity of the 
assumptions of the analytical model: surface absorption, absence of contact resistance, and a square-
wave flash. Also, for 0.54 mm sample, the sample surface temperature is captured at both 100 Hz 
and 220 Hz. No improvements are found in the results that have higher frequencies. Therefore, 100 
Hz seems sufficient to process capture the thermal properties and 𝑓𝑓𝐹𝐹𝐹𝐹 for SS 316L thicker than 0.54 
mm. 

The probability distribution of 𝑓𝑓𝐹𝐹𝐹𝐹  in Figure 12 shows significant scatter in 𝑓𝑓𝐹𝐹𝐹𝐹  results (the 
coefficient of variation ranges from 6.3% to 17.3%, expect for 0.79 mm #2 sample). This scatter 
arises from the influence of 𝑅𝑅𝑠𝑠 on the time interval ranging from 1t* to 4t*, which has a large impact 
on individual measurements but is substantially reduced by averaging multiple flashes. 
Unfortunately, the need to average multiple flashes hinders real-time monitoring of 𝑓𝑓𝐹𝐹𝐹𝐹 for the dry 
powder resting on SLA substrate using FT. While multiple flashes alone would be inconvenient, we 
also found it important to allow 20 minutes between flashes to minimize temperature gradients in 
the powder as dictated by Eq. (7).  

A particular concern revolves around the sample 0.79 mm #2. Despite its 6.3% 𝑅𝑅𝑒𝑒 value of the 
sample average 𝑓𝑓𝐹𝐹𝐹𝐹, it exhibits a poorly convergent probability density in violin plot, a shortfall 
attributed to the insufficient number of valid flashes — defined as those conducted with an ambient 
temperature fluctuation below 0.3 K — to ensure reliable density estimations. The sample's 
measurements spanned two days, but only the five flashes from the first day met the acceptance 
criteria. The second day's seven results had to be discarded, because the air conditioning system in 
the laboratory malfunctioned causing an excessive fluctuation of room temperature. Among the five 
valid flashes, one met the acceptance criteria yet the obtained 𝑓𝑓𝐹𝐹𝐹𝐹 is 25% bigger/smaller than the 𝑓𝑓𝑒𝑒 
value of the sample. The possibility of having this type of failure is 2.2% (2/89). Normally, such 
anomalies can be offset with a greater number of valid flashes, as seen with sample 0.54 mm #3; 
however, this approach was unviable for the 0.79 mm #2 sample due to the limited data pool. 

The results show that the flash method can obtain useful estimates of the density and the 
thermal properties of powder samples that are not possible with current measurement methods. FT 
offers a valuable approach for studying density variations across the powder bed with improved 
spatial resolution. By utilizing FT, the cumbersome steps of printing a cup structure and manually 
removing excess powder to determine powder bed density is unnecessary. This efficiency can also 
facilitate studies into the effects of different processing parameters on powder bed density. 

However, two primary vulnerabilities of the approach are apparent: (1) sensitivity to 𝑅𝑅𝑠𝑠 of just 
0.005 K within the 1t* to 4t* time interval and (2) ambient temperature fluctuations must be < 0.3 
K. These challenges stem from the nearly linear post-flash surface temperature profile as indicated 
in Figure 3 making it susceptible to environmental and equipment disturbances.  Any sample with 
an E value nearing unity is very sensitive to temperature nonuniformity and noise in the temperature 
measurements making it challenging to use these methods for reliable single flash measurements. 
For successful online monitoring via FT, the E value of the sample system should not be too close 
to 1. Additionally, the impact of the 𝑅𝑅𝑠𝑠 noise from the IR camera on the measurements should be 
minimized.  However, FT holds potential for investigating the thermal properties and powder bed 
density of powders. 



Conclusion 

This research has shown that FT can non-invasively estimate the thermal properties and relative 
density (𝑅𝑅𝑒𝑒 of 𝑓𝑓𝐹𝐹𝐹𝐹 within 8%) of SS 316L powder when the powder rests on an SLA substrate. With 
this technique, powder density measurement with greater spatial resolution is possible.  It can help 
identify sources of defects and density gradients in BJ parts for improved part quality. The thermal 
properties can enhance the simulation of melting pools in LPBF and predict required curing times 
in BJ parts. In situ thermal property measurement offers a pathway to better understand the 
relationship between saturation levels and the green body's thermal properties, potentially aiding in 
monitoring binder drying progress in BJ during both printing and post-processing. The density and 
saturation are critical to part quality but there are currently no methods to guide process development 
or assure process control.  

Nevertheless, challenges persist. A primary concern emerges from the scatter in measurement 
results, underscored by a significant coefficient of variation. This scatter is largely attributed to the 
presence of systemic deviation in data (𝑅𝑅𝑠𝑠) within the 1t* to 4t* time interval in the temperature 
data. Direct monitoring of 𝑓𝑓𝑒𝑒 during the BJ printing process is made challenging when utilizing a 
dry powder on a substrate such as SLA polymer that has a similar value of effusivity (𝜌𝜌𝜌𝜌𝑝𝑝𝑘𝑘) as the 
powder. Additionally, accurate measurements required many flashes with a long cooling interval 
between flashes. An additional challenge posed by the powder-on-SLA sample is the need for 
precise room temperature regulation within a narrow 0.3 K range. The root of these challenges is 
the E value of the sample system, which is close to one, leading to an almost linear transition stage. 
This linear post-flash behavior heightens the sensitivity to both the presence of 𝑅𝑅𝑠𝑠 in the temperature 
data and fluctuations in room temperature. This should be improved by measuring 𝑓𝑓𝐹𝐹𝐹𝐹 on samples 
with E values distinctly different from 1. This aims to enhance the sample system's transition stage, 
making it resilient against 𝑅𝑅𝑠𝑠 influences within the 1t* to 4t* time interval. 
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