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ABSTRACT. This article introduces a novel approach to the mean-
field limit of stochastic systems of interacting particles, leading
to the first ever derivation of the mean-field limit to the Vlasov-
Poisson-Fokker-Planck system for plasmas in dimension 2 together
with a partial result in dimension 3. The method is broadly com-
patible with second order systems that lead to kinetic equations
and it relies on novel estimates on the BBGKY hierarchy. By tak-
ing advantage of the diffusion in velocity, those estimates bound
weighted LP norms of the marginals or observables of the system,
uniformly in the number of particles. This allows to qualitatively
derive the mean-field limit for very singular interaction kernels be-
tween the particles, including repulsive Poisson interactions, to-
gether with quantitative estimates for a general kernel in L2.

1. INTRODUCTION

The rigorous derivation of kinetic models such as the Vlasov-Poisson
system from many-particle systems has been a long standing open
question, ever since the introduction of the Vlasov-Poisson system
in [82, 83]. While our understanding of the mean-field limit for singular
interactions has made significant progress for first-order dynamics, the
mean-field limit for second-order systems has remained frustratingly
less understood. This article proposed a new approach that is broadly
applicable to second-order systems with repulsive interactions and dif-
fusion in velocity. In particular this allows to derive for the first time
the Vlasov-Poisson-Fokker-Planck system in dimension higher than one
without any truncation or regularizing.

We more precisely consider the classical second-order Newton dy-
namics
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where the W; are N independent Wiener processes. For simplicity we
take the positions X; on the torus I1¢, while the velocities lie in R
The kernel K models the pairwise interaction between particles and is
taken repulsive throughout this paper, in the basic sense that it derives
from a potential K = —V¢ that is even and positive, ¢ > 0.

Remark 1. For simplicity, we denote ¢(0) =0 and K(0) =0, even if
¢ and K are not continuous at 0. This notation simplifies the writing
in the equation by allowing to sum over all j in (1) since the term j =i
trivially vanishes.

We naturally focus on singular kernels K with, as a main guiding
example, the case of Coulombian interactions

(2) chx#—i—f(g(x),

with o > 0 and K a smooth correction to periodize K. This corre-
sponds to the choice ¢ = m“f% + correction if d > 3 or ¢ = —aln |x| +
correction if d = 2.

The Coulombian kernel (2) typically model electrostatic interactions
between point charges, such as ions or electrons in a plasma when the
velocities are small enough with respect to the speed of light. In that
setting, diffusion in (1) may for example represent collisions against a
random background, such as the collision of the faster electrons against
the background of ions. Such random collisions may also involve some
friction in velocity, which we did not include in (1) but could be added
to our method without difficulty. This makes (1) with (2) one of the
most classical and important starting point for the modeling of plasmas;
we refer in particular to the classical [6, 7).

Coulombian interactions are also a natural scaling in many models.
The obvious counterpart to plasmas concerns the Newtonian dynam-
ics of point masses through gravitational interactions. This consists in
taking v < 0 in (2) and leads to attractive interactions with a nega-
tive potential and for this reason cannot be handled with the method
presented here.

The system (1) usually involve a very large number of particles,
typically up to 10%*° — 10* in plasmas for example. This makes the
mean-field limit especially attractive. This is a kinetic, Vlasov-Fokker-
Planck equation posed on the limiting 1-particle density f(¢,x,v)

2
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Well posedness for mean-field kinetic equations such as (3) is now rea-
sonably well understood, including for singular Coulombian interac-
tions such as (2) in dimension d < 3. For the non-diffusive case o = 0,
weak solutions were established in [1], while classical solutions were
obtained in dimension 2 in [78]. The dimension 3 case is harder and
obtaining classical solutions requires more difficult dispersive argument
and were only obtained later in [58, 66, 73|, see also the more re-
cent [28, 43, 59, 65]. In the case with diffusion o > 0, we refer to [80]
for weak solutions, and to [10, 20, 63, 70, 81] for classical solutions.

Of course the mean-field scaling is not the only possible scaling on
systems such as (1). One can in particular mention the likely even more
critical Boltzmann-Grad limit, such as obtained in the classical [53]
and the recent major results in [3, 4, 25, 68, 69]. We note as well that
the derivation of macroscopic equations from mesoscopic systems such
as (3) is another important and challenging questions. For example the
passage to the fluid macroscopic system from Vlasov-Poisson-Fokker-
Planck has been approached in different low-field (parabolic) or high-
field (hyperbolic) regimes depending on the space dimension, see for
example [67, 62, 34, 16] and references therein.

Mean-field limits have been rigorously derived for general systems,
including second order dynamics such as (1), in the case of Lipschitz
interaction kernels K. We refer to the classical works [60, 77] in the
stochastic case and [11, 22| for the deterministic case. Uniform in time
propagation of chaos has also been obtained in the locally Lipschitz
case, notably in a close to convex case in [8] and more recently in a
non-convex setting in [36].

There now exists a large literature on the question of the mean-field
limits, see for example the survey in [29, 45, 49]. However in the specific
case of second order systems such as (1), very little is known. In di-
mension d = 1, the Vlasov-Poisson-Fokker-Planck system was derived
in [35, 42]. In dimension d > 2, the only results for unbounded inter-
action kernels were obtained in [40, 41]. But those are valid only in
the deterministic case 0 = 0, and for only mildly singulars kernels with
|K(z)] < Jx|7, [VK| < |z]77! for e < 1. [46] derived the mean-field
limit with K € L*° and without extra derivative. Those cannot cover
Coulombian interactions, even in dimension 2.

More is known for singular interaction kernels K that are smoothed
or truncated at some N-dependent scale €. In that truncated case, one
can mention in particular [26, 27, 79, 84| for the convergence of so-called
particle methods. The recent works [9, 54, 55] in the deterministic case
and [44] in the stochastic case considerably extended the results for
such truncated kernels and allowed to almost reach the critical physical
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scale ey ~ N™4 One can also mention [15] with polynomial cut-off.
It is also possible to derive the Vlasov-Poisson system directly from
many-particle quantum dynamics such as the Hartree equation, for
which we briefly refer to [31, 52, 72].

The mean-field limits for first order systems with singular interac-
tions appear to be more tractable. A classical example concerns the
dynamics of point vortices or stochastic point vortices where the mean-
field limit corresponds to the vorticity formulation of 2d incompress-
ible Euler or Navier-Stokes. The interaction between vortices obey the
Biot-Savart law which has the same singularity as the Coulombian ker-
nel in dimension 2. In the deterministic case the mean-field limit was
classically obtained for example in [32, 33| or [74, 75] for the 2d Euler
and extended to remarkably essentially any Riesz kernels in [76]. In the
stochastic case, we refer in particular to [24, 64, 48] for the limit to 2d
Navier-Stokes, to [13, 14] for singular attractive kernels, or to [61] for
multiplicative noise. Uniform in time propagation of chaos was even
recently obtained in [37, 71].

One of the reason second order systems appear more difficult to han-
dle stems from how the structure of the singularity interacts with the
distribution of velocities. Because of the term K (X;—X}), the singular-
ity in pairwise interactions is typically localized on collisions X; = Xj.
For first-order systems this corresponds to a point singularity, while for
second-order systems the presence of the additional velocity variables
makes it into a plane. In that regard, we also note that the derivation of
macroscopic system directly from 2nd order dynamics is in fact better
understood than the derivation of kinetic equations like (3). We refer
to the derivation of incompressible Euler in [38], or to the derivation
of monokinetic solutions to (3) (which are essentially equivalent to a
macroscopic system) in [76].

The main argument in our proof is a new quantitative estimate on
the so-called marginals of the system through the BBGKY hierarchy.
This leads to the propagation of some weighted LP estimates on the
marginals. It implies a weak propagation of chaos in the sense of [77]
but it applies more broadly to initial data that are not chaotic or not
close to being chaotic.

Recently new approaches have been introduced to bound marginals
on 1st order systems with non-degenerate diffusion: in [51] using the
relative entropy and in [47] using the L? norm of the marginals. Both
take advantage of the regularizing provided by the diffusion to avoid
“losing” a derivative in the hierarchy estimates but require interaction
kernels K in L™ for [47] (or in some exponential Orlicz space for [51]).
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Our method combines this general idea with a specific choice of weights
for the LP norms that are propagated. Those weights are based on a
total energy reduced to k particles when dealing with the marginal of
order k. They allow to take advantage of a further regularizing effect
in the hierarchy to only require kernels K in some L? with p > 1.

A direct consequence of our approach is the first ever derivation
of the mean-field limit for the repulsive Vlasov-Poisson-Fokker-Planck
over a finite time interval. This applies to any chaotic initial data in
dimension d = 2 and for initial data with more restrictive energy bound
in any dimension d > 3. We are expecting to extend this derivation
in a future work to any chaotic initial data in any dimension d > 2 by
decomposing appropriately the initial data.

The paper is structured as follows: We start in Section 2 with the
notations and main results. We first state our main result, Theorem 1,
that proves the convergence to the Vlasov-Fokker-Planck equation as
N tend to infinity followed with a Theorem 2 proving quantitative
estimates for singular kernels in L?. We next introduce Proposition
1 which states the explicit propagation of weighted LP bounds on the
marginals. We in particular discuss more thoroughly the limitations
and possible extensions of our approach after stating Proposition 1.
Section 3 is devoted to the proof of Proposition 1 and Theorem 1 from
the key technical contribution of the article around Lemma 1 and ends
with the proof of Theorem 2.

2. MAIN RESULTS

2.1. The new result. We introduce the full N-particle joint law of the
system fxn which satisfies the Liouville or forward Kolmogorov equation

N
O fn + Zvi Vo, fn
i=1

(@) v 2
o
which is a linear advection-diffusion equation. However the marginals

frn of fy will also play a critical role in the analysis. They correspond
to the law of k among N particles and are represented through

fk’,N(taxl7U17 s ,l’k,Uk;) =

(5)
/ In(tznv. 2N, UN) dogys dvgyr - day doy.
[TA(N—k)  RA(N —k)
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The question of well-posedness for Eq. (4) can be delicate and is sep-
arate from the issue of the mean-field limit that we consider here. For
this reason, we consider a notion of entropy solution fy € L*®(R, x
I x R¥Y) to Eq. (4), that is fully described later in subsection 2.4,
and to which we impose some Gaussian decay in velocity

Sup/ P Ticn lvil? fndriduy ... deydoy < VN
HdNXRdN

(6) t<1

for some >0, V > 0,

for which we refer to the short discussion in subsection 2.4.
Our main is the derivation of the mean-field limit for a broad class
of singular kernels.

Theorem 1. Assume that that there exists some constant 8 > 0 s.t.
the potential ¢ satisfies

(7) / 79 dr < 400,
1

and that

K =-V¢ e LP(I19) for some p> 1.
Let f be the unique smooth solution to the Vlasov equation (3) with
initial data [ € C(II*xRY) such that [, ga [° ePl” < oo, Consider
moreover an entropy solution fy to (4) in the sense of subsection 2.4
and satisfying (6) with initial data fS € LN x RWN). Assume that
IR n converges weakly in L' to (f°)®for each fired k and that

Hfl?,NHLOO(HdNXRdN) < M,

for some M > 0 and for all k < N. Then there exists T depending
only on M, V, and || K||» such that fy n, given by (5), weakly converge
to fr. = f&* in L ([0, T*] x T* x R*) for any k, and any 2 < q < oo,

with 1/q+ 1/p < 1.

Our estimates can also provide quantitative rates of convergence
though we need to a stronger assumption, namely K € L?.

Theorem 2. Assume the same conditions and hypotheses of Theorem
1, with moreover p = 2. We also assume that there exists a constant
C independent of N and ey — O such that

/kd d |flS,N — (fO)2F PO < Ohey,
IIFe xR

for all k. Then, there exists T* such that fi n converges strongly to
fr in L2 ([0, T*] x 1I* x R*) | for any k, and we have the following

loc
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quantitative estimate

sup / | fvp — fEFPerDer < CPen,
t<T* J11hd xRkd

for some C independent of N.

In addition to the mean-field limit, Theorem 1 implies the weak prop-
agation of chaos in the sense of the famous [77], although with strong
conditions on f%. Theorem 1 also justifies for the first time the con-
vergence to the Vlasov-Poisson-Fokker-Planck in two space dimension.
More precisely, we highlight the following result

Corollary 1. Let d = 2 and consider the Poisson kernel K = —V¢
with its associated potential ¢(x) ~ —In|x|. Then, the convergence
properties given by Theorem 1 hold true, leading to the Viasov-Poisson-
Fokker-Planck system.

2.2. New stability estimates. Theorem 1 relies on a new approach
to estimate on the BBGKY hierarchy solved by the marginals fj x
which is of significant interest in itself. In general deriving bounds on
either the BBGKY or limiting Vlasov hierarchy is complex. We refer
for example to [30] for the Vlasov hierarchy, to [23] for the study of
long-time corrections to mean-field limits. Bounds on the hierarchy are
critical for the derivation of collisional models such as the Boltzmann
equation, ever since [53]. Even a partial discussion of the challenges
in the collisional setting would go well beyond the scope of this paper
and we simply refer again to [2, 3, 4, 25, 50, 53, 68, 69].
The main difficulty in handling the hierarchy consists in the term

(8) Vo, / K(x; — tp41) fog1,nv dTpgr dvggr,
14 xRd

as seen in (17), because this introduces the next order marginal f1 n
into the equation for f; 5. When treated naively as a source term, it
leads to a loss of one derivative on each equation of the hierarchy.

However it was recently noticed in [47, 51] that one may avoid this
loss of derivative in the stochastic case for non-degenerate diffusion:
Any L? estimate then gains an additional H' dissipation which can
be used to control the loss of one derivative. This idea still appears
applicable in the present kinetic context: Even though we only have
diffusion in velocity, the derivative in (8) is also only on the velocity
variable.

Both [47, 51] require high integrability on the kernel: K € L for [47]
and some sort of exponential Orlicz space of the type [ ME@ de < C
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for [51]. Paper [51] used relative entropy estimates to prove unique-
ness on the BBGKY hierarchy, while [47] proved uniqueness on a tree-
indexed limiting hierarchy through L? bounds. Hence in both case, the
corresponding bounds on the marginals was already known uniformly
in N and the challenge was to prove smallness.

This leads to a first key difference with respect to the present ap-
proach and to the first critical new idea introduced in this paper. In
essence, we note that the integral in (8) leads to a regularizing effect
that has the same scaling as the convolution at the limit: One has by
Holder estimates that

K(x; — xpq) f(21, .0, 2pg) g
114

(9)

La(11dk)
< HKHLP(Hd) Hf”Lq(Hd(kJrl)),

provided that 1/p+ 1/¢ < 1.

Taking advantage of (9) for singular K € L? with p small naturally
leads to try to propagate L? norms of the marginals f; n for large ex-
ponents ¢; at the opposite of [47, 51]. But it also leads to an additional
major difficulty, due to the velocity variable in the unbounded space R?
in (8). In fact, trying to use (9) in (8) as is would force the use of a
mixed norm LZL! on the marginals. Unfortunately such mixed norms
are notoriously ill-behaved on kinetic equations.

Instead a more natural idea, from the point of view of kinetic equa-
tions, consists in using some moments or fast decay in velocity. Even if
they are less usual for kinetic equations, the use of Gaussian moments
is especially attractive in the current case because they are naturally
tensorized. For example, one has the extension of (9)

elvilP+o vk l?
114k x Rak

< C’d HKH%p(Hd) /1:[ €|v1‘2+"'+|vk+1‘2 |fk+1,N‘q

d(k+1) w RA(k+1)

q

/d ] K(l'i - xk+1) flc+1,N Az 41 dvggq
(10) ITe xR

still provided 1/p+1/q < 1.

However pure Gaussian moments in velocity does not seem to be
naturally propagated at the discrete level of the hierarchy, even though
they would trivially be propagated on the limiting mean-field equation
at least for short time. This leads to the final critical idea of the paper,
which is to incorporate the potential energy in the Gaussian: Namely
to consider eM® ¢ instead of a pure Gaussian with

A1) ew(wnvn, . mu) = 3 (1 + fuif?) + % S 6w — 7).

i<k i,j<k
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We remark that the use dynamical weights argument has been recently
developed in [14] for first order particle systems with singular kernels.
We also note that Proposition 1, stated below, shows the propagation
of weighted L? bounds on the marginals, without requiring the initial
data to be chaotic or close to chaotic as introduced in [50]. It hence
applies to a broader framework than just the mean-field limit.

Proposition 1. Let us assume K € LP(I1%), for some p > 1, and
define
1 C ‘
)\(t) - A(l _|_t)7 L= A(l)QHKHLP?
for positive constants A, C, 0 depending only on q, d and o and q and
1/q+1/p < 1. Consider a renormalized solution fx to (4) satisfying (6)
with initial data f% € LTI x R¥Y) | satisfying

/de Rkd |flng‘q 6)\(0) o S F[;Ca
(12) )

wr [ o< oy
t<1 IINdxRNd

for some F >0, Fy > 0 and q such that 2 < g < oo, with 1/q+1/p < 1.
Then, one has that

(13) Sup/ |fk’N|q GA(t) €k S 2k Féﬂ + Fk 221€—N—17
t<T JIIkd xRkd

where T is given by

1
T < min [ 1 .
= i ( 4L maX(FO,F))

Proposition 1 shows that the corresponding L? norm of a marginal
at order k behaves like C* for some constant C. This is the expected
scaling for propagation of chaos and tensorized marginals f;, = f®*.

However Proposition 1 also presents several intriguing features that
we want to highlight.

e Viasov-Poisson-Fokker-Planck in higher dimensions. Proposition 1
handles just as easily Coulombian interactions in any dimension d,
and not only dimension d = 2 as Theorem 1. Therefore, as claimed,
Proposition 1 already implies a result of propagation of chaos for the
Vlasov-Poisson-Fokker-Planck system in any dimension. However, as
is, this is not fully satisfying because we cannot take f3 = (f0)®V:
Assumption (12) cannot hold in such a case as e*® ¢ is not integrable
if K is the Poisson kernel in dimension d > 2. The issue is that by
taking Y = (f°)®", we allow some configurations with high potential



10 D. BRESCH, P.-E. JABIN, AND J. SOLER

energy. And roughly speaking the existence time 7" in the proposition
vanishes as the starting potential energy increases in that case.

e Repulsive potentials. Proposition 1 does require repulsive poten-
tials ¢ > 0 as this assumption is critical in the proof. The repulsive
assumption on the potential only appears to be needed to handle the
discrete many-particle system. The extension to non-repulsive settings
remains an open problem.

e Fxtension to the stochastic case of mildly singular kernels. A spe-
cial case concerns mildly singular kernels K with K € LP for some
p > 1s.t. ¢ € L. In that situation, by considering ¢ + ||¢|| L~ instead
of ¢, yielding the same interaction kernel K, we can always ensure that
¢ > 0. For example this easily extends for the first time to the sto-
chastic settings the results of [40, 41], that had been obtained only for
deterministic second order systems with |K| < |z|7¢ for o < 1.

e Convergence for finite times. We finally emphasize that Proposi-
tion 1, just as Theorem 1, holds over a finite time interval, independent
of N. This may initially appear puzzling since we are dealing with lin-
ear equations for any fixed N. However because those estimates are
essentially independent of N, they also extend to the non-linear limit-
ing Vlasov equation. Moreover Proposition 1 includes a propagation of
Gaussian moments in velocity over the marginals, from the term e*®) ¢
and the definition (11) of e,. The propagation for all times of such mo-
ments for Vlasov—Poisson is only known in dimension d = 2, see [78, 20],
and dimension d = 3, see [10, 28, 43, 58, 63, 65, 66, 70, 73, 81] as cited
in the introduction; it also requires in dimension 3 the use of disper-
sion estimates that are not present in our proof. As we already noted,
Proposition 1 is in fact valid in any dimension which naturally limits
it to some given finite time interval.

2.3. The case of first order system. While we focus on second
order systems, we also emphasize that our method directly applies to
first order systems on bounded domains (in a much simpler manner in
fact) and provides the mean-field limit under very weak assumptions
on the kernel K again.

Consider in that case

d

(14) 7

1
Xi(t) = + Y OK(Xi— Xj)dt +0dW;,, Xi(t=0)=X],
J#
fully on the torus I1¢. The mean-field limit is similar to (3)
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Similarly the joint law fy (¢, x1,...,xy) solves an appropriately modi-
fied Liouville equation

(16) O fn +

N
1
i=1

N 2

Jj=1

Because system (14) does not involve velocities, many technical dif-
ficulties in our proofs actually vanish. For example, we do not need
anymore to add assumptions such as (6). We do not need either to
impose that K derives from a potential and hence do not require as-
sumptions like (7) either.

We then have the following equivalent of Theorem 1.

Theorem 3. Assume that
K € LP(TI%)  for some p > 1, (divK)_ € L>=(I1),

where x_ denotes the negative part of x. Let f be the unique smooth
solution to the Viasov equation (15) with initial data f° € C*(I1%).
Consider moreover an entropy solution fy to (16), still in the sense
of subsection 2.4, with initial data [ € L=(IIN). Assume that f

converges weakly in L' to (f°)®*for each fived k and that

“flg,NHL‘X’(HdN) < M*,

for some M > 0 and for all k < N. Then there exists T depending
only on M, ||K||rr and ||(divK)_||p~ such that fyn, given by (5),
weakly converge to fi, = f&% in LL ([0, T*] x U*) for any k, and any
2 <q<oo, withl/qg+1/p<1.

Because it is not our main focus, we do not give a distinct proof of
Theorem 3.

2.4. Our notion of entropy solution for the hierarchy; the well-
posedness of Eq. (4).

2.4.1. The definition. Being non-linear, our estimates cannot be per-
formed on any weak solutions. Moreover, the concept of solution for
fn are carried over the marginals f y and not just the joint law fy so
that we also need an appropriate notion of entropy solutions on those
marginals.
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The hierarchy for the marginals from the Liouville equation. From
Eq. (4), the fi n solve the so-called BBGKY hierarchy

k
O frn + Zvi Vo fen + Z % Z K(z; — ;) - Vo, fen
=1

i<k <k
N —k
(17) + — Z Vo, - S, v K (2 — 2pq1)d2 g1 dvg
N i<k 14 xRd
2
o
= 7 Z Avifk,N-
i<k

If fx belongs to L™ and verifies (6), then all marginals fi y belong to
L LY, for every ¢ < oo with similar Gaussian decay. For simplicity,
we denote here abstractly LZ , any space L4(IT* x R*) when there is
no confusion about the dimension £, as in our case. We also denote by
L% the weighted LY space

ek
1, = 7 ehek,
I, = [, 1A

Since K € LP, for some p > 1, then by using a direct Holder inequality
those bounds on the f; x implies that

oo
/d ey K(z; — xp1) dgyr dogs € LLY
IIexR

for all ¢ < co. This allows to immediately and rigorously derive (17)
from Eq. (4).

Definition of entropy solutions. We denote the advection component

of (17)

i<k ij<k
The argument above implies that the only difficulties to propagate our
estimates in (17) stem from L;. Consequently we define our entropy
solution in the following manner: A function fy € L>([0, 1] x IT%V x
RIN) satisfying (6) is an entropy solution iff all marginals f; y for
1 < k < N, as defined by (5), satisfy that for any 7' € [0, 1], any
1 <g<ooandany A < )\

T
ek qg—1
(19) /0 /Hdkadke ‘fk’N’

sigh fr.n Lk frn dxi dvuy ... dxy dvog dt > 0.
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Inequality (19) is still somewhat formal and should be understood in
the following rigorous sense: For some smooth convolution kernel K.,
one has that

T
hmlnf/ / 6)\% |Kg®k*fk N|q—1 Sign(K?k*fk’N)
(20) e—=0 0 JIIdk xRdk ’

K?k * (Lk fk,N) dl’l d’Ul R d.ﬁl,’k d'l)k dt Z 0,

where we denote

K?k*g—/ K€(x1_ylavl_w1) "'Ke(xk_ykavk_wk)
Hdede

g(ylawb s ayk’vwk’) dyl dwl cee dyk' dwk

However it is usually more delicate to determine whether any weak
solution fy in L* and with the bound (6) is an entropy solution ac-
cording to our definition. For linear advection-diffusion equations such
as (4), this is usually approached through the notion of renormalized
solutions as introduced in [21]. In that context, (20) is obviously simi-
lar to the classical commutator estimate at the basis of many methods
for renormalized solutions.

Remark 2. 1) We first remark that (19) is automatically satisfied if
we have classical solutions. Indeed Ly, is an antisymmetric operator so
that we expect it to propagate LY norms so that if all terms are smooth

| fen|9 ! sign fon Lifon = L. | fen]|%.

2) We immediately observe that the reduced energy ey is formally in-
variant under the advection component of (17):

Ly e :% Z'Ui‘vzi(é(xi_%j)—F% Z K(x;—zj)-v; =0,
1,7<k 1,j<k

since K = —V,¢. In the same way, we have Ly ®(ex) = 0, for any
locally Lipschitz function ®.

3) If K is smooth and fx is a classical solution to (4), we would
hence immediately have equality in (19). With K only in LP, it would
be straightforward to obtain one entropy solution in the sense defined
above, through passing to the limit in a sequence of solutions for a
smoother kernel K.

Remark 3. There exists an extensive literature on renormalized solu-
tions with a comparably large variety of potential assumptions that one
may consider. While we cannot do justice to this question in this short
discussion, we briefly mention for instance [39] that studies the specific
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case of the Liouville equation (4) for second order systems without dif-
fusion. In the present setting of a constant non-vanishing diffusion, we
also refer to [5, 56, 57| that provide broad results of well-posedness for
velocity fields in LP.

We in particular note that renormalized solutions apply to the case
K € [P with p > 2 and fn in L™ with wa](i,/Q € L? for any q¢ < oo
and satisfying the extension of (6),

Sup/ Mo ek fnvdridvuy ... deydoy < oo.
t<1 J11an gan

The latter estimates are natural for the Liouville (4), as demonstrated
by Lemma 7?7 for the case k = N in Section 3. In that situation, all
marginals fi n belong to L°LL, for every q < oo with similar expo-

nential decay in ey and with as well wa,i/ﬁ, € L}

tew Jor any r < 2.
This reqularity easily allows to prove that (20) holds for A < Ao.

We also mention that so-called mild solutions can also offer a natural
way to prove (20). We simply refer to [10, 17] for such formulations
through the Fokker—Planck kernel in whole space, or to [18] or [20, 81]

for periodic conditions.

2.4.2. Strong solutions up to the first collision. We also emphasize that,
in the case of repulsive kernels smooth out of the origin but with sin-
gular potentials lim,_,o ¢(x) = 400, a straightforward bound on the
energy of the system can easily lead to strong solutions on the many-
particle system (1), bypassing the need for entropy or renormalized
solutions.

Very roughly, if K € C*°(I1¢\ {0}), then up to the conditional time
of first collision in (1), we may write that

N N
d<2|%|2+% Zqﬁ(xi—xj)) =0 dt+ ) 2V;-dW;.

i=1 i£] i=1

This implies that, with probability 1, the total energy remains finite if
it was so initially. Because lim,_,q ¢(z) = 400, it also implies that col-
lisions almost surely never happen. This argument would in particular
apply to the Coulombian case in any dimension d > 2.

To conclude this discussion of the well posedness of (4) or (1) for a
fixed N, we emphasize the estimates that we described here cannot eas-
ily be made uniform in N. The previous discussion of the energy bound
on the system (1) for the Coulombian interaction in dimension d = 2
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is an excellent illustration: If we have the following bound

N
1
2
;M + = ;Mi—xj)g

with some large probability on some time interval, and for ¢(x) =
— log |x| then this only proves that for any i # j

|‘XVZ — X]| Z €_NE,

which is indeed finite for any fixed N but is completely unhelpful when
considering the limit N — oo.

Hence the present discussion remains focused on renormalized solu-
tions for a fixed N. Quantitative approach to renormalized solutions
have for example been introduced in [19], which are based on the prop-
agation of a sort of log-derivative on the characteristics; see also for
example the discussion on Eulerian variants in [12]. This leads to an
interesting and so far mostly fully open question as to whether it would
be possible to obtain quantitative bounds that would combine the limit
N — oo with some regularity estimates on the solution for a fixed N.

3. PROOF OF THE MAIN RESULTS

3.1. The BBGKY and Vlasov hierarchies. Using (3), the ten-
sorized limits f; = 7®k satisfy the following Vlasov hierarchy

k
atfk + sz‘ . vzsz
=1

(21) )

k o2
+;(K*/Rd fdv) Vo fi = > A fi

=1

To avoid repeating the analysis working on (17) or (21), we introduce
the generalized hierarchy equation

k
8tFk,N + ZUZ' . VmiF;@N + Z % ZK(QJZ — ZEj) . Vka,N
i=1

i<k j<k

N —~k
(22)  + N7 Z Vi, - / PN K(7 — 21 dag i dog
ng T4 xR4

2
ag
=3 Z Ay, Fin + Ri n.

i<k
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Note that Eq. (22) is exactly Eq. (21) for v = 0, Ry n = 0 and exactly
Eq. (17) for vy =1, Ry n = 0. In the same spirit we denote

Chy = Z(l + [vi]?) Z P(x; — x5),

i<k 1,7 <k
i<k 1,j<k

and observe that we of course still have L, e, = 0.

The main technical contribution of this section and of the paper is
Lemma 1 stated in subsection 3.2, which provides estimates for the so-
lutions to (17). We will then use the uniform bound on the k-marginals
frn for the proof of Prop. 1. Prop 1 allows passing to the limit in the
hierarchy (17) and a final use of Lemma 1 leads to prove uniqueness to
the limiting hierarchy (21) to conclude result of Theorem 1.

3.2. The key technical lemma. We first present the key technical
lemma which links the k-marginal L% control to the (k + 1)-marginal
L% estimate control.

Lemma 1. Assume that K € LP(I1%), for some p > 1. There exist
some constants A, C, 6 depending only on q, d and o s.t

Fnlzs S 0)[|74
A(t) A()

T4a / / |Fion| %" sign Fyy Ry X9 ds

N — 7k C
2 Kl / Fon(s)le,  ds.

A(s) ekrt1

for any entropy solution Iy n to (22) in the sense of subsection 2./
and satisfying (6) with Fy n € L)\(t) . and for any 2 < g < oo such

that 1/q +1/p < 1, with A(t) defined by A(t) = (1+t)

Proof. To be made fully rigorous, many calculations in this proof should
involve a convolution kernel K., estimating

and passing to the limit in ¢ — 0 while using appropriately the en-
tropy condition (20). For simplicity however, we will only present the
corresponding formal calculations.
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We hence calculate in a straightforward manner
d 1 e
E/’Fk,N’qe)‘(t)ek” =q /’Fk,N’q 'sign Fy n 0, Fj v e %0
+ )\/<t) /Gk,7 |Fk’N|q 6)\(t) ek’”.

Inserting now in this identity the definition of A(¢) and the equa-
tion (17) we find

d o e
£/|Fk,N|q At ek —q /|Fk7N|q 131gan,N (L Frn) MO ery

o? o )
taiy /|Fk,N|q "sign F, x <Z A, Fk,N) AV era

i<k

N -~k

1 TV Z/ |Fy. v |9 sign Fi v
i<k

- AN /ek"y |[Fe|? X0 4+ g / | Fion| % sign Fy v Ry e v,

Note that
q|Fyn|" " sign By n (L Fon) = Lis | Fron|?,

so that by integration by parts, we formally have that
q / | By n|? ' sign Fy v (Liry Frn) RIGET

= —/|F1].37]\[|qu7,y ek(t)ek,’v = 0.

On the other hand, again by integration by parts

2
17 / |Fi x|~ sign Fi (Z A, Fk,N> A0

i<k

02 _
—=0-) Y G [ 1Bl [T X0

1<k

2
—2q )‘(t) Z % / |Fk,N|q_1 sign Fk,N (i VviFk,N M) eny

i<k
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By Cauchy-Schwartz, since ¢ > 2, we obtain that

2
Q% /|Fk,N|q—1 sign F, (Z Avi Fk,N) e Mb) ek,

i<k

0'2 _
<-aa-) 3 G [1Frl”? Vo Fi 05

i<k

q 2‘72 2 _At)e
e AP DIC

i<k

Note that since ¢ > 0, we have that } ., |v;]* < ep and, therefore,
combining all our estimates so far, we deduce that

d A o’
el (t)e ) . . e -2 2 At)e ;
dt/'Fk’N|qe B < —q(q 1)§ 1 /|Fk,N\q Vo, Fien|” e

i<k

N —~vk .
—QT7 Z/|Fk,N|q_151gan,N

i<k

A
320 [

provided that A > q%l o2
We integrate by parts the second term in the right-hand side to
obtain

Z/ |Fk,N|q_1 SiganJ\[

i<k

Fi n|? e 4g / |Fy n|? " sign Fy v Ry e er

Vvi . /I((J)Z - $k+1) Fk+1,N dl’k+1 dvk+1 6)\(t) €y = RH1 + RHQ,
with
RH =—(¢-1) ) / |[Fen "2V iy

i<k

Alt) e
X /K(l‘z — Tpy1) Frprny Ay dogyy e
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and

RHy = —2)\(t) Z / | Fy.n |7 sign Fy, v v;

i<k

Al
X /K(% — Tpt1) Fropr v dogg dugg e (B ek

We perform a straightforward Cauchy-Schwartz inequality on both
terms to find that

)‘Q(t) q|s).|12 oA er
RHy < == 3 [ [ B | uif* X0 %
i<k

|[Frn |2
DR =
i<k

2
At)e
/K(il?i — Tpg1) Frpr, N d2pqr dvgya | e ®) by

and similarly

0.2
RHy < —- ) / |Frn |92 |V, By |2 Ok

i<k

(¢ — 1) .
LD DY I

i<k

2

/ K (2= Tps1) Fror 01 dvgg | X0,

Note that by Holder estimates

2
eA(t) €L,y

/|Fk,N|q2 ‘/K(% — Tpt1) Frr1 N Ao dvgq

S q— 2 )\2 /‘FkJqu e)\(t) €k~
q

2 A
(t) ek,
+ POVEE /e 2l

q

/K($i - kaz+1) Fk—&-LN dx 41 dvggy
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Therefore, combining together all those terms, we obtain the further
estimate

Z/|FkN|q "sign (Fi,n) Vo, - /K i— 1) Frpr ndg 1 dvg e o

i<k

< Z/ileq |V, F]? 00

i<k

1 —2)
+ A%(t) (2 * ‘ qJ2 ) Z/|FkN|q (1+ foif?) X exa

i<k
2 (1 (g—1?
* g2 (2 i o?

XZ/ t) ey

i<k

/K — Tpt1) Freyin d$k+1dvk+1

Hence, provided that

A>q (1+2<(q—2)q_1)2)’

qo?

we obtain that

d
— F q A(t)ek,'\/
o / |[Frn|e

N —~k A
2N | ©

q
(t) ek,'y

< Cppaki—1"

/ K(21—2p41) Frp1,ndTp 1 dvg 41

At this point is where we take advantage of the specific structure of
the hierarchy. We bound

q
‘/ K(x1 — pt1) Frva,n degg dog

q/q
(/’K @ — xp)|T e T MOl gy dvkﬂ)

At 2
X /|Fk+1,N|q6 OFrl gy dogy,

*

which implies

q

/K(m — Zp1) Fya,n degg dvgg

C d 2
< —)\qd/qégi(t) I1K1|7, /|Fk+1,N|q€A(t) Pkl day g dog,
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since ¢ > p*. Consequently

/ eA(t) €k,

< Cq,o,d
— \ad/2q (1)
Note that

q

/K($1 — 1) Frgr,nv o dvgyq

1 KT / | Fropa n |9 @O PeFAO nnr gy oy gy duogy .

Chi1y = €k + 1+ |Upr| +—Z¢ Ti — Thy1) > €pny + 1+ [vpp]?
i<k

so that

/ GA(t) ek

C, o,d e
< s I / o |7 0% day doy - das dogs.

This finally lets us conclude, as claimed, that

d N -~k Cyp.d )
%/U’“WV&(WM <k il = ||K|| /|fk+1N|q AlE) ekt

q

/K(ﬂﬁi — Tt1) Sepr, N AT dvgsq

N \a, a(
+q / | Frn |97 sign Fi v Ry v e %0
0

3.3. Proof of technical results. We start this subsection with the
proof of the Proposition 1.

Proof of Proposition 1. From the analysis in subsection 3.1 and the
assumptions (6) and (12) of Proposition 1, we have that Fj, x = frnisa
renormalized solution to (17) and thus (22) with v = 1. Moreover, fi
satisfies the other assumptions in Lemma 1 with R; y = 0. Denoting

:/lfk,N|q€/\(t) k

we hence observe that, by Lemma 1, we have the coupled dynamical
inequality system

Xk(t) S Xk(O) + k L /Ot Xk+1(s) dS,

for any t € [0, 1], where
C

b=

K12
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From the assumptions of Proposition 1, we immediately have that
t

(23) xgwgf§+kL/me@m&
0

We now invoke the following simple lemma

Lemma 2. Consider any sequence Xy(t) satisfying (23) then one has
that

- 1 7l—k J—k (=1t
Xilt) <) R LM s
(24) 1=k . |
w1 [ X () = e s

Assuming that Lemma 2 holds, we use (24) up to m + 1 = N to
derive through the assumptions on fy that

[—1)
X. () < Fl Ll*k tl*k (
’“()—g 0 (k— 1) — k)
t N —1)!
LN—k FN t— N—-1-k ( d
* A = oy
that is
N-1
e (=)
Xk(t) < Fl Ll ktl k
(25) i (k— 1D —k)!
N —1)!
FN LN*k thk: ( )
* = DI(N —F)!
Note that
(-1 (-1 < ol
(k—1N(1—k)! \k—1) 7 ~
Hence, (25) implies that
N
Xk(t) S ZFé Ll—k tl_k 2l—1 + FN LN—k tN_k 2N—1
1=k
N-1
= oF-1 pk Z Fl-koi=k [l=kyl—k | phok—1pN—k [ N—kN—koN—k
I=k

< 2k—1 FOk(Q o 2k—N+1) _|_ Fk2k?—12k’—N
S Fé€2k +Fk22k—N—1
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provided that 4 Lt max(Fp, F') < 1, which concludes the proof of the
proposition. [

We finish with the quick proof of Lemma 2.
Proof of Lemma 2. Taking m = k in (24), we get

! k!
k

which is our starting point. Moreover assuming that (24) holds for m,
we may use (23) to find

i Lpl—k - k (l—l)!

— - DI —k)!
t s
LpmEik / (FOerl +L(m+1) / Xm+a(s) ds)
0 0
m!
t—s)mk ds.
=) =
This yields
= [—1)!
X.(t) < Fl Ll*k tl*k (
’“()—E 0 (k— 1) —k)!
| t
[k el m / " m—k g
y GRSV AR
t
m+2—k m—k (TTL+1>
+ L / Xm+2(r)/r (t—s)" "ds dr(k ~ 1 (m = F) ds,
or
9 (-1
Xk(t < Fl Ll ktl k
) IZ:; 0 (k— 1)l —k)
|
Lm+1—k Fm+1 m. tm—i—l—k
- k—Dl(m+1_k)
+ Lm+2—k /tX ( )(t - )m+1—kd d (TTL+ 1)' d
, U T D) mr =&y
as claimed. ]

3.4. Proof of Theorem 1. The proof of Theorem 1 follows closely
the steps in the proof of Proposition 1, once appropriate bounds have
been derived.
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1) Uniform bounds on fy in LI . First of all, note that from the
assumptions of Theorem 1, we can easily obtain a bound on f% in
L., for A large enough. Indeed

0 q )\OeN
AWMMMMe

0
- eN |f]%‘q e? A? 2N |vil? 6% 2oii<N d(zi—zj)—X0 Sicn |Uz‘|2_
HdNX]RdN

0
We have straightforward L" estimates on e N Tijen S@i—z) =20 Xicy [vil?
as by Holder inequality,

0
/ e Tijen Gl@imzi)=r X0 3 vl
14N xRAN

N
— C_ / 6% i <N olzi—zs)
)\(])V/Q 4N

oN 20 YN on
) rAY YN plmi—zj)
< )\éV/Q (HZSN /HdN6 JSN / ) < )\év/m

from some constant C' and by assumption (7) in Theorem 1, provided
that 7 \° < 1/6. This implies, again by Holder inequality

N
J N RNL
[I4N x RAN )‘0 / [N x RAN

<(wnﬁwﬂ4/ 7 :
- )\N/2 WAL TN 3 RN N

r*qe2r* 0 ZiSN |vs )
0

Using now assumption (6), provided that 27* Ay < 3, we conclude that

0 MY
(26) / |fuliet v < (OV > :
TIdN x RAN )\0

for any ¢ < co. We now choose any fixed 2 < ¢ < oo such that
1/p+1/q < 1 and we remark that the Liouville Eq. (4) is included
in Eq (22) for v = 1, Ry ny = 0, and £ = N. Thus, we next invoke
Lemma 1 for fy with £k = N and v =1, to find that fy solves

d

dt 12N xRaAN

|fa(t, ., )] erDen <o,

so that from (26), we obtain that

cv M\
oup [ umunwﬂmNs( ).
t<1 JI1aN «RAN Ao



VLASOV-FOKKER-PLANCK-MEAN-FIELD 25

This finally implies that there exists some constant F' > 0 such that

(27) sup / it )7 @O < PV,
HdN RdN

t<1

2) Uniform estimates on the marginals and passing the limit in the
hierarchy (17). First of all we can perform the same bounds on each
fi n to find similarly to (26) that

CvVM\*
0 q )\Oek<
/deXde|fk,N| € > ( Ao >

As a consequence, every assumptions of Proposition 1 hold, and, in
particular, assumption (12). This implies that for some time T7* > 0,
depending only on V', M, | K||r» and the choice of ¢, we have that

At) e \ rk
sup Sup/ | fon| e < Mk
N t<T+ Jirkdxged

for some constant M. At this point, we will not need anymore the
potential in the reduced energy e, which was required to handle the
Ly, operator that vanishes at the limit. For this reason, and since ¢ > 0,
we deduce from the previous inequality

(28) sup sup / ]t AT Siklol < i,
N t<T* JI1kd x Rkd

These uniform bounds let us extract a converging subsequence such
that all fi ny converge weak-x to some f;, in L>([0, T*], L% ,) that also
satisfies

(29) sup / | fiol? AT Bk il < gk
deXde

t<T*

where we have used classical convex estimates. We emphasize that for
the moment we only have convergence of a subsequence, though we still
denote it by N for simplicity. We eventually obtain the convergence of
the whole sequence only after the uniqueness of the limit is proved in
the next step.

From estimate (28), and since 1/¢ + 1/p < 1, we may simply bound

2{: 2{:]( __x] ‘7WJ%JV

i<k j<k

k?
S Ml 1 fenll sy

LgeL!

x,v,loc
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For any fixed k, the corresponding term vanishes as N — oo. Similarly
estimate (28) allows to pass to the limit

/ K(x; — Tpy1) forr,v Ao dvgq
I xRd

— K (i — T141) fryr doggn dvga,
¢ xR4

for the weak-x topology of L>([0, T*], L%,). It is straightforward to
pass to the limit in the sense of distributions in all other terms of the
hierarchy (17) so that we deduce that f; is a solution to the limiting
hierarchy (21) in the sense of distributions.

We can also easily identify the initial value of f;. From (17) and the
bounds derived from (28), we immediately obtain a uniform bound on
O frn In L?Wﬁl’q By the assumption of Theorem 1, f,?y N converges

z,v,loc’

weakly to (f°)®* so that we have fi(t = 0) = (f0)%*.

3) Uniqueness on the limiting hierarchy and conclusion. We first ar-
gue that f; is automatically a renormalized solution to (21). Indeed
Eq. (21) can be seen as a linear advection-diffusion equation with a
locally Lipschitz velocity field (vy,...,v;) and a remainder

Vo, - / K (2; — 2;) fopr dpsr dog,
T1d x R4

that belongs to Ly°L%, with ¢ > 2 per our prior estimates.

Next we note that since f is a classical solution to the vlasov equation
(3), the f®* also yield renormalized solutions to the Vlasov hierarchy
(21) for every k > 1. Due to the linearity in terms of the sequence
{fi}ren+ of the Vlasov hierarchy, we get that each Fj, = f, — f® is
also a renormalized solution to the Vlasov Hierarchy (21) for every k.
Moreover by the identification above of the initial with zero initial data.

Furthermore, by (29) and the assumption of Gaussian decay on f©,
we have that

(30) sup/ |Fk\qu Tice(Huil)? < MF,
t<T* JIIkd x Rkd

for some ( and some M. Eq. (21) corresponds to Eq. (22) in the case

v = 0, where ey, reduces to exo = ;. (14 |vi])?. Hence, provided we

choose some A, possibly lower than A we satisfy all assumptions from

Lemma 1. i
Denoting by Y; = [ |Fy|?%e*e0 we get for all k € N*

t
Yk(t) < k‘i/ Yk+1 ds.
0
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We can then use Lemma 2 with Fy = 0 up to any arbitrary m to show,
together with (30), that

t |
Yo(t) < [m+i-k Merl/ t— gym—k m. d
K < A (e Ty R TR

() -

S zm—&-l—k Mm-‘,—l tm+1—k
k—1

) < oF Nk (2 L N £yt

By taking t < Ty with 7 small enough and sending m to oo, we obtain
that Y, () = 0 and hence f, = f® on [0, Tp]. This allows to repeat
the argument starting from ¢t = Ty instead of ¢ = 0 until we reach
the maximum time 7. This finally allows to conclude as claimed that
fr = f®* over the whole interval [0, T*].

Coming back to our extracted subsequence on fj n, since all such
subsequences have the same limit, we have convergence of the whole
sequence to the f®¥ concluding the proof.

3.5. Proof of Theorem 2. The aim of this result is to provide a
quantitative estimate between fi v and fj that satisfy (17) and (21),

. . .. —®k .
respectively, for the tensorized limits f, = f® . First let us note that
FY = fun — fr satisfies,

OFYN + L, FY
N —k
(32) TN ; Vo, - / Fn K (2 = tp41) dpsr dvgg

2

o

=5 E Ay, Fyn + RN
i1

where Ly, is defined in (18), and

k
7) (t, z;) — %ZK(% — ;)| Vo Jr-

j=1

Rin :sz; [(K*/

(33)
N —k
N Z Vvi : / fk+1K($i - $k+1)d$k+1dvk+1-
; I x R4
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We again use Lemma 1 with ¢ = 2 to deduce

d 2
- ’Fk,N‘Q@)\(t)ek,'v + o Z/ ’vviFk,NPB)\(t) &
dt Jiprdyged 4 = Jrikaxa
N —k Cy, )
<k )\922; < ” H%2/ ‘Fk+1,N’2€)‘(t) k+1
(34) N ' (t> ITkd x Rkd

LX) / ex | Fin|? X0
deXde

At
—i—/ Ry nFy ne (e
Tkd x Rkd

Note that Ry y may be written as follows

k
1 j—
Ry n :Z N Z (K * ) )t z) — K(x; — x])]] Vo i
=1 j=1 R
N —k
(35) NS o [ k(o - sy
N ; 14 xR P ( k+1) k+10Uk4+1

— (K*/Rd7> (t, z;) -wak].

Then, using that f, = 7®k, we have

k
Ry Fy e / S |(K / )tz
/dekad BN NC ITkd s rkd IV z:: * (t, @)

— K(z; —x1)| - Vo, fr Fk,Ne/\(t)ek

where we have used the fact that the particles are interchangeable.
Integrating by parts with respect to v; and using Young inequality, we
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obtain
N 2 A1)
Ry nFj yerPer <— — / Vo, F erber
/dekad K NEEN — 4 N ; dekad’ ! k’N’
k
1 k / 1 2 A
+ == Ry v|%e (t)ex
(36) o2 N ; Tkd x Rkd kN
—+ /\(t) / (&% |P’/§7N|2 GA(t)ek
T1kd x Rkd
1 ~
iy [ BRSO,
I1kd x Rkd
where

We observe that

1Rinli,, <Ch [ P
At)eg [Tkd x Rkd

with a constant C' that does not depend on k. We have also used the
fact that, in particular, K € L?(I1%) and f € L>®(I1¢ x R?).
Then, using (13) and letting N — +o00, we get

sup [ (fpe0e < 24
t<T* de Xde

We can insert this estimate into (36), for p = 2, to derive

At
/ Rk,NFk,Ne ck S E / |V, F, n|2eM
de Xde 4 N de Xde

—f—)\(t)/ €k|Fk7N|2€/\(t) k
T1kd x Rkd
+Ck2"F}.

Once this estimate is incorporated into (34) and using that N(t) =
—’1\(—;2, we can, following the same lines of the proof of Proposition 1,

repeat the estimate on the ODE inequality with the extra term coming
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from the interaction of Fj x with rest term Ry n. This provides the
conclusion that there exists 7™ such that

sup / | g — ful?erPena
t<T* Jyrkd « REd

< éng + ék/ |f](3f,k . f}?’ge)\(o)ekﬁa

T1kd x Rkd

where C is a positive constant that does not depend on N, and ex =
O(e"), where € < 1 depends on T* that is small enough. This expres-
sion can be deduced in a similar way as (31) in the proof of Theorem
1.

We finally emphasize that the quantitative bounds of Theorem 2
would allow to recover the optimal convergence rate in O(1/N) that
was recently obtained in [51].
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