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The electrostatic potential (ESP) has been widely used to visualize electrostatic interactions about a
molecule. However, electrostatic effects are often insufficient for capturing the entirety of an interaction
or a reaction of interest. In this investigation, intermolecular interaction potential maps (IMIPs),
constructed from the potentials derived from energy decomposition analysis (EDA) using density
functional theory, were developed and applied to provide unique insight into molecular interactions and
reactivity. To this end, rather than constructing a potential map from probe point charge interactions,
IMIPs were constructed from probe interactions with small molecular fragments, including CHz", CH3z™,
benzene, and atomic probes including alkali metals, transition metals, and halides. The interaction
potentials are further decomposed producing IMIPs for each interaction component using EDA
(electrostatic, orbital, steric, etc.). The IMIPs are applied to the study of various interactions including
cation—n and anion—m interactions, electrophilic and nucleophilic aromatic substitution, Lewis acid acti-
vation, m-stacking, endohedral fullerenes, and select organometallics which reveal fundamental insight
into the positional preferences and physical origins of the interactions that otherwise would be difficult
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Introduction

Molecular surfaces reflecting defined properties are often used
to predict locations of greater interaction or reactivity within a
molecule. The most applied surface properties for predicting
interactions is the molecular electrostatic potential (MESP)."™
MESP surfaces reflect the interaction of the system with a point
charge at a designated constant electron density surrounding
the molecule and have been applied for describing a wide range
of interactions.>* While the MESP has proven to be a valuable
property for analysis, which is also directly observable, it loses
some of its utility in application to weaker dispersion type
interactions and orbital based interactions, particularly with
unoccupied orbitals, which are not represented by the MESP.
Furthermore, the electrostatic interaction is only one compo-
nent of the total interaction energy, and often is not the
strongest. To address these limitations in part, extensions to
the MESP that include polarization, from perturbation theory,
and empirical dispersion effects have been developed®® and
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to uncover through other surface analyses.

applied to anion-rn interactions.®™® It would be useful if mole-
cular surfaces representing all components of the interaction,
in addition to the electrostatic, were readily accessible at the
QM level. The application and production of such surfaces that
reflect all components of the interaction energy with atoms and
small molecules of interest have been the focus of this
investigation.

The MESP belongs to a broader category of molecular sur-
face property approaches (MSPA) that can be used to capture
intermolecular interactions indirectly through rigorous manip-
ulation of the wave function or electron density.” These
additional methods include the average local ionization energy
(AIE)'>™ and the local electron attachment energy (LEAE).'>"?
The AIE gives insight into electron rich sites in a molecule,
particularly characterized as Lewis basic or nucleophilic. It
accounts for the electron density contributions from all occu-
pied orbitals, with greater weighting given to contributions
from higher energy orbitals. In contrast, the LEAE gives a
sense of electron deficient regions of the system, particularly
those that can be characterized as Lewis acidic or electrophilic,
with a similar expression to that of the AIE. These surfaces
have been applied to non-covalent interactions,'*'* organic
substitution and addition reactions,"”””"” and nanoparticles
and surfaces."®" Related approaches include Fukui index
surfaces® that reflect the most favorable sights within the
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HOMO and LUMO, orbital overlap distance,” and
through visualization of non-covalent interactions (NCIs)
through various NCI analysis approaches®*>* including the
electron localization function (ELF).>*** While these
approaches have been used to correlate with reactivity
and intermolecular interactions, these correlations are indirect
in part by excluding reacting or interacting components
of interest, thereby missing some components of the total
interaction, and many of these approaches are typically insuffi-
cient for capturing both weak and steric interactions in
particular.

Conversely, intermolecular interactions can be directly cap-
tured through calculating probe interactions which can be
mapped on a grid producing molecular interaction fields
(MIFs). An MIF is a field of points of interaction around a
target molecule with a probe.>® The interaction between the
probe and molecule is typically evaluated classically through a
Coulomb potential to capture electrostatic interactions and a
Lennard-Jones potential to capture steric interactions. Recent
efforts have been undertaken for the construction of DFT
based MIFs with some success in describing protein-ligand
interactions.>”*® MIFs have been used extensively as descrip-
tors for the development of quantitative structure-activity
relationship (QSAR) predictive models for drug design,>*”*° as
well as in asymmetric catalysis using machine learning.*' While
MIFs have found success in predictive modeling, they have
generally not been applied for interpretation or rationalization

(b) int |

Fig. 1
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of intermolecular interactions nor for electronic structure
analysis.

In this work, we sought to construct molecular surfaces that
can be used for characterizing both weak and strong intermo-
lecular interactions that expand the predictive capacity of MIFs
and the MSPA by mapping relevant probe interactions on an
isodensity surface (Fig. 1). This approach required judicious
orientations for molecular probes about the isosurface. In
particular, a planar CH;" probe is positioned tangentially to
the isodensity surface using its norm vector with planarity
restricted (Fig. 1). These probe interactions are then further
decomposed into contributions from electrostatic, orbital,
steric, and dispersion interactions using energy decomposition
analysis (EDA), which are mapped on an isodensity surface that
can be used to uncover physical insight into the nature of the
interactions and positional preferences. These intermolecular
interaction potential maps (IMIPs) are then shown to capture
interactions important in describing reactivity in electrophilic
aromatic substitution, nucleophilic aromatic substitution, and
organometallics as well as intermolecular interactions includ-
ing cation—-n, anion-r, and n-n stacking with appropriate probe
selection. While this IMIP approach is computationally more
costly, as each probe interaction represents an independent
wave function determination, it can be used to better reflect
these interactions, furnishing deeper insight into the nature of
the interaction while also imparting information about the
electronic structure.

AEmolle;cule/ - (AEmolecule + AEprobe)
probe

AE int — AE elec +AE orb +AE ex-rep +AE disp-corr

$ AE‘int

(a) MESP surface for benzene. (b) IMIP surfaces from probe interaction energies between benzene and a CHz* probe, further decomposed using
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Computational methods

The IMIPs are generated using atomic or small molecule
probes, from which interaction energies are calculated. EDA
is used to further decompose these energies to generate EDA-
IMIPs. EDA methods within Orca 5.1,*> Turbomole 7.7,**3* and
XTB 6.6.0>° have been implemented in the code for molecular
surface generation. The Python code for generating IMIP sur-
faces is hosted on GitHub.

EDA methods

Multiple EDA methods are used for surface generation which
include the LMO-EDA*® as implemented in Turbomole,
Grimme Group’s XTB-IFF,*” and the ETS-NOCV*® schemes as
implemented in ORCA. All of the results discussed here are
based on the LMO-EDA method for its available implementa-
tion in Turbomole and its applications in describing various
non-covalent interactions, some considered here.>® The result-
ing surfaces are shown to be qualitatively similar surfaces
constructed using the ETS-NOCV scheme (Fig. S1, ESIT). Details
on the NOCV-ETS and xTB-IFF EDA methods and their respec-
tive surfaces are available in the ESIt (Fig. S1). The LMO-EDA
method uses a supramolecular approach to obtain the inter-
action energies of two interacting fragments. The interaction
energy (AE;,) is decomposed into electrostatic (AEgc),
exchange (AE,,), repulsion (AE.p), polarization (AE,y), disper-
sion (AEgisp), and correlation (AE.) energies (eqn (1)).
Furthermore, the exchange and repulsion, and the dispersion
and correlation terms are combined to construct terms
for the repulsive (AEccrep) and van der Waals like attractive
(AEgisp-corr) interactions, respectively.

AEint = AEelec + AEex + AErep + AEorb + AEcorr + AEclisp (1)

Probe selection

The interpretation of the IMIFs is dependent on the probe
structure. For the assessment of the varied interactions dis-
cussed here, many probe types are explored (Fig. S2, ESIt)
including alkali cations, alkali earth cations, transition metals,
halides, CH;", CH;~, and C¢He. Where main-group metals,
transition metals, and halide probes are suitable for studying
systems where metal-ligand interactions, cation-n, or anion-n
interactions are of interest, while C¢Hg can be used to probe
systems for regions where n-stacking interactions exist. The
CH;" probe is well-suited for capturing electron-rich regions
susceptible to electrophilic attack, while CH;™ is appropriate
for exploring electron-deficient regions susceptible to nucleo-
philic attack. Finally, probes like CO and PR; are ideal for
studying unsaturated transition metal complexes. Additional
probes can be readily implemented for IMIP construction.

Surface generation

Molecular surfaces are constructed by generating a grid sur-
rounding a target molecule. An EDA calculation is performed at
each grid point between the probe and molecule. Grid

This journal is © the Owner Societies 2025
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generation, probe placement, positioning, orientation, and
visualization are described in Fig. 2 (expanded in Fig. S4, ESI).

Grid generation method

Cubic (Fig. 2) or spherical (Fig. S3, ESIT) grid methods can be
used for grid construction. The present study utilizes a cubic
grid generation method. The surfaces generated are based on
user-defined electron isodensity values. First, a sparse cubic
grid is generated around the molecule (Fig. 2a and b). An
isodensity range is then set to filter off points. Subsequently,
a volume element is created for each remaining grid point, and
within this volume, a finer grid is constructed and filtered. This
refined grid selects grid points within a narrow electron density
range of 0.01% (Fig. 2c and Fig. S4, ESIt). A more detailed
illustration of this method is provided in the ESIt (Fig. S4).
The cubic initial grid is typically dense; conducting EDA
calculations for probes at each grid point would be computation-
ally demanding, therefore grid filtering is necessary. A K-means
clustering algorithm?® is used to filter grid points (Fig. 2c).

Probe positioning and orientation

After grid generation and filtration, probes are positioned at
each grid point. Single-atom probes are positioned without
ambiguity while the alignment of molecular probes is deter-
mined by vectors normal to the tangential plane of the mole-
cular surface (Fig. 2d) based typically on the preferred orbital
directionality of the probes. The normal vectors are computed
using the Open3D Python library.*' Open3D estimates the
normal vectors on the surface by statistical analysis of neigh-
boring grid points.** By combining this approach with a rigid
rotor scan using GFN2-xTB (Fig. 2d), the lowest energy orienta-
tion of the probe is determined within reasonable computa-
tional cost. EDA calculations are then conducted on the grid
points; their corresponding energy values are stored as
extended XYZ files and are subsequently used to construct
surfaces using Ovito Pro (Fig. 2e and f).** Coupling the GFN2-
XTB scan with DFT interaction energies produces surfaces that
are qualitatively indistinguishable from surfaces produced
from a full DFT scan coupled with DFT interaction energies
(Fig. S6, ESIt), thus validating the use of the GFN2-xTB scan at
substantially lower computational cost.

Structure optimization and EDA

Quantum mechanical (QM) and semi-empirical methods
were employed depending on the size of the system under
investigation. For larger systems biomolecule or supramolecu-
lar systems, the GFN2-XTB** method was utilized for geometry
optimizations. For all other cases, DFT with the r2SCAN*’
functional, def2-SVP*®*” basis set, D4 dispersion correc-
tion,*®° and resolution of identity (RI) approximation®*
was used with a full grid and radial grids sizes set to 7 and 5,
respectively*>*>* and SCF convergence was set to 10~ ° for EDA
calculations and 107 for geometry optimization. The r2SCAN
functional combined with the D4 dispersion correction was
chosen as a proven cost-effective all-purpose method capable of
describing a broad range of chemistry®*® determined to be
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Fig. 2 Overview for IMIP map generation

suitable for the applications covered in this investigation. BSSE
corrections were not employed here, although surfaces for
select molecules were constructed with a larger basis set
(def2-TZVPP) and were shown to be qualitatively very similar
(Fig. S5, ESIY).

Isodensity value selection

Isodensity selection for surface generation was based on two
approaches (methods A and B). In method A, the isodensity is
selected based on a restricted scan along a coordinate approxi-
mately normal to the surface, at a site of interest to the
interaction, to locate the maximum interaction strength. This
method was used for comparing the same molecule with
different probes. In method B, isodensities were determined
from exploratory work on weak and strong interactions. For
weak interactions a smaller isodensity of 1.0 x 10~ ° was used,
and a larger isodensity of 6.0 x 10~> was used for stronger
interactions. Method B was applied to compare different struc-
tures with the same probe.

Results and discussion

Cation-n interactions

The cation-n interaction is defined as occurring between a
metal cation and an aromatic n-surface®”*® and influences the

50 | Phys. Chem. Chem. Phys., 2025, 27, 47-61
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), structure optimization (b), grid generation (c

AE‘orh LX rep

20.4

AEdisp-cnrr

-10.8

-5.61

D

), isodensity selection and multiple filtration steps (d), probe
positioning and orientation (e), EDA calculation and (f) surface generation (units: kcal mol™ 1).

physical and chemical properties of various systems across
fields including biology,”®™®° organic chemistry,”®°°"*> and
materials chemistry.®® IMIP surfaces can be used to better
understand the magnitude and positional preference for
cation-n interactions across various systems. In this study, a
series of aromatic hydrocarbons with the probes Li*, Na*, K,
Mg™*, Be**, Ca®*, Ag”, and Zn”" were investigated (Fig. 3a). This
selection encompasses a broad spectrum of interactions within
aromatic systems.

AE;,, surfaces reveal that for all cations, the most favorable
interactions occur over the center of the benzene (1) n-system.
Divalent cations exhibit stronger total interaction energies with
benzene than monovalent cations, manifested in both AE,.,
and AE.. AEi, decreases for probes along a periodic group.
This reduction in AEj, is predominantly attributed to
decreased AE,, as there is little variation in AE,., consistent
with poorer orbital overlap with the carbon n system (as probe
size increases) resulting in reduced covalent character. This
transition in bonding character is further highlighted by the
ratio of AEge. to AE,y, at the ring center. For Be*", Mg>" and
Ca®", the ratios are 1:8.5, 1:2.4, 1:2, respectively, which
suggests a more covalent bonding character. In contrast, Li",
Na', and K" have 1:1.4, 1:0.8, and 1:0.7 ratios, indicating a
shift towards more ionic-like character. Other theoretical inves-
tigations have shown this shift in ionic to covalent character

This journal is © the Owner Societies 2025
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Fig. 3 AEn Afeec, and AEqy, (top to bottom) IMIP's of (a) benzene with Li*, Na*, K*, Mg?*, Be?*, Ca®*, Ag*, and Zn?* probes (left to right). (b) Aniline,
toluene, and benzonitrile (probe = Na*) (c) naphthalene, anthracene, phenanthrene, and tetracene (Ag* probe). Isodensities (method A; benzene
centroid): Be>*: 3.15 x 107°, Mg?*: 5.49 x 1074, Ca?*: 1.32 x 107% Li*: 7.52 x 10™% Na*: 9.15 x 107>, K*: 8.21 x 107°, Zn?*: 5,49 x 10~% Ag*: 1.93 x 1074,

between the alkali and alkaline earth metals.®*®* The max-
imum in AEg.. is centered over the m-system for all probes
excluding Be>", where the maximum is shifted slightly outward
~10 kcal mol™" relative to the center. Conversely, AE,y, is
strongest at the center for Be*', with a ~27 kcal mol*
difference between these points and where the electrostatic
interaction is maximal. It is the dominant AE,,, that drives
the AE;, to the center, not the AE.. for Be**, whereas for
Mg2+ and Ca®", AEqe. is more important for central probe
preference.

The surfaces of mono-substituted benzenes (2-4) with a Na*
probe reveal interesting trends in substituent influence on the
interaction (Fig. 3b; Fig. S51, ESIt). While the interaction is
strongest with donating groups (NH,) and weakest with with-
drawing groups (CN), the variation in AE;, tracks with the
variation in AEg., while only a small variation is observed in

This journal is © the Owner Societies 2025

AE,, (Table S3 and Fig. S52, ESIt). These trends indicate that
the substituent influence on the cation-r interaction is primar-
ily an electrostatic effect. Similar observations were made
regarding substituent influence on cation-n interactions by
Wheeler and Houk.*>*’

The transition metals Zn>* and Ag” show a notable increase
in AE;, compared to metals with similar ionic radii (Mg®" and
K', respectively; Fig. 3a). Like non-transition metal probes,
AE;, is most prominent at the center of the m-system. The
increase in AE;,; stems from both AE... and AE,, terms. The
enhanced AE,,, for the transition metals can be rationalized
based on more favorable interaction with their higher energy
occupied s and p orbitals with some back-bonding from their
occupied d orbitals.

As polyaromatic cyclic hydrocarbon (PAH) size increases,
AE;, increases with increasing number of fused rings, driven

Phys. Chem. Chem. Phys., 2025, 27, 47-61 | 51
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largely by AE,, translating to increased partial covalent char-
acter in the interactions (Fig. 3c; Fig. S7-S14, ESIt), which is in
agreement with prior theoretical studies.®®”° Furthermore,
AE,p, reveals that alkali and alkaline earth metals mainly
engage around the center of rings of the n-systems, whereas
transition metals (eq. Ag") are drawn to terminal rings, enga-
ging in isolated m bonding. Notably, larger rings enhance
orbital interactions at their peripheries, where the interacting
probe can localize electron density most while maintaining
delocalization and aromaticity in the unbound rings. This
effect is more pronounced when contrasting anthracene and
phenanthrene (Fig. 3c; Fig. S7 and S14, ESIT). This also clarifies
why the outer rings of anthracene exhibit enhanced orbital
interactions over its center. In contrast, carbons at ring junc-
tions interact less favorably, where probe association results in
reduced aromaticity. This behavior is most noticeable with
transition metals. These effects are largely orbital based as
reflected in the AE,,, surfaces.

Anion-n interactions

Favorable interactions can occur between anions and electron
deficient n systems called anion-n interactions.”’ They are
thought to operate in some biological and supramolecular
systems, and more recently in small molecule catalysis,”>”*
but are not as well understood as cation-n interactions. To give
a better understanding of these interactions, IMIP surfaces are
used to examine how different anionic probes engage with
various electron-deficient n systems. Finding stable anion-n
complexes is both experimentally and computationally challen-
ging due to the propensity for Meisenheimer’*”® complex
formation, therefore our focus is not necessarily on systems
where anion-n interactions are experimentally verified, but
rather on identifying regions in molecules where these interac-
tions may be relevant.

The molecules shown in Fig. 4 were selected for studying
anion-n interactions as they have been extensively examined
previously.”®®° The halide probes explored include F~, Cl~, Br~
and I". It is shown that AE;,,, decreases as the halide probe size
decreases, (Fig. 4; Fig. S52-S56, ESIf). For Cl™, Br, and I"
probes, the minimum AE;,, is over the hexafluorobenzene (9)
center. However, with F~, the most favorable site shifts to
between the n bonds. This shift for F~ is attributed to prefer-
ences in AE,y, which is likely reflecting favorable F~(2p) over-
lap with the n* orbitals resulting in an energetic preference of
~2.3 keal mol " compared to the center. Within the = system,
steric repulsion is reduced with the probe nonconcentric.
Conversely, AE.. is most favorable at the ring center, but
AEq, and AEe rep shift the AE;,. preference off-center. This
trend is less pronounced with larger probes like Cl, Br, and
I and is ascribed to weaker AE,, than that with F~.

With azines, trifluoro-triazine (11) interacts stronger with all
halide probes than triazine (10) which is largely attributed to
AE¢e. since AE,, is similar in magnitude between the two.
Since the fluorine substituents are both inductively withdraw-
ing and n-donating,®" these effects are partially cancelled out,
leading to a small difference in AE,. The heightened

52 | Phys. Chem. Chem. Phys., 2025, 27, 47-61
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electrostatic interactions in 11 can be rationalized by consider-
ing the sum of the ion-dipole (C-F bond dipoles) interactions.
This helps account for the observed decrease in AE. as the
probe size increases, since ion-dipole interactions are more
pronounced with denser F~ ion than with Cl™. In both azines,
AEq. is most favorable in the center, with some reduced
preference near the C-H bonds in triazine. Additionally, the
AEcxrep surfaces reveal that the minimum repulsions are
located around the C-H bonds for 10 whereas in 11, the
maximum repulsions are around the C-F bonds. This com-
bined steric and electrostatic effect results in different favor-
able energy landscapes between the molecules.

The most favorable interaction for compounds with strong n-
withdrawing groups, trinitrobenzene (12) and tetracyano-benzene
(13), is shifted off-center, driven by AEqy, and AEc ., with the
center still being favored by AE.... The shift off-center is a result
of enhanced AE,;, (where the LUMO is localized) with slight
reinforcement from AEeyp, (Fig. 4 and Fig. $52-556, ESI{). While
both systems show similar AE;, at their center, their most
favorable sites differ by ~4.8 kcal (F~) and ~ 3.3 keal (Cl7), with
13 being stronger given the extra n-withdrawing group.

From the surfaces provided, it is apparent that increasing
the number of n-withdrawing substituents leads to increased
overall interaction. Moreover, m-withdrawing groups enhance
the anion-n interaction more effectively than c-withdrawing
groups (¢f 9, 12, and 13). Lastly, while the probe interaction is
not strongly influenced by AEgisp_corr, the proportion to AEj,,
increases with increasing probe size.

EAS reactivity

Reactivity can often be interpreted through analysis of reactant
structure, particularly through the use of FMO theory. In cases
where the electronic structure of the reactant is useful for
assessing reactivity, typically where substantial nuclear rear-
rangement has not occurred in the TS, the resulting IMIP
surfaces may be useful.

While ESP maps have been used to qualitatively assess
relative rates of substituted aromatics in EAS, these surfaces
are much less useful for understanding selectivity concepts
pertaining to orbital overlap which influences chemical
reactivity.”"®>"®* IMIP surfaces can be particularly useful for
revealing the electronic structure of m-surfaces with variable
substitution, which strongly affects rates and selectivity in EAS
reactions. The IMIP surfaces of various benzene derivatives
were generated using the CH;" probe, which can be used to
pinpoint the most reactive sites for electrophilic addition.
Benzene derivatives with substituents of -NH,, -OCHj3, -CH3,
-Cl, -H, -CHO, and -CF; (14-20) have been compared. This list
spans most of the electronic spectrum as supported by sub-
stituent constants including Hammett sigma values reflecting
inductive and n-donating and withdrawing effects.®> Shown in
Fig. 5a, the AE;,, surface clearly highlights enhanced inter-
action at the ortho and para positions, which is dominated by
orbital interactions as illustrated in the AE,. surfaces. The
most favorable AE, within the n system correlates with
relative reactivity patterns observed in EAS reactions.®® The

This journal is © the Owner Societies 2025
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Fig. 4 AEi AEciec, AEorb, AEex—rep and AEgisp_cor IMIP's (left to right) of hexafluorobenzene, triazine, trifluoroazine, trinitrobenzene, and tetracyano-

benzene (top to bottom), with F~ and Cl™ probes. Isodensities (method A; center of ring system): F~ = 5.62 x 10~
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Sand ClI™ = 1.22 x 107°.
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reactivity order follows NH, > OCH; > CH; > Cl > H >
CHO > CF; and correlates with Hammett ¢* constants which
are known to reflect EAS reactivity (Fig. 6; Table S1, ESI}).%7/%®
This level of analysis is less readily extracted from ESP
surfaces alone.

The orbital surface for chloro-benzene (18) shows that the
strongest probe interaction is directed to the ortho and para
positions consistent with EAS selectivity with halogens, which
is greater than the maximum orbital interaction in benzene
(17). However, the orbital surface analysis does not capture the
complete reactivity profile as 18 is deactivated relative to 17.
The AE,e. surface reveals that 18 is electrostatically deactivated
relative to 17. The electrostatic deactivation in 18 offsets its
orbital activation rendering it overall deactivating as reflected
in the AE;,, surface. With meta-directing deactivating groups,
like -CHO (19) and -CF; (20), the AE;,, surfaces show signifi-
cantly weaker interactions consistent with their reduced
reactivity.®®% Selectivity in poly-substituted benzenes (21-23;
Fig. 5b) with meta and ortho-para directors (OMe vs. NO,) or
competing ortho-para directors (OMe vs. Me) is readily visua-
lized through the AE;, and AE,,, surfaces, and is in agreement
with experiment.®**!

Moreover, useful reactivity patterns can be discerned with
heteroaromatics in EAS (Fig. 5d). AEj, and AE,., surfaces
(Fig. 5d) for pyrrole (27) clearly show the 2-position to be the
most reactive, while the AE. surface shows little difference
between the positions. For indole (28), the surfaces show the
most reactive position to be closer to the 3-position than the 2-
position, consistent with experimental patterns. Also, AEj,.
between indole and pyrrole reveals indole to be more reactive,
reflected mostly in AE,,, consistent with experimental nucleo-
philicity parameters.®>® Regioselectivity in substituted indoles
can also be assessed. For example, 29 shows an experimental
preference for the 7 and 5 positions at an 85:15 ratio towards
EAS. For 30, experiments also show the 4 and 6 positions to be
reactive towards EAS at 80:20 ratio.’* The AEj., and AEqy
surfaces for both 29 and 30 are qualitatively consistent with the
experimental site preferences.

SNAT reactivity

While EAS reactivity was probed using a CH;" probe, nucleo-
philic aromatic substitution (NAS) can likewise be probed with

This journal is © the Owner Societies 2025

an anionic CH;™ probe. Using nitrobenzene (24) as a reference
in the absence of a leaving group, the most reactive sites are the
ortho and para positions with ~2.1 kcal mol " difference
between sites favoring the para as determined from AE;,.. para
substitution shifts the preference to ortho. Computational and
experimental findings revealed that nucleophiles add to unsub-
stituted ortho positions more rapidly than at the halogenated
para positions.”® However, only addition at the halogenated
para positions leads to the desired substitution product, while
other additions result in transient adducts without productive
outcomes, which the surfaces can readily highlight.

To assess the influence of multiple leaving groups on
reactivity, 1-chloro-4-nitrobenzene (25) and the 3-fluoro (26)
analogue were compared. For both compounds the ortho posi-
tions are identified as the most reactive. Notably, 26 displays
enhanced reactivity at both the ortho and para positions
with energy differences of approximately 3-4 kcal mol™" and
5-6 kcal mol™', respectively, when compared to 25. This
enhancement is driven largely by the AE... component,
which favors the ortho and para positions by 1 kecal mol *
and 3 kcal mol™' respectively. The AE.; component also
contributes to the enhancement in 26, though to a lesser extent.
The surfaces highlight the preference for nucleophilic attack at
the p-chloro position over the m-fluoro position despite fluoro
being more active in NAS.

n-stacking

The IMIP surfaces can be used to gain insight into weaker non-
covalent interactions including n-n type interactions (Fig. 7a).
Benzene can be used as a probe to generate surfaces revealing
favorable n-m interactions which may include sandwich,
T-shaped, and slip-stacking arrangements as well as cation-,
anion-n, and polar-n interactions. The AE;,  surface for
stacked benzene (31) is unfavorable at the centroid (~ 1.2 kcal
mol '), contrasted by favorable interaction encircling the cen-
troid (~—3.0 to —3.5 kcal mol™'). There is also favorable
interaction at the ring periphery leading to T-shaped and
edge-to-face interactions (~ —2.3 kcal mol™'). AEgjec and AEyy,
surfaces mark the central region as having favorable interac-
tions with each contributing ~2.3 kcal mol™" stabilization.
AEgisp-corr Provides ~9 keal mol~! of stabilization in this
region. AE . surface reveals that maximal repulsions
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(~15 kecal mol™") occur when the rings are directly stacked,
suggesting at close distances sterics drives the preference for a
slipped arrangement (~ 15 kcal mol " vs. ~4 kcal mol™*). The
total energy surfaces for hexaflourobenzene (32) follow a simi-
lar trend, where the slip-stacked arrangement is still the most
favored, as steric repulsion at the center is more unfavorable.
The trends at sites of maximum interaction are summarized in
Fig. 8.

56 | Phys. Chem. Chem. Phys., 2025, 27, 47-61

The positional preference for the n-n interactions is con-
trolled mostly by AEgisp-corr and AEc rep consistent with the
general understanding that dispersion interactions are impor-
tant for describing n-stacking. Furthermore, despite the stabi-
lizing roles of AEcjec, AEorb, and AEgisp—corry it 1S AEex_rep that
often overrides these stabilizing effects, emphasizing its impor-
tance in determining molecular stacking arrangements. These
results are in agreement with recent theoretical findings,”®°”
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which propose that at typical n-stacking and CH- - -n distances
the traditional electrostatic model may not accurately capture
the nature of these interactions.

Furthermore, complex n-type interactions can be isolated in
larger molecules from these IMIPs. Using quinine (33) as an
example, four types of favorable m interaction regions can be
identified which include the interaction of the nitrogen lone
pair on the quinoline ring (n — n*), the oxygen lone pair from
the hydroxyl group (n — 7*), the hydroxyl proton (polar-r), and
the n-face interactions (n-n stacking).

Lewis acid-activated acrolein

The influence of Lewis acids on unsaturated carbonyls was
explored using a nucleophilic CH; ™ probe, with focus on 1,2 vs.
1,4-addition to acrolein (Fig. 7b). Starting with unactivated
acrolein (34), AE;,, surfaces show a favorable interaction with
a probe at both the carbonyl carbon and  carbons, with the
carbon displaying a greater preference for nucleophilic attack.
Under Lewis acid activation, the magnitude of AE;,, max
increases, following the reactivity trend of unactivated (—46.2
keal) < BHj3 (—71.2 keal, 35) < BF; (—73.6 keal, 36) < AlCl;
(—87.1 keal, 37). The AE,,;, term more strongly influences this
reactivity trend than AEj.. While the carbonyl carbon exhibits
stronger AEgjec, the AE,, term at the B carbon dominates. This
orbital preference for the f-carbon is consistent with the known
preference of soft nucleophiles favoring conjugate addition.
Interestingly, BH; increases the AE,,;, term at both sites more
than BF;. BF; offsets this disparity through increased AEejec.
These surfaces uniquely reveal the enhanced activation of BF;

This journal is © the Owner Societies 2025

over BH; which is explained as an electrostatic influence rather
than an orbital influence and is in agreement with recent
theoretical findings.”®"°

Electron donor-acceptor complexes

The electron donor-acceptor (EDA) complex (40) formed by
3-methylindole and 2,4-dinitrobenzyl bromide'
gated using a CH;" probe to capture electron transfer effects
(Fig. 7c). Comparison of the surfaces of the individual frag-
ments (38 and 39) with the complex (40) shows a stronger total
interaction near the acceptor and a weaker interaction near the
donor, reflecting charge transfer from 38 to 39 manifested
mostly in AE,p and to a lesser extent in AE.. The probe
interaction change is greater in 38, since the CH;" interaction
near 39 induces further electron transfer from 38, and probe
interaction near 38 reduces charge transfer to 39.

was investi-

Organometallic complexes

Reactivity in select organometallic complexes is next shown in
Fig. 9 using CH;~ and CH;" probes. The regioselectivity of
nucleophilic attack on allyl-Pd complexes generally favors the
less substituted position with standard phosphine ligands but
can be reversed in the presence of strong cation stabilizing
groups like OMe.'*»'°* Analysis of the corresponding reactant
allyl-Pd complexes reproduces these trends (Fig. 9a and
Fig. S58, ESIT). With methyl substitution, (42), the largest probe
interaction favors the unsubstituted allyl carbon by 5.4 kcal
mol ™" in AEj,, which is favored by both AE,y and AEec.
Substitution of the methyl group for a methoxy group (43)
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reverses the most favored probe interaction site to the more
substituted allyl carbon by 5.2 kcal mol™ in AEj,, driven
primarily by a preference in AFEge. (ca. 12.1 kcal mol™'). The
preference for the methoxy position is enhanced further with
methoxy and methyl substitution on each allyl carbon (44),
(AAEi: = 23.4 kcal mol™"). The unsubstituted (41) reference
system is also shown, where no such preference exists, with
only slight differences based on ligand conformation.

CpRuX (X = halogen) complexes can be used to catalyze an
array of transformations and are particularly useful for effect-
ing trans-selective hydrogenation and hydrometalation.'® The
surfaces for CpRuCl highlight its ambiphilic donating and
accepting behavior (45). AE,; for the CH;' and CH;~
probes shows favorable orbital interactions at the metal, being
—87 keal mol™* and ~ —60 kcal mol *, respectively. AEce. for
CH;" demonstrates unfavorable interactions (~7 kcal mol ™),
stemming from the electropositive metal. CH;™ interacts favor-
ably at —27 kcal mol . Favorable AE,;, and unfavorable AE.je.
indicate charge donation from the metal to the probe. Favorable
AE,p, and AEg. suggest donation from the probe to the metal
indicating that the complex is a stronger donor than acceptor.
These results are further corroborated by comparing surfaces
constructed from NBO charge transfer values, which give charge
transfers of ~—0.8e with CH;" and ~+0.5¢ with CH; ™~ (Fig. 9b).

58 | Phys. Chem. Chem. Phys., 2025, 27, 47-61

Endohedral fullerenes & host guest effects

Endohedral fullerenes were also investigated to uncover the
electronic influence of the guest on the Cg, surface (Fig. 9c).
With a CH;" probe, the interaction is strongest at the 6-
membered rings, comprising mostly AE,,. With an H,O guest
(47), the Cg, surface becomes polarized, which is mostly attributed
to a change in AE,. induced by the H,O dipole moment. With a
Li* guest (48), the probe interaction is substantially weakened
uniformly throughout. AEg.. becomes highly repulsive with
minor reduction in AE,, while the symmetry of the surface
remains unchanged. The scale is adjusted for Li'@Cs, (48) to
provide contrast. The IMIP surfaces readily convey the effects of
guests on the Cg electronic structure.

Conclusions

In this investigation, the development and application of IMIP
maps towards rationalizing reactivity and intermolecular inter-
actions for a variety of systems in an intuitive way has been
presented that is not readily achieved through other surface
analyses. Within cation-n interactions, the surfaces demon-
strate the ring center to be the site of maximum interaction,
controlled by AE,j.. They also reveal that for alkali metals, the
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reduction in the interaction along a periodic group is attributed
to a decreasing orbital interaction. With transition metal
probe examples including Zn** and Ag”, the interaction posi-
tional preference is shifted off-center on account of favorable
n-bonding as indicated in AEp.

The IMIP maps revealed unique positional preferences in
anion-n interactions with halide probes. In C¢Fs, the positional
preference is for the m bonds as revealed by the AE,,, surface
using an F~ probe, whereas larger halide probes exhibit pre-
ferential binding at the center on account of weaker n bonding
interactions. The preference shifts for the triazines and stron-
ger m-withdrawing groups.

EAS and NAS reactivity and selectivity were readily demon-
strated from analysis of the surfaces with a CH;" probe. The ortho/
para selectivity was clearly highlighted from n-donating groups to
halogens, which is reflected by AEyy,, with AE... modulating the
level of activation from benzene. Selectivity for multiply substi-
tuted rings can be predicted from the inspection of the AE;,, and
AE,y surfaces. Similar predictions can be made for more complex
heteroaromatics including pyrrole and substituted indoles. Strong
correlation between AEj, and o' was demonstrated which is
dominated by AE,,, with lower correlation with AEjec.

The origins of positional preferences in weaker n-n type
interactions were revealed through inspections of the IMIP
surfaces using a C¢Hs probe. The preference for the slipped-
stack arrangement was shown to be determined by reduced
AE«prep despite all favorable interactions favoring direct stack-
ing, including the most favorable term, AEgis,corr- The
CeFs- - -Ce¢Hg interaction still favored a slipped-stack arrange-
ment, but shifted closer to direct stacking largely driven by
reduced AE. ., interactions. More complex n interactions
were also probed in quinine.

Furthermore, Lewis acid activation on acrolein was inspected
using a CH;~ probe which revealed enhanced reactivity and
enhanced site selectivity at the f carbon driven by AE,y,. Inter-
estingly, while it is shown that BF; is more activating than BHj3,
the increased activation is electrostatic in origin as BH; enhances
AE,;, more than BF;. Insight into interactions involved in select
organometallics, endohedral fullerenes, and an EDA complex
were also gained through the analysis of the IMIP surfaces.

The demonstrations of the utility of IMIP surfaces for the
interactions discussed here are just a small subset of their
potential applications. We predict these surfaces to have broader
applicability and work into expanding their utility is ongoing.
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calculations were performed using Turbomole 7.7 (https://
turbomole.org). Molecular probe scans and XTB-IFF EDA calcu-
lations were performed using the xTB package (https://github.
com/grimme-lab/xtb). Multiwfn 3.8 (https://sobereva.com/mul
tiwfn/) was used for extracting electron densities. All visualiza-
tion was done using Ovito (https://ovito.org). Computational
data including detailed methods, additional IMIP surfaces
images, plots, tables, molecular Cartesian coordinates, and
field files are available in the ESL¥
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