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The >C(a, y) '°0O reaction, an important component of stellar helium burning, has a key role in nuclear
astrophysics. It has significant impact on the evolution and final state of heavy to low mass stars, maximum
mass of stellar formed black holes and also shapes the elemental abundances resulting from nucleosynthesis
in such stars. Providing a reliable estimate for the energy dependence of this reaction at stellar helium burning
temperatures has been a longstanding and important goal. In this work, we study the role of potential new E'1
and E2 measurements of the '°0(e, ') 1>C reaction in reducing the overall uncertainty in the astrophysical
S factor for the 2C(a, )10 E1 and E2 ground state capture extrapolated to a stellar energy of 300 keV. A
multilevel R-matrix analysis is used to make extrapolations of the Sg;(300 keV) and Sg,(300 keV) factors for
the '2C(e, y) '°0 reaction from existing ground state capture data. Bayesian analysis is used to quantify the
uncertainties in the extrapolations for both the existing data alone and also when possible new experimental data
are included. In particular, we consider a new experiment that would make use of a high-intensity low-energy
electron beam that impinges on a windowless oxygen gas target as a means to determine the total £1 and E2
ground state cross sections for this reaction. We find that the new data could significantly reduce the S(300)
uncertainties. Splitting the new data into high and low energy regions shows that both low and high energy data

are effective in reducing the uncertainty.
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I. INTRODUCTION

The 2C(x, ) 'O (CTAG) cross section is essential in
nuclear astrophysics [1,2]. Recent reviews illustrate the im-
portance of this reaction in both the evolution of and
nucleo-synthetic yields from massive stars [3] as well as
low to intermediate mass stars [4]. Recent work [5,6] has
noted the importance of this reaction in determining the max-
imum mass of stellar-formed black holes. The purpose of this
study is to explore the role that future measurements of the
150(e, ¢'a) 1>C (OSEEA) reaction could have on reducing the
overall uncertainty in the cross section for the '>C(«, y) '°0
reaction at helium burning temperatures. To do this, we first
perform a Bayesian evaluation of uncertainty for existing
CTAG data, and then perform a second round of Bayesian up-
dating to include possible new data from a proposed OSEEA
experiment. In particular, we consider a proposed experiment
[7] in which the E1 and E2 '>C(a, y) '°0O ground state cross
sections can be extracted [7], and for which the authors have
predicted statistical uncertainties. However, the framework
we have used can also easily accommodate data from other
possible experiments, such as inverse reaction '°O(y, a) '*C
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(OSGA) experiments [8—12] enabled by proposed high inten-
sity photon sources [13-15].

Stellar helium burning usually occurs at a low energy, con-
ventionally discussed at a representative Gamow peak energy
of 300 keV. As is well known, the CTAG cross section at this
energy is extremely small, to date precluding direct measure-
ment in the laboratory. The usual approach to this problem
has been to extend cross section measurements to as low
an energy as possible, and then extrapolate a fitted R-matrix
theory model to 300 keV. An excellent review of this subject,
with a detailed R-matrix analysis of the CTAG reaction is
given in Ref. [3]. The existing world CTAG data represent
many decades of effort to measure cross sections at the lowest
practical energy.

One of the complicating issues for the R-matrix extrapo-
lation is that resonances associated with higher energy states
in the 'O compound nucleus have significant effect at much
lower energies, and vice versa, because of interference ef-
fects. Thus, the R-matrix model needs to include states well
above threshold for accurate calculation of low energy cross
sections. We will show that, similarly, cross section mea-
surements at energies well above the Gamow energy can
provide significant constraint on the low energy extrapolation.
Therefore, in our work, we have considered data, existing and
proposed, up to 6.35 MeV in the center of mass. We employed
the R-matrix approach to calculate the total E1 and E2 cross
sections, o (E), for CTAG to the ground state. We considered
only ground state capture for this study since the capture to
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excited states is believed [3] to contribute only about 5% to
the total capture rate at 300 keV. The cross section is then
used to calculate the astrophysical S factor given by

S(E) = o (E)Ee™™, (D)

where E is the energy in the center of mass, 1 is the Sommer-

feld parameter, @Zl ZQ% and p is the reduced mass of the
carbon ion and « particle.

The approach we have taken to assess the impact of po-
tential new experimental data is to perform a sequence of
Bayesian uncertainty analyses. We adopt ‘maximum a pos-
teriori probability’ (MAP) as the estimator for parameter
values, and the square root of the variance from this estimate
(using the posterior distribution for weighting) as the estima-
tor of uncertainty. To proceed, we first construct an R-matrix
model based on physical parameters: resonance energies and
their widths with values and uncertainties taken from the lit-
erature. This model is fit to the existing CTAG world data for
E'1 and E2, and the first round of Bayesian analysis produces
uncertainty estimates for the model parameters and S(300).
In this round, the literature values are the ‘priors’, and the
CTAG data are the new evidence. We then evaluate the fitted
model at possible OSEEA experiment energies to construct
an unbiased set of hypothetical new measurements. Statistical
uncertainties for these new data are computed from a Monte
Carlo simulation of the OSEEA experiment. Finally, an sec-
ond round of Bayesian updating is performed to obtain new
uncertainties for the parameters and astrophysical S factors.
The change in uncertainties is the prediction of the impact of
the new data.

II. CTAG R-MATRIX MODEL

We employ the R-matrix code AZURE2 [16] in the present
work. In the R-matrix formalism, the E'1 and £2 multipolar-
ities proceed through states of different J”, so that the E'1
and E2 cross sections are nearly independent, having only the
ground state asymptotic normalization coefficients (ANCs) as
parameters in common. We therefore treat £1 and E2 data
separately, to reduce the number of parameters to be fit at one
time.

Unlike previous studies [17-19], we include the external
part [20] of the R-matrix and higher energy capture data for
this study. Since the external part of the R-matrix analysis
is far more sensitive to the E2 cross section than the E'1
cross section, we begin with fits to the E2 data in order
to constrain the 'Q ground state asymptotic normalization
coefficient, ANC(0™"), which governs the external part. The
E1 analysis that follows uses the updated ANC(0) value and
uncertainty, and therefore the £2 and E'1 analyses are actually
two sequential rounds of Bayesian updating themselves.

As before, we only consider ground state transitions and
statistical errors in this study. We chose a channel radius of
5.43 fm for the o channel to be consistent with a previous
analysis [3]. We also include in the analysis the *N(p, y) '°0
channel (with radius 5.03 fm), because it was found to have a
significant effect on the CTAG E'1 cross sections at center of
mass energies above 5.5 MeV.

TABLEI. R-matrix model parameters and analysis results for the
CTAG E2 channel with a channel radius of 5.43 fm. The widths
for resonances above threshold are the observable widths I'y,. The
ground state ANC for the & channel is labeled ANC(0") and the E2 «
bound state is represented by ANC(2%). The bound proton channel
ANC’s are labeled and the unbound proton channel width is labeled
I',,. The minus signs in front of the widths indicate the signs of the
corresponding reduced width amplitudes. The literature values for
the parameters are those tabulated in Ref. [3] or, where they exist, the
new values calculated in that work (using the larger of the calculated
statistical or systematic uncertainty) with the following exceptions:
The literature values for ANC(0") and ANC(2") were taken from
the weighted averages and uncertainties in Table II and illustrated in
Fig 1, Es is taken from Ref. [21], and several unknown and irrelevant
resonance widths were fixed to zero. Parameters for which no prior
literature value exists are indicated by ‘n/a’. Also tabulated are our
fitted values and uncertainties, as discussed in the text.

Literature Fixed Fitted
Parameter value value value Units
ANC(0) 417(80) 367(51) fm~!/2
ANCp(0™) 13.9(19) 13.9(19) fm~!/2
E 6.9171(6) 6.9170(6) MeV
ANC(2H) 1.264(78) 1.331(66) 10° fm =1/
ry, 97(3) 97.6(30) meV
ANCp, 0.45(13) 0.45(13) fm~'/?
E, 9.8445(5) 9.8445(5) MeV
I 0.62(10) 0.60(10) keV
Iy, —5.7(6) —5.6(6) meV
ANCp, n/a 0 fm~1/2
E; 11.5055(5) 11.5055(5) MeV
I3, 83.0(60)* 81.0(22) keV
s, —0.49(10) —0.75(5) eV
ANCp; n/a 0 fm~1/2
E, 12.9656(28) 12.9656(28) MeV
. —349.0(80) —349.0(80) keV
Ty, —0.56(19) —0.61(15) eV
T4, 1.82(20) 1.82(20) keV
Es 14.926(2) 14.926 MeV
s, n/a 13.1(11) MeV
s, n/a 0 eV
Isp n/a 0 keV

2Omitted from the Bayesian ‘prior’ as discussed in the text.

For E2, we use the five lowest known 2% resonance levels
in the R-matrix model, which therefore has 22 parameters,
shown in Table I. The fifth level is positioned at the known en-
ergy of 14.926 MeV, but the o width is used as a background
pole term that represents the combined effect of higher energy
resonances.

For ANC(0™"), and to lesser extent ANC(2"), there is
significant dispersion among published values, as shown in
Table II and illustrated in Fig. 1. We use the weighted averages
for the literature values, with uncertainties scaled by the Birge
factor [22] to make x 2 per degree of freedom equal to 1.

None of the proton parameters have a significant effect
on the E2 cross section at energies of the existing data, and
therefore they are not relevant to the astrophysical S factor.
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TABLE 1II. Values of ANC(0") and ANC(22%") from «-'2C
elastic scattering and transfer reactions from Refs. [23-33] used
in the present fits. The uncertainties on the weighted averages
are determined by multiplying the weighted errors by the Birge
factors [22].

ANC(0) ANC(2")
ANC data (fm~7) (10° fm~—?)
Brune (1999) - 1.14 (10)
Buchmann (2001) — 2.28 (733
Belhout (2007) — 1.40 (fig
Matei (2008) - 2.3 (4)
Tischhauser (2009) - 1.54 (18)
Oulebsir (2012) - 1.44 (28)
Avila (2015) - 1.22 (7)
Adhikari (2017) 637 (86) 1.67 (23)
Shen (2019) — 1.05 (14)
Shen (2020) 337 (45) 1.559)
Mondal (2021) 471 (75) 1.03 (8)
weighted avg 417 (80) 1.264 (78)
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FIG. 1. Comparison of previous ANC(0™) and ANC(2") re-
sults. The weighted averages were used as the literature values
in the present fits. The previous ANC results were taken from
Refs. [23-33]. The error limits represent the weighted errors mul-
tiplied by the Birge factors [22].

However, where literature values for these parameters are
known, we allow the parameters to vary in our analysis. They
are constrained by the literature data, and this provides a
cross-check on our analysis method, which must recover the
literature value and uncertainty. Similarly, the parameter I's,
is found not to significantly affect the E2 cross section at ex-
isting data energies, and is set to zero. The literature values for
the parameters I'3,, I'3,,, and I'y, come from Ref. [3], which
used the existing CTAG data in its analysis. We allow these
parameters to vary in our analysis, but omitted the literature
values from the computation of the Bayesian ‘prior’ discussed
in the following section, because the data will be used in the
Bayesian ‘evidence’ instead.

The R-matrix model for E'1 is composed in the same way
as E2, using the five lowest known 1~ resonances, with the
energy of the highest resonance fixed at its literature value,
and the o width of this resonance serving as a background pole
term. One difference is that we use our results for ANC(0)
from the E2 analysis as the ‘literature’ value entering into
the computation of the ‘prior’. This makes our E1 analysis
a second round of Bayesian updating. A second difference
is that we allow the gamma width of the highest resonance
to vary, as it has a strong influence on the x2 of the fit. As
with E2, we set unknown and irrelevant proton parameters to
zero, and we suppress three parameters when computing the
Bayesian ‘prior’, because existing CTAG data were used in
producing those literature results. The literature values and
results of our analysis for E1 (discussed in the following
section) are shown in Table III.

III. SYSTEMATIC UNCERTAINTY
IN THE NORMALIZATION
OF MEASURED CROSS SECTIONS

As pointed out in [3], experimentally measured cross sec-
tions are subject to systematic uncertainty in the overall
normalization of the results. In a global analysis of several in-
dependently normalized experiments, the normalizations tend
to average out in the fitting of a model to all the data, but their
uncertainty can potentially increase the uncertainty of the fit-
ted parameters. These normalizations were explicitly included
in our analysis as auxiliary model parameters that scale the
measured cross sections and uncertainties by a constant factor,
using separate factors for each independent data set. These
normalization factors have an a priori expected value of 1.0,
and uncertainty as reported in the literature. We included these
normalization parameters in our fitting and uncertainty anal-
ysis, on equal footing with the R-matrix model parameters,
assuming a Gaussian probability distribution for each inde-
pendent normalization. Where no uncertainty was reported for
an experiment, we have assumed a 10% uncertainty. The nor-
malization factors, uncertainties, fitted values, and their uncer-
tainties from our Bayesian analysis are shown in Table IV.

We also performed a simpler analysis in which all the nor-
malizations were fixed at 1. All of the fitted parameters in that
analysis differed from the rigorous analysis by less than the
uncertainties in Tables I and III. Most of the uncertainties were
also in agreement, however the uncertainties in the E'1 pa-
rameters I'y,,, I'3,,, and I'4,, were significantly underestimated.
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TABLE III. R-matrix model parameters and analysis results for
the CTAG E1 channel, using the naming and sign conventions of
Table 1. The literature values are those tabulated in Ref. [3] or,
where they exist, the new values calculated in that work (using the
larger of the calculated statistical or systematic uncertainty), with the
following exceptions: ANC(0™) and ANCp(0™) are from our fit for
E2 data. Parameters for which no prior literature value exists are
indicated by ‘n/a’. E|, E4, and Es are from Ref. [21].

Literature Fixed Fitted
Parameter value value value Units
ANC(0T) 367(51) 367(50) fm~!/2
ANCp(0™) 13.9(19) 13.9(19) fm~1/?
E, 7.11685(14) 7.11687(13) MeV
ANC(17) 2.08(20) 2.04(17) 10™ fm~1/2
ry, 55(3) 54.9(30) meV
ANCp, 0.98(12) 0.98(12) fm~!/2
E, 9.586(8) 9.577(3) MeV
[ 382(4) 385.9(35) keV
Iy, —15.6(12) —14.55(36) meV
ANCp, n/a 0 fm~1/2
E; 12.4493(8) 12.4497(8) MeV
[3q 99.2(11) 99.9(10) keV
s, 5.6(9)" 7.36(75) eV
s, 1.73(20) 1.60(20) keV
E4 13.090(8) 13.083(2) MeV
. —29.9(6) —30.31(60) keV
Ty, 42(8)° 55.1(57) eV
Ty, 110.4(5) 110.7(5) keV
Es 16.20(9) 16.20 MeV
Isq n/a 8.55(50) MeV
Ts, n/a —0.57(18) eV
Ts, n/a 0 keV

#Omitted from the Bayesian ‘prior’ as discussed in the text.

TABLE IV. Difference from unity for the normalization factors
and their uncertainties. The tabulated values are 1000(f — 1), where
f is the normalization factor. Uncertainties have the same scale. The
data sets are Refs. [34—45].

E1 normalization E?2 normalization

Data set a priori fitted a priori fitted
Assuncao 0(20) 8(18) 0(20) —2(20)
Brochard® 0(100) 5(100)
Dyer 0(100) —6(29)
Gialanella 0(100) —150(31)
Kremer 0(150) 75(60)
Kunz® 0(100) —13(45) 0(100) —85(68)
Makii® 0(100) 32(61) 0(100) —10(89)
Ouellet 0(60) —52(25) 0(60) —11(51)
Plag 0(120) 46(93) 0(300) —40(200)
Redder” 0(60) —52(25)
Roters* 0(100) 17(38) 0(100) 15(87)
Schurmann 0(65) —2(65) 0(65) 41(55)

“No published value for systematic uncertainty; 10% assumed.
"These experiments reference the same cross section for
normalization.

This confirms the importance of a rigorous treatment of nor-
malization uncertainties.

IV. CTAG FITTING AND BAYESIAN
UNCERTAINTY ANALYSIS

Both the fitting of model parameters (R-matrix parameters
and the auxiliary normalization factors) and the determination
of parameter uncertainties involve the construction of a ‘pos-
terior’ probability distribution from conditional probabilities
through Bayes’s theorem [46]:

P(HIE) = w )

P(E)

in which P(H|E) is the probability of hypothesis H given new
evidence E, P(H) is the probability of the hypothesis before
the new evidence is introduced, P(E|H) is the likelihood or
agreement of the evidence with the hypothesis, and P(E) is
the probability of the evidence. P(H) and P(H|E) are conven-
tionally called the ‘prior’ and ‘posterior’ probabilities. P(E) is
the integral of the numerator on the right hand side of Eq. (2)
over all possible hypotheses (or sum in the case of discreet
hypotheses) and may be absorbed into the normalization of
P(H|E).

In our work, any specific set of values for the model
parameters constitutes a hypothesis H, and CTAG cross
section measurements are the evidence E. We assume
Gaussian-distributed statistical uncertainties for the data, and
calculate P(E|H) from the x? of the data relative to the model

InP(E|H) = —1 xgua + const, (3)

in which

Y =¥\’
Xawa = (—AY’ ) : )

where the Y; are the experiment data, AY; are their uncertain-
ties, and Y are the model values.

The Bayesian ‘prior’, the probability of a specific set of
parameter values, is defined as

InP(H) = —%xgamm + const, 5)

in which

‘Xi _Xilit 2
X;aram = Z <T> s (6)

where the X; are the model parameters, Xilil are the literature
values (for R-matrix parameters) or 1.0 (for data set normal-
izations), o; are the corresponding uncertainties, and we have
assumed independent, Gaussian probability distributions for
each parameter. The sum does not include R-matrix model
parameters for which literature values were determined using
CTAG data, because CTAG data should enter the posterior
through the evidence, and not the prior.
Applying Bayes’s theorem yields

InP(H|E) = In P(H) + In P(E|H) + const.

(N
InP(H|E) = _%(Xgaram + Xgam) + const.
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The MAP estimate of the parameter values for the combina-
tion of the prior (literature values) plus new evidence (world
CTAG data) is obtained by finding the parameter combination
that minimizes Xt%)t:

2 2 2
Xiot = Xparam + Xdata* (8)

The parameters X; are continuous variables, so that the
posterior P(H |E) (hereafter just P) is a continuous probability
density function. For a quantity Z(X;), we define the uncer-
tainty AZ to be the square root of the P-weighted variance:

(AZ)* = /(z —7Z0)* - PdX, ...dX,, 9)

where Z is the value of Z for the ‘best’ X;, i.e., the ones that
minimize x2,. This is, of course, the definition of standard
error for a normally distributed Z, and one might prefer an
alternative (e.g., full width half-maximum) for skewed or
heavy-tailed distributions for which the variance is infinite.
But it turns out, for the data analyzed here, P is very well
approximated by a multivariate normal distribution (MVND),
and the astrophysical S factors at the Gamow energy are
dominantly linear in the R-matrix parameters, so that using
standard errors makes sense.

To minimize xZ2, with respect to the model parameters
X;, we use the method of Hooke-Jeeves, as implemented in
the NIMROD/O software package [47]. NIMROD/O is a
framework for parallelized multivariate function minimization
using an external program (in this case AZURE2) to perform
function evaluations. We first attempted to use more conven-
tional gradient-based nonlinear minimization algorithms, but
these often failed to converge because of noise in the AZURE2
results that affects the numerical computation of derivatives.

Hooke-Jeeves is a derivative-less pattern search algorithm
that uses an adaptive step size, and this was found to robustly
converge to the correct minima. The noise in the AZURE2
output was investigated and found to arise in the conversion
of physical parameters to formal R-matrix parameters. It only
occurs with variation of the energy parameter E; in both the
E?2 and E'1 calculations; the results are smooth for variation
of the other parameters. The effect of the noise is illustrated
in Fig. 2, in which E; in the E2 model is varied in steps of
0.5 eV about the fitted value of 6916921 eV, with all other
parameters held at their fitted values. The x2, is randomly
dispersed in a band of thickness ~0.05 near the origin. The E'1
model shows similar behavior. Although this interferes with
numerical differentiation, the uncertainty in determining the
location of the minimum via Hooke-Jeeves is ~50 eV, which
is much smaller than the 600 eV uncertainty of the literature
value. Therefore, this noise does not contribute significantly
to our results, and we have ignored it.

The fit for E2 results in a x2, of 51.3, for 68 data points,
24 fitted parameters, and 20 literature values contributing to
the ‘prior’. There are therefore 64 degrees of freedom, and the
fit has a P value of 0.87. The S factor for the fitted model is
plotted together with the CTAG data in Fig. 3. Extrapolating
the fitted model to the Gamow energy yields an astrophysical
S factor Sg2(300) = 48.9 keV b.
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FIG. 2. The change in x2, from the best fit for the E2 data is
plotted as the parameter E; is varied in steps of 0.5 eV, with all
other parameters fixed at their fitted values. The best fit found via
the Hooke-Jeeves method is the origin of the graph.

The E'1 fit has 187 data points, 30 fitted parameters, and 25
literature values contributing to the ‘prior’, for 182 degrees
of freedom. Fitting the data with the quoted uncertainties
resulted in a minimum xZ2, much larger than this. We chose to
address this by multiplying the statistical uncertainty of each
data point by a constant factor of 1.26. This decreases x2,, by
a factor of 1/(1.26)%, while not affecting szmm. This drives
the fit slightly toward the literature values, and increases the
uncertainty in fitted parameter values and S factors. This is

— T T T T T [ =]
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FIG. 3. The astrophysical S factors for the E2 cross section as a
function of center of mass energy. The solid black line represents the
fit curve with parameters from Table 1. The existing E2 data were
taken from Refs. [34—40].
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FIG. 4. The astrophysical S factors for the E'1 cross section as
a function of center of mass energy. The solid black line represents
the fit curve with parameters from Table III. The existing data were
taken from Refs. [34-45].

a conservative and minimally biased way to account for the
nonstatistical scatter in the CTAG data.

The fit with rescaled uncertainties results in a x2, of 172.9,
and a P value of 0.67. The S factor for the fitted model is
plotted together with the CTAG data in Fig. 4. Extrapolating
the fitted model to the Gamow energy yields an astrophysical
S factor Sg1(300) = 91.4 keV b.

Uncertainties in the model parameters and the astrophysi-
cal S factors are calculated by numerically integrating Eq. (9).
This is an indefinite integral over a high dimension space with
a computationally expensive integrand. We employ an ‘im-
portance sampling’ technique that we have not seen applied
before to Bayesian uncertainty quantification, and which has
significant advantages to the ubiquitous technique of Markov
chain Monte Carlo (MCMCO).

We begin by rewriting Eq. (9) as

(AZ)? = / (Z — Zo)* - (g) d"[cy, (10)
where
. dn[c]
Q(Xl,...,X,,)_m (11)

and C is as yet unspecified. One special case is to define Q =
P, so that C is the cumulative distribution function (CDF) for
P. This would result in

(AZ) = / (Z — Zp)*d"[C], (12)

which can be numerically integrated by uniformly sampling
C. This is what MCMC does.
Our approach is to let Q be a MVND, defined as

1 —1
InQ = ~3 Z[COV]U X;X; + const, (13)
iJ
where [cov] is the covariance matrix. It is easy to generate
uncorrelated, pseudorandom vectors X; that uniformly sample

the CDF of a MVND so that
(AZY? =< W - (Z — Zp)* >, (14)

in which we compute a weighted average over the random
samples with weight W = P/Q. This approach is numerically
stable when P/Q — 0 as the X; get large, as proves to be the
case here.

This technique avoids the high degree of correlation be-
tween successive steps of a Markov chain walker; each sample
is independently generated. This results in a much more rapid
convergence for a given number of samples, and the stochastic
behavior of the sampling process is familiar and obvious. It
also requires far fewer evaluations of the posterior distribu-
tion function for the same number of samples, because the
technique discards no samples, unlike MCMC. Benchmark-
ing with posteriors that were exact MVNDs of dimension as
large as 200 showed that this technique estimated the (exactly
known) variances with uncertainties more than a factor of two
better than achieved with MCMC for the same number of
samples, in much less time.

There remains the question of choosing a suitable MVND
for Q. In principle, any MVND that is not narrower than P
will work, but for efficiency it should not be much broader,
and should approximately duplicate the correlations in P. We
have done this by generating a set of X; for which P is not
small, fitting a MVND to the set, and scaling up all the MVND
widths by a small factor to suppress statistical fluctuations
from the tail of Q.

To generate the set of X; with significant value for P, we use
MCMC, as we can use a smaller sample set, and we don’t care
as much about autocorrelation. We use 20 MCMC walkers to
produce 5 x 10* R-matrix parameter sets, to which we fit an
MVND using Mathematica [48]. We explored scaling factors
from 0.5 to 1.5, and found that with scaling values less than 1,
the statistical fluctuations in the sampling of the tail of Q were
amplified by large values for W, producing large spikes in the
W -weighted distributions. For scaling values greater than 1.1,
the samples in the tail have very low weight, the fluctuations
become very small, and the results are insensitive to the value
of the scaling factor. For the high-quality MVND-based un-
certainty quantification, we use a sample size of 2 x 10°, a
scaling factor of 1.2, and the statistical fluctuations are well
controlled.

Typical results for this analysis are shown in Figs. 5 and 6,
which demonstrate how close to Gaussian the resulting distri-
butions are. The ANC(07), ANC(27), S£»(300), and Sg1(300)
values for each sample were weighted by W with a scaling fac-
tor of 1.2 and histogrammed to produce the sampled posterior
distributions for these quantities. The error bars are the statis-
tical uncertainties (the square root of the sum of the squared
weights in each bin) and the weights are normalized so that
the integral of each distribution is one. The red curves are
x2-minimizing least squares fits of Gaussian functions to each
distribution. The distributions for all other model parameters
are of similar quality, with only mild skewness in a few cases.
This justifies the use of the variance to define uncertainties,
which we evaluate for all parameters and the astrophysical S
factors through Eq. (14) and tabulate in Tables I, III, and V.
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FIG. 5. ANC(0") (upper panel) and ANC(2%) (lower panel)
sampled posterior distributions with statistical uncertainties. The
curves are Gaussians fit to the points.

Changes in some R-matrix parameters, for example

ANCp(0™"), produce only negligible changes in X(%ata’ so that
. . . 2

the posterior is dominated by X,um- We therefore expect

the MAP fitting and the Bayesian uncertainty calculations to

recover the literature values and uncertainties, which they do.

TABLE V. Fitted astrophysical S factors and uncertainties for
the analysis of existing data. S is the sum of Sg; and Sg,, with
uncertainties added in quadrature.

Sk1(300) 91+12keVb
SE2(300) 489+4.1keVb
S(300) 140+ 13 keV b

0.08 [

0.06 |

0.04
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0.02 [

O- ............ Livy 1990 A
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Sp2(300) (keV b)

0.035 |

T

0.03 |

o

o o

o O

D G
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e

o

9]
T

Probability density

0.01 |

T

0.005 |
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S£1(300) (keV b)

FIG. 6. SE2(300) (upper panel) and SE1(300) (lower panel) sam-
pled posterior distributions with statistical uncertainties. The curves
are Gaussians fit to the points. In the lower panel, the difference
of 3 keV b between the mode of the posterior and the mean of the
Gaussian is small compared to the 11 keV b standard deviation of
the Gaussian.

Other parameters that we excluded from szaram (indicated
by footnote ‘a’ in Tables I and III) are strongly constrained
by the experimental data, resulting, in some cases, in un-
certainties that are smaller than the literature results in [3].
Some of our uncertainties are strongly correlated, for example
ANC(0") and ANC(21), as shown in Fig. 7. These corre-
lations are entirely due to xg,,, as the terms in xg,., are
explicitly uncorrelated.

We also note that the S(300) distributions are also strongly
correlated with some of the R-matrix parameters. Sgy is most
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FIG.7. 1o (inner) and 2o (outer) contours for the E2 poste-
rior, projected into the ANC(0™) (horizontal) vs ANC(2") (vertical)
coordinates. The tilt indicates strong correlation between these
parameters.

strongly correlated with ANC(0") and ANC(2"), as shown
in Fig. 8. Sg; is most strongly correlated with ANC(17) and,
interestingly, I's, , as shown in Fig. 9.

V. SIMULATED OSEEA DATA

All of the proceeding comprises a state-of-the-art baseline
model for the existing CTAG data, to which we now add sim-
ulated OSEEA measurements. In [7,49], the authors develop
a model for the OSEEA cross section that extrapolates the
real-photon E'1 and E2 multipoles to off-shell combinations
of momentum and energy using a principle of “naturalness”
to model the next-to-leading-order momentum transfer depen-
dencies. They used these cross sections in a detailed Monte
Carlo to calculate event yields corresponding to a proposed
experiment, from which they inferred CTAG E1 and E2S
factors and statistical uncertainties. The proposed experiment
featured a 114 MeV electron beam of 40 mA (corresponding
to energy recovery linear accelerator CBETA [50]), passing
through an oxygen jet target of thickness 5 x 10'® atoms/cm?.
Electrons were scattered at an angle of 15° with an integrated
luminosity of 1.08 x 107 pb~!, representing 100 days of run-
ning, with S factors determined over a center-of-mass energy
range from 0.7 to 1.7 MeV in steps of 0.1 MeV.

For our Bayesian analysis, we require OSEEA data that
lie exactly on the reference R-matrix model developed in
the preceding sections, so that the new ‘evidence’ does not
change the parameter values that maximize the posterior. It
is also important that the OSEEA input model agrees with
our reference R-matrix model for consistency in calculating
the scattering cross sections from which the statistical un-
certainties are derived. The previous work used a different

35}

50

45¢

SE2(300) (keV b)

300 350 400 450
ANC(0") (fm™?)

35}

50t

457

SE2(300) (keV b)

120 125 130 135 1.40 1.45
ANC(2") (10° fm~1/?)

FIG. 8. 1o (inner) and 20 (outer) contours for the E2 poste-
rior, projected into the Sg,(300) versus ANC(0™1) coordinates (upper
panel), and the Sg»(300) versus ANC(21) coordinates (lower panel).
The tilt indicates strong correlation.

R-matrix model than here; we have therefore repeated the
OSEEA Monte Carlo simulation using E1 and E2 input data
from the reference R-matrix model fitted above. In order to
include planned capabilities of other energy recovery linear
accelerators (e.g., MESA [51] and ARIEL [52]), the beam
current for simulations in this paper was reduced to 10 mA
(integrated luminosity over 100 d of 2.7 x 10° pb~') and
detector acceptance was selected as defined in [53]. All other
aspects of the simulation remain the same, apart from ex-
tending the energy range up to 6.35 MeV. We divide the
results into two energy ranges: ‘Low’, for which Ejo, < 1.7
MeV, and ‘High’, for which Eyigp, > 1.7 MeV. The low range
corresponds to the energy range in [49].

To account for unmodeled additional sources of uncer-
tainty, we added an additional constant statistical uncertainty
in quadrature for each data point, and introduced a systematic
normalization uncertainty in the Bayesian analysis, as we
did for the existing data. We explored three values for these
additional uncertainties: 2%, 5%, and 10%, for a total of nine
combinations, representing optimistic to pessimistic outcomes
in performing such an experiment. While these values are
arbitrary, they serve as benchmarks to assess how easy or
difficult it will be for an experiment like this to significantly
improve our knowledge of the astrophysical S factors. The
simulated OSEEA experiment results with 10% additional
statistical uncertainty are plotted in Fig. 10.
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FIG. 10. Simulated OSEEA data combining statistical uncer-
tainty with 10% additional uncertainty in quadrature. E1 data are
plotted with red symbols; E2 with blue. The upper panel is for
E < 1.7 MeV, and the lower for E > 1.7 MeV.

TABLE VI. Sg,(300) uncertainties in keV b, calculated for ex-
isting data plus OSEEA data for different combinations of energy
range (low, high, both), additional statistical uncertainty (2, 5, or
10 percent), and normalization uncertainty (2, 5, or 10 percent).
These are to be compared with the results for existing data alone:
SE2(300) =489 £4.1keV b.

OSEEA energy range Normalization uncertainty

and extra uncertainty 2% 5% 10%
Low, 2% 2.2 2.7 3.1
Low, 5% 2.5 2.9 35
Low, 10% 2.8 32 3.6
High, 2% 1.9 2.2 2.3
High, 5% 2.8 2.9 3.0
High, 10% 33 32 34
Both, 2% 1.4 1.8 2.0
Both, 5% 2.0 2.3 2.5
Both, 10% 2.6 2.8 2.9

VI. BAYESIAN UPDATING WITH SIMULATED
OSEEA DATA

The new evidence from future OSEEA results is incor-
porated by adding an additional term into Eq. (8), which
becomes

2 2 2 2
Xiot = Xparam + Xdata + Xnew> (15)

in which

L

Ylnew _ Y'new, H 2
e (16)
A )/inew

x,%ew=2(

where the Y™ are the simulated OSEEA data, AY,"*Y are

their uncertainties, and ¥**' are the values for a given hy-
pothesis.

By construction, the MAP parameters are unchanged by
introducing x2,,, because this term vanishes when the hy-
pothesis is the previously fitted model. However, x2,, will
change the posterior for other hypotheses, and therefore will
affect the uncertainties calculated for the model parameters
and astrophysical S factors.

We have explored 27 different ‘new’ cases, formed by the
three OSEEA energy ranges (low, high, and both together) and
the nine different combinations of systematic and additional
statistical uncertainties, to compare different experiment con-
figurations and outcomes. For each test case, we use the same
procedure of importance sampling with a MVND function
that is fit to preliminary MCMC analysis of the posterior to
calculate the variances of the model parameters and astro-
physical S factors. As before, we used 2 x 10 samples with
a scaling factor of 1.2 for the MVND widths. The resulting
parameter distribution functions are again close to Gaussian
in shape, although narrower in some cases than obtained for
the existing data alone. The uncertainties calculated for the S
factors are tabulated in Tables VI and VII; statistical uncer-
tainties in these results are less than 0.1 keV b.
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TABLE VII. Sg(300) uncertainties in keV b, calculated for ex-
isting data plus OSEEA data for different combinations of energy
range (low, high, both), additional statistical uncertainty (2, 5, or
10 percent), and normalization uncertainty (2, 5, or 10 percent).
These are to be compared with the results for existing data alone:
SEg1(300) =91.4 £ 11.7keV b.

OSEEA energy range Normalization uncertainty

and extra uncertainty 2% 5% 10%
Low, 2% 7.8 8.6 9.0
Low, 5% 8.3 9.3 9.9
Low, 10% 9.1 9.7 10.5
High, 2% 55 5.6 5.6
High, 5% 7.7 7.8 7.7
High, 10% 9.2 9.2 9.2
Both, 2% 3.6 3.9 4.0
Both, 5% 52 5.5 5.5
Both, 10% 6.9 7.1 7.2

VII. RESULTS AND SUMMARY

It is interesting to see how much the § factor uncertainties
change when the OSEEA data are combined with the existing
CTAG data. The additional data can only reduce the S factor
uncertainties, but the improvement depends on the size of
the statistical and systematic uncertainty in the new data. We
can see that in general, as either the statistical or systematic
uncertainty in the OSEEA data is decreased, the combined
uncertainty in the S factors also decreases. However, there are
some striking trends. In most cases, the combined S factor
uncertainty using the high energy range data is as good or
better than with the low energy range data; this holds for
both S£1(300) and Sg2(300). Also, for 10% normalization

uncertainty in the OSEEA data (a typical value for most of
the existing data), the improvement in S factor uncertainty for
the low energy range is small in all cases.

These results demonstrate that to achieve significant im-
provement in S factor uncertainties from measurements in the
low energy range alone will require extraordinary control of
both statistical and systematic uncertainties. This, of course,
is already well known from the long history of experimental
work seeking to extend measurements to ever lower energies.
However, these results also show that significant progress
can be made with measurements in the high energy range
with much less stringent requirements on the experimental
uncertainties. Moreover, experiments at higher energies are
easier to perform because of the larger cross sections. This
suggests that new experiments should not overlook making
measurements at higher energies. For example, we find that
the proposed OSEEA experiment over the full energy range
could cut the uncertainty in half when combined with the
existing data, assuming 10% systematic uncertainty and an
additional 2% increase in statistical uncertainty. These results
may give guidance in designing new experiments to study the
CTAG reaction at stellar energies, and we look forward to
new data that will improve our understanding of this important
astrophysical reaction.
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