2308.06872v1 [math.AP] 14 Aug 2023

arxiv

DISCONTINUOUS EIKONAL EQUATIONS
IN METRIC MEASURE SPACES

QING LIU, NAGESWARI SHANMUGALINGAM, AND XIAODAN ZHOU

ABSTRACT. In this paper, we study the eikonal equation in metric measure spaces,
where the inhomogeneous term is allowed to be discontinuous, unbounded and merely
p-integrable in the domain with a finite p. For continuous eikonal equations, it is known
that the notion of Monge solutions is equivalent to the standard definition of viscosity
solutions. Generalizing the notion of Monge solutions in our setting, we establish unique-
ness and existence results for the associated Dirichlet boundary problem. The key in our
approach is to adopt a new metric, based on the optimal control interpretation, which
integrates the discontinuous term and converts the eikonal equation to a standard con-
tinuous form. We also discuss the Holder continuity of the unique solution with respect
to the original metric under regularity assumptions on the space and the inhomogeneous
term.

1. INTRODUCTION

1.1. Background and motivation. In this paper we study the eikonal equation in a
metric measure space (X, d, u) with a possibly discontinuous inhomogenous term, where
1 is assumed to be a nonnegative, locally finite Borel measure. We assume that X is a
complete length space and 2 C X is a bounded domain. We consider

|Vul|(z) = f(z) € (1.1)
with the Dirichlet boundary condition
u=g¢g on 0Q, (1.2)

where f is a given positive Borel measurable function in € and g is a given bounded
function on 9. Further assumptions on f and g will be introduced later.

Well-posedness of the eikonal equation and more general Hamilton-Jacobi equations is
a classical topic. The theory of viscosity solutions provides a successful tool to solve such
fully nonlinear PDEs in the Euclidean space. It is well known that when 2 C R™ and
f € C(Q) satisfies the lower bound condition

a:=inf f >0, (1.3)

there exists a unique viscosity solution u € C(€) of with Dirichlet data under
appropriate regularity condition on g. The uniqueness result is obtained by establishing
a comparison principle while the existence of solutions can be proved via several different
approaches including Perron’s method and a control-based formula.
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Let us give more details on the connection with the optimal control theory, as it largely
motivates our exploration and plays a central role in this work. It is widely known [40) 6]
that, under appropriate conditions on f and g, the unique viscosity solution u of
with the Dirichlet boundary condition in the Euclidean space can be expressed by

u(z) = inf {g(y) + / fds: «isacurve in Q joining z € Q and y € 89} . (1.4)
g

This formula represents the so-called value function of an optimal control problem, where
one tries to move a point from 2 € Q toward the boundary and minimize the total payoff
comprising a running cost f integrated along the trajectory and a terminal cost g at the
first hit on the boundary. See [38|,131] and references therein for more recent developments
on representation formulas for general Hamilton-Jacobi equations.

The representation formula not only provides a clear understanding of the solution and
promotes various control-related practical applications, but also suggests possible general-
ization of the theory for a possibly discontinuous function f. In fact, much progress has
been made in this direction in the Euclidean space. The study on discontinuous Hamilton-
Jacobi equations in the Euclidean space was initiated in the work [36] and later found ap-
plications in geometric optics with different layers, image processing, shape from shading,
etc. Further development in different contexts to treat discontinuous Hamiltonians includ-
ing the time-dependent case can be found in 55} 47, 48], 153} [12], (111 [19} 18} [13], 154} 17 127, [28].
The aforementioned papers in the Euclidean case, reduced to our eikonal problem, seem to
need at least local essential boundedness of f for their well-posedness results except for the
papers [55, 153, [54]. In these three papers, the results regarding uniqueness and existence
results rely on regularity conditions on the discontinuity set of f or certain controllability
assumptions for the optimal control formulation. Such conditions can hardly be extended
further to our relaxed geometric setting due to the lack of smooth structure in general
metric spaces.

In the present paper we aim to study in a direct manner the eikonal equation with
potentially wilder discontinuity than those considered in [55, 153} [54]. We drop the local
boundedness of the inhomogeneous data f and allow it to be as discontinuous as a function
in LP(Q). It is worth adding that an important tool called LP viscosity solution theory
has been developed for second order uniformly elliptic equations with measurable data in
[10L 18], but it does not seem to apply to the first order case. For the Dirichlet problem
, our primary observation is that the formula actually requires nothing more
than the path integrability of f along a curve connecting x to the boundary, which is a
much weaker assumption than the continuity or even boundedness of f. Let us present a
simple one-dimensional example to clarify this point.

Let 2 = (—1,1) C R and set f:  — R such that
1

\/ﬁ)

The value f(0) can be chosen to be any positive real number in order to meet the require-
ment . Such type of singular eikonal equations finds applications in lens design for
wireless communication systems [16]. It is clear that f € LP(£2) with p € [1,2). Therefore
the formula in still makes sense for given boundary data g at +1. For instance, setting
g(£1) = 0, we see that the formula immediately yields

w(x) =2(1 —/|z]) for z e [-1,1]. (1.6)

flx) = x € [—-1,1]\ {0}. (1.5)
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It seems to be the correct solution of , for it satisfies the standard definition of
viscosity solutions if we consider f(0) = co. Also, one can verify the validity of approxima-
tion via truncation of the running cost. Indeed, taking fp; = min{f, M} for M > 0 large,
we can obtain a unique viscosity solution for the truncated problem with the bounded
function fj;. By direct calculations, we easily see that the approximate solution con-
verges uniformly to u in [—1, 1]. Moreover, although in general we cannot expect Lipschitz
regularity of solutions due to the loss of boundness of f, the example shows that the solu-
tion enjoys Holder regularity that depends on the integrability of f. This can be viewed
as a natural consequence corresponding to the Morrey-Sobolev inequality, as the eikonal
equation suggests u € WHP(Q) at least formally.

To the best of our knowledge, the well-posedness and regularity issue for this type of
discontinuous eikonal equations have not been carefully examined even in the Fuclidean
case. We are therefore motivated to tackle these problems in a general way that permits
applications to a broad class of metric measure spaces with length structure. We develop
the notion of Monge solutions used in [47, 8, 43] and show uniqueness and existence of
solutions in this general setting. We also establish Holder regularity of the solution under
certain regularity assumptions on f and X. More details about our results will be given
momentarily.

First-order Hamilton-Jacobi equations in metric spaces have recently attracted great
attention for applications in optimal transport |5 57|, mean field games [14], topological
networks [49, 135, [1} 133, 134] etc. Concerning the equations that depend on the gradient
in terms of its norm, we refer to [4} 129} 26| [45] for several different notions of viscosity
solutions as well as the associated uniqueness and existence results. In our previous paper
[43], we proved the equivalence of these solutions and introduce another alternative notion,
extending the approach of Monge solutions proposed in [47] to the eikonal equation in
complete length spaces; see also an application of this Monge-type notion to the study of
the first eigenvalue problem for the infinity Laplacian in metric spaces [41]. Our current
work further develops the notion of Monge solutions so that viscosity solution theory will
be available to handle a class of nonlinear equations in general metric measure spaces with
data having a wider range of discontinuities.

Our work is new even from the point of view of pure analysis. There has been great
progress on various aspects of first order analysis on metric measure spaces, including first
order Sobolev spaces and their relation to variational problems and partial differential
equations. One central notion that generalizes the norm of the gradient of a Sobolev
function in Euclidean spaces is the so-called upper gradient. We refer the reader to [30]
for a survey of the Sobolev spaces theory built upon this notion. From this point of view,
the Dirichlet problem with boundary data can be interpreted as an extension
problem for a function u to Q with boundary value ¢ assigned on 92 and the upper gradient
f prescribed in 2. In general, many possible choices can be expected, among which the
viscosity solution constructed by the formula is usually considered to be the most
“physical”. This perspective can also be found in the work [15]. There is certainly no need
to restrict the prescribed gradient to a continuous or bounded function class. We are thus
inspired to address the extension problem for f € LP(£2) and investigate properties of the
extended function wu.

1.2. General results on existence and uniqueness of solutions. Our presentation
can be divided into two parts. The first part, consisting of Sections is a general PDE
theory with only the length structure and curve-wise integrals of f involved. In our main
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well-posedness results, we impose certain key conditions on the closure of the domain Q
and the inhomogeneous term f. In the second part, adding a measure structure to the
space, we provide more specific sufficient conditions for those assumptions on €2 and f.

One of the crucial steps in the first part is to find an appropriate notion of viscosity
solutions in this setting that agrees with the representation formula (1.4]) and justifies a
comparison principle for us to prove the uniqueness. As mentioned above, we adopt the
notion of Monge solutions, which in the case of a continuous f, requires

IV~ u|(z) = f(z) forall z €Q, (1.7)
where, for a locally Lipschitz function w, the subslope |V~ u| is defined by

|V~ u|(z) = limsup max{u(z) — u(y), 0}.
d(z,y)—0 d(z,y)

In the Euclidean space, this definition is known to be equivalent to the usual viscosity
solutions [47]. One of its advantages is that it avoids using smooth test functions, whose
lack of availability is indeed a key difficulty in the study of Hamilton-Jacobi equations in
general metric spaces.

When f is of class LP(Q2), the definition in may not apply directly. For example,
if one changes the value of f(0) to be finite in the aforementioned example, then the
expected solution does not satisfy definition at 0. We thus need to somehow
exploit collective information of f rather than its pointwise value. Also, we always assume
that the lower bound condition holds for f in order to obtain uniqueness. Heuristically
speaking, since f is uniformly positive in §2, we can rewrite the equation as

Vul@) _ 4, q
f(x)
and adopt a new pointwise slope by incorporating the value of f(x) into the metric. This
approach enables us to study the eikonal equation as if the right hand side is a constant.
Such connection can be rigorously realized by introducing the following new metric, which
is also called optical length function in |47, 8] etc.,

Ly(x,y) := inf {/ fds: ye Ff(as,y)} for any =,y € , (1.8)
gl

where I'¢(z, y) denotes the collection of all curves v connecting « and y in Q on which the
path integral is finite, namely,

Li(z,y) = {'y 10,4 = Q: /fds < o0, Y(0) = x,v(¢) =y and |7/|(s) =1 for a.e. s} .

We say that the curves v in I'y(z,y) are admissible with respect to f. We shall assume
throughout Sections that
L(z,y) #0 foralz,ye (1.9)

so that the formula in 1 is well defined for any = € Q. In Section [5, we discuss some
sufficient assumptions on 2 implying ((1.9).

Adopting the subslope with respect to this newly defined metric Ly, defined by

|V;ul(z) == limsup max{u(z) = uly), 0} for x € Q, (1.10)

Ly(x,y)—0 Lf(xvy)
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one can simply define the Monge solution of (|I.1]) in Deﬁnitionby asking that u satisfies
IViul(z) =1 forallz e (1.11)

The same idea of changing metrics was also outlined in [9] in connection with metric
geometry and in |56] for applications in homogenization.

This new definition of Monge solutions is consistent with the well-studied case where f
is continuous. In fact, if f is continuous at xg € €2, then
Ly(x,x9)
d(l‘, $0)

It is then easily seen that [V ul(zo) =1 and [V u|(z0) = f(z0) are equivalent.

— f(xg) asd(z,x9) = 0. (1.12)

Switching the metric from d to L; enables us to reduce the possibly discontinuous
inhomogeneous data in to the continuous standard form . As a consequence,
most of our arguments in [43| can be applied to establish the comparison principle and
prove existence of solutions of , under the compatibility condition

g(x) < L¢(z,y) +g(y) forall z,y € 0. (1.13)

However, a major challenge concerning the topological change of the space appears in
the proof of comparison principle. Note that the metrics Ly and d are not topologically
equivalent in general, especially when f is unbounded. One can find examples where
d(z,y) — 0 fails to imply Ls(z,y) — 0; see Example For most of our analysis, we
impose the following key compatibility condition

sup{L¢(z,y) : 2,y € Q, d(z,y) <r} >0 asr—0, (1.14)

which ensures that the topology induced by Ly is in agreement with the metric topology
inherited from (X, d), and enables us to obtain not only the uniqueness but also the uniform
continuity of Monge solutions.

In general, if fails to hold, then, because of the change in the metric, the domain
that is bounded in d may become unbounded in L¢. The notions of interior and boundary
points of 2 may also change accordingly. However, it is still possible to show uniqueness
and existence of Monge solutions if we have boundedness of Q with respect to L 1 as well

as a weaker version of (|1.14) as below:
sup{Ls(z,y) : 2,y € A\ Qy, d(z,y) <r} >0 asr—0, (1.15)

where Q, = {z € Q : d(x,002) > r}. Here, we denote d(z,08) = infycpn d(z,y). In this
case, we can get a unique Monge solution that is Lipschitz continuous in Ly but possibly
discontinuous in d; see Example for a concrete example. Note that the completeness
of Q0 is preserved under our metric change (Lemma , which enables us to establish a
comparison principle based on Ekeland’s variational principle.

Our main result can be summarized as follows. Its proof is given in Section

Theorem 1.1 (Existence and uniqueness of solutions). Let (X,d) be a complete length
space and 2 C X be a bounded domain. Assume that (1.3) and (1.9) hold. Let Ly be given
by (1.8]), and g : 90 — R be bounded. Consider the function u defined by

u(zw) := yienan{Lf(x, v +9(y)}, ze€q. (1.16)

Then the following results hold.

i) w is Lipschitz in 0 with respect to Ly and is a Monge solution of (1.1)).
f
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(ii) If g further satisfies the compatibility condition (1.13), (Q,Ly) is bounded, and
(1.15) holds, then u is the unique Monge solution of the Dirichlet problem (1.1)), (1.2)
with (1.2]) interpreted as

sup{|u(z) — g(y)| : x € Q, y € 9Q, d(z,y) <5} -0 asd — 0. (1.17)

(i) If g satisfies (1.13), and (1.14) holds, then wu is the unique Monge solution, uni-

formly continuous with respect to d, of the Dirichlet problem (1.1)), (1.2) with (|1.2))
interpreted as (|1.17).

The interpretation is automatically guaranteed by if (Q, L ) is assumed to be
compact. Our comparison results with and without compactness of (€2, L ) are presented
in Section [3.2l We also include a discussion in Section [4.2] about the case when the
compatibility condition on ¢ fails to hold. In the Euclidean space, this corresponds
to loss of Dirichlet boundary data, and one needs to relax the boundary condition in the
viscosity sense; see for example |51, 52| 137] for the well-posedness results under certain
regularity conditions on 9€2. Thanks to the general setting considered in this present
paper, we treat this problem in a more direct way. If the boundary data g on a part of 92
is lost, we take the remaining piece, denoted by ¥, as the real boundary and regard Q\ 2y
as the interior of the domain. In fact, the formula (1.4) does yield the Monge solution
property of u in Q\ ¥,. Such flexibility in changing the notion of boundary and interior
points leads us to uniqueness and existence of solutions to the reduced Dirichlet problem.

1.3. Regularity of solutions and further discussions. The second half of our presen-
tation is devoted to understanding more deeply the key assumptions and in
Theorem We study this regularity problem in the setting of a general metric measure
space (X, d, ) with the measure p assumed to be doubling. We recall that a locally finite
Borel measure p is doubling if there exists Cy > 1 such that pu(Bay(z)) < Cqu(By(z)) for
all » > 0, where B,(z) denotes the open metric ball centered at x € X with radius r > 0,
ie.,
By(z) :={ye X : d(z,y) <r}.

We also call @ = logy, Cy the homogeneous dimension of the doubling metric measure
space. It is not difficult to see that by the doubling property of u, we have, for any metric
balls B,(z) C Br(x) C X,

wB@)) C<3>Q. (1.18)

p(Br(z)) R

We prove the property (1.14) and Holder regularity with respect to the metric d of the

solution u defined by (|1.16) under either of the following two assumptions.

(A1) Q satisfies a p-Poincaré inequality for some finite p > max{1,Q} and f € LP(Q),
where @ > 0 is the homogeneous dimension from above.
(A2) () satisfies an oo-Poincaré inequality and f € L*(£).

Theorem 1.2 (Regularity of solutions). Let (Q,d, i) be a complete bounded metric measure
space with p a doubling measure. Let g : 02 — R be bounded and u be the Monge solution
defined by (1.16). If Q and f satisfy (A1), then u is (1 — %)-H&lder continuous in Q0 with

respect to the metric d. If Q and f satisfy (A2), then u is Lipschtiz continuous in Q with
respect to the metric d.

Here, the p-Poincaré inequality is a condition that indicates the richness of curves of a
space; see Section E for a more precise description and [30] for more detailed introduction.
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In our assumptions, a balance is taken between the regularity of the space © and the
function f. In order to consider merely p-integrable f with a finite p, we assume p-Poincaré
inequality in (A1), which is stronger than the co-Poincaré inequality in (A2),

Our results in Theorem resemble the Morrey-Sobolev embedding theorem. In the
proof, we apply a geometric characterization of the Poincaré inequality provided by [21] for
both cases of (A1) and (A2) with adaptations for our eikonal equation. We can also show
that u is in the Sobolev class N1?(Q) under the conditions of Theorem While (A1)
and (A2) seem close to optimal for us to obtain (1.14), both of them are actually too strong
to directly show , which is far weaker than and simply requires the existence
of one curve on which f is integrable. We construct an example in R?, showing that
can be obtained even for some f ¢ L?(Q); see Example It would be interesting to find
more general sufficient conditions for .

It is worth remarking that the LP class in our study is only used to describe the ex-
tent of discontinuity of f and cannot be understood as the usual p-integrable function
space. Since the Monge solution obtained by substantially depends on path integrals
of f, changing, especially decreasing, the value of f even on a null set will drastically
affect the solution. In other words, our Monge solution strongly depends on the choice of

representatives of the equivalence class for f € LP((2).

Section [6]is devoted to discussions on how to alleviate the instability of solutions with
respect to f increasing on null sets. Our method generalizes the approach in [12] [8]. In-
stead of taking the solution for LP function f, we generate a class of solutions for different
representatives from its equivalence class under the assumption (A1) or (A2). More pre-
cisely, for any null set N C Q, we can find a Monge solution of with f replaced
by fn = f 4+ ocoxn, where xn denotes the characteristic function of N. This change in f
amounts to restricting f to be integrable only on curves transversal to N. Here, a curve is
said to be transversal to N if H!(y~1(NV)) = 0, where H! stands for the one-dimensional
Hausdorff measure. By substituting I'¢(x,y) for each pair of points z,y € Q with the class
of transversal curves

F}V(x,y):{’y:[O,é]—)Q : /fds<oo, v(0) =z,v(¢) =y and

(1.19)
1v|(s) =1 for a.e. s, with H'(y (V) = 0}
and taking the associated optical length function
Ljev(a:,y):inf{/fds : ’YGP‘;‘V(CC,y)}, (1.20)
gl

we can obtain the same existence and uniqueness results for any given null set V.

We are particularly interested in the maximal solution over all null sets IV, as it corre-
sponds to the choice of the largest function in the equivalence class of f and represents the
strongest possible instability. It can be defined by

i(x) = inf {Ly(z,y) +9(v)}, =€, (1.21)
yeoN)
where L ¢ is the maximal optical length function over all N, that is,

Li(x,y) = sup Lﬁcv(as,y) = sup inf {/fds ty € Fﬁcv(x,y)} (1.22)
p(N)=0 R(N)=0 v
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We proved in Proposition and Remark that @ is the maximal weak solution of
(1.1)), (1.2) under (A2) together with appropriate assumptions on Q and boundary data
g as well as almost everywhere continuity of f. Here, the notion of weak solutions is
a generalization of the Euclidean counterpart, requiring @ to satisfy |Va| = f almost
everywhere in €, where |V#| denotes the slope of u, i.e., for z € Q,

|Va|(x) := limsup M
d(z,y)—0 d(.%', y)
This result extends the discussion about the well-known maximal weak solution character-
ization of viscosity solutions in the Euclidean space [47, 8] to the setting of metric measure
spaces and possibly unbounded discontinuous inhomogeneous term f. It is however not
clear to us how to handle the case when f is not continuous almost everywhere. Another
important open question is under what assumptions can we can eliminate the instability,
i.e., uw = uin Q. Some discussions regarding this issue can be found in [53] for the Euclidean
space but the case for general metric spaces seems more difficult.

Let us conclude the introduction by mentioning that in this work we choose not to pur-
sue more general Hamilton-Jacobi equations. One can easily generalize our method if a
control-based formula is available and a new metric incorporating the discontinuity of the
Hamiltonian can be found. Even for the eikonal equation itself, our general setup actually
implicitly allows more general dependence of the Hamiltonian on the space variable. Typ-
ical examples of X include the sub-Riemannian manifolds. For instance, when (X, d) is
taken to be the first Heisenberg group with the Carnot-Carathéodory metric, the eikonal
equation (|1.1)) can be written in the Euclidean coordinates as

\/(Um - %uz)z + (uy + guz>2 = f(z,y,2) for (z,y,2) € R>.

We refer to |7, 12, 13] etc. for discussions on the eikonal equation with f = 1 in the sub-
Riemannian setting.
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2. OPTICAL LENGTH FUNCTION

The notion of optical length dates back to the paper of Houstoun [32], see also |50, (3)]
in the context of the behavior of light rays in general relativity. Briani and Davini [8] use
this notion to define the Monge solution for discontinuous Hamiltonians in the Euclidean
space. See recent developments of this approach on Carnot groups in [25]. In the context
of metric measure spaces, the notion of optical length is constructed in [15], but there the
terminology of optical length was not used. Other applications can be found in [30 [39].

We define the optical length function Ly : QO xQ — R asin (1.8). Hereafter, we
sometimes adopt the notation I¢(y) := f7 f ds for a rectifiable curve «. Under our standing

assumption ([1.9)), it is not difficult to see that L satisfies all the axioms of a metric on Q.
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Lemma 2.1 (Metric properties of optical length). Let (X,d) be a complete length space
and @ C X be a bounded domain. Assume that f satisfies (1.3)). Let Ly be the optical
K

length function defined by (L.8)). Assume in addition that holds. Then Ly satisfies
the following:

1) Le(z,y) >0 for all z,y € Q, and L¢(x,y) = 0 holds if and only if x = y;
f f

(2) Ly(z,y) = L(y, x) for all z,y € Q;

(3) Lg(w,y) < Lg(w,2) + Ly, 2) for all z,y,z € Q.

Moreover,
Ly(xz,y) > ad(xz,y) forall xz,y € Q. (2.1)

Proof. By , it is clear that Ly > 0 in Q x Q and in addition, L¢(z,y) = 0 if and
only if x = y. Moreover, the definition immediately implies (2.1). This completes
the proof of (1). The statement (2) is obvious. We finally prove (3), which is also quite
straightforward. For any € > 0, there exist v € I'¢(x, 2) and 72 € I'f(2,y) such that

Li(z,z) > Ir(m) —e, Lys(z,y) > If(ye) — e

By connecting the curve v; and 72 to build a curve joining x and y, we can easily see that

Li(@,y) < Ip(n) + Ip(v2) < Lyp(x,2) + Lp(z,y) + 2¢.
We conclude the proof by sending € — 0. g

Remark 2.2. Under the assumption (1.9), using the metric Ly, we can introduce a new
notion of length of curves in Q. For any curve « : [a,b] — €, define

k—1
Gy = sup Y Lp(y(t), ().

a=to<t1<---<tp=b =0

We note that when f = 1in Q, L ¢ defines the intrinsic metric and Q equipped with this
metric is a length space. For a general function f one can still verify that € is a length
space with metric L; and the length of curves in this metric is given by £ defined above.

As an immediate consequence of , the closure/boundary of €2 with respect to Ly
is contained in the closure/boundary with respect to d. We can obtain the bi-Lipschitz
equivalence between d and Ly if a reverse version of holds. It is the case when f
is uniformly bounded. However we cannot expect the bi-Lipschitz equivalence when f is
unbounded. A simple example is as follows.

Ezxample 2.3. Let X = R with d the Euclidean metric and p the one-dimensional Lebesgue
measure. Let Q@ = (—1,1) and f be the function given by (1.5). In this case, we have

Ly(,0) = /Oxf(s) ds = 2/[a]

for all z € (—1,1) and therefore

L 0 2
7(2.0) _ — 00 asxz — 0.

d(z,0) /2]
Note however that (—1,1) is bounded with respect to the metric L, and the topology gen-
erated by Ly agrees with the Euclidean topology on (—1,1); moreover, [—1, 1] is complete
and compact in both metrics.
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One can further consider the case when Ly is unbounded in Q; in fact, in Example
replacing f with the following function

f(x) = |i| e (—1,1)\ {0},

we see that L(0,2) = oo for any x € (—1,1)\ {0}. Observe that this choice of f does not
belong to LP((—1,1)) for any p > 1. Since such situation is not our focus in this work, we
do not pursue this direction here and leave it for future discussions.

Even if Ly is bounded in Q xQ, due to the unboundedness of f in general it may happen
that Ly(x,y) /4 0 as d(x,y) — 0. An example on metric graphs is as follows.

Ezample 2.4. In R?, let e be the closed line segment between points (0,0) and (1,0), and
e; be the line segments connecting P; = (1/4,0) and Q; = (1/4,1/j) for j =1,2,... We
take X = Q = UJ':O,L“. ej with d being the intrinsic metric of this graph. See Figure

Q
Q

> e,

Q3

Q4 e
€3
€4
o 50

PPy P, P

FIGURE 1. Example

It is not difficult to see that (X,d) is a complete geodesics space. For z € X with
coordinates (z1,x2) in R?, let

1/1’1 if o > 0;

f(@1,22) = {1

Denoting O = (0,0), by direct calculations, for any j > 2 we have

1 1
7 7 1
Lf(o,Qj)zj/J ds+/’ ds =1+ ~.
0 0 J
Here we choose the optimal integration path from @Q; to P; and then to O.) We thus
J J

observe that as j — oo, d(O,Q;) — 0 but L;(0,Q;) — 1.

if To = 0.

Lemma 2.5 (Completeness). Let (X, d) be a complete length space and Q C X be an open
set. Assume that f satisfies (1.3). Let Ly be the optical length function defined by (1.8)).
Then (Q, Ly) is complete.

Proof. Suppose that x; € Q is a Cauchy sequence with respect to the metric L 7. Thanks
to in Lemma we see that {z;} is also a Cauchy sequence with respect to the
metric d. Since  is a closed set in the complete space X, there exists zg € Q such that
d(zj,z9) = 0 as j — oo.

By definition of Cauchy sequences, for any € > 0, we can take x;, such that Lg(x;,x;) <
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/2 for all i > j;. Similarly, we can choose x;, with ja > ji satisfying L¢(xj,,x;) < /4 for
alli > jo. We repeat this process to obtain a sequence xj, such that L (z;j,, 7, ,) < 27 ke,
By definition of Lz, we can find curves 7 in Q joining zj, and z;, +1 such that

/ fds <27 %¢.
Vi

Concatenating these curves in order, we build a curve « connecting x;, to xo satisfying

/fdsﬁZZ_k»s:s,
¥

k>1

which yields L¢(x;,,20) < e. In view of the arbitrariness of ¢ > 0, we have actually proved
the convergence of z; to x¢ in the metric Ly. O

We cannot guarantee the compactness of (Q, L ) without imposing further assumptions.
Indeed, in Example we see that the sequence {Q;};>2 is bounded but without a con-
vergent subsequence in (€2, Ly); indeed, for each j # k we have that L;(Q,,Qx) > 2. It
follows that (€2, Lf) is not compact.

3. MONGE SOLUTIONS AND COMPARISON PRINCIPLE

3.1. Definition of Monge solutions. Let us now study the Dirichlet problem (|1.1), (1.2)).
We begin with the definition of Monge solutions to ([1.1).

Definition 3.1 (Monge solutions). We say that a locally bounded function u : @ — R is
a Monge solution (resp. subsolution, supersolution) to ([L.1)) in € if for every zy € Q,
lim sup 7u(xo) — ulz)

=1 (resp., <,>). (3.1)
Lf(x,xo)ﬁo Lf(‘r()?x)

We stress that the topology in the local boundedness of v and limsup in the definition
above is taken with respect to the metric L. Since L¢(x,x0) — 0 implies d(x,z0) — 0 by

(2.1)), we see that

u(o) — u(z)

lim sup =1 for every zp € (3.2)
Lf(I,Io)%O Lf (3:07 IL’)
implies
lim sup ulzo) = ulz) >1 for every zg € Q. (3.3)

d(z,z0)—0 Lf(x()?x)
In general, we cannot expect that the reverse inequality of (3.3) holds without further
assumptions like ((1.14).

We also emphasize that our definition does not require any continuity or semicontinuity
of w. This relaxation constitutes a difference from the standard definition of discontinuous
viscosity solutions. Recall that when defining a (possibly discontinuous) subsolution u, we
usually assume u € USC(Q) (and u € LSC(Q) for the symmetric supersolution definition).
Here, USC(Q2) and LSC(£2) denote the classes of upper and lower semicontinuous functions
in 2 respectively with respect to d. We do not adopt such restrictions here.

Remark 3.2. Our definition above is a direct generalization of the standard notion of
Monge solutions for f € C'(£2). Recall that X is assumed to be a length space. When f is
continuous at xg, we can show that holds and that Ly (x,20) — 0 as d(x,z) — 0.
Our generalized notion is consistent with the case for continuous f discussed in [43].
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Using the subslope defined in ((1.10), we can see in a straightforward manner that our
Monge solutions (resp., subsolutions, supersolutions) of ([1.1)) can simply be understood as
Monge solutions (resp., subsolutions, supersolutions) of

IViul =1 in Q. (3.4)

Proposition 3.3. Let (X, d) be a complete length space and 2 C X be a bounded domain.
Assume that hold. If u is a Monge subsolution of , then for any xo € Q and
any C > 1,

uw(x) —u(xg) > —CLys(x,x0)
for any x € Q sufficiently close to xo. In addition, if holds, then u is lower semi-

continuous i ).

On the other hand, Definition together with , does not guarantee the upper
semicontinuity of a Monge solution. However, for Monge solutions that arise from the
associated Dirichlet problem, we will later use its optimal control interpretation to show
the continuity of solutions.

Thanks to the metric change, one can essentially apply the results in [43] to in the
complete metric space (Q, L #) to show both uniqueness and existence of Monge solutions
of under appropriate assumptions on the boundary data g. The compatibility
condition we will impose on g, combined with , basically ensures that the

topology stays equivalent when converting the metric from d to Ly.

3.2. Comparison principle. Let us prove a comparison principle, where we assume the
semicontinuity of Monge sub- and supersolutions with respect to the metric L;. We say
that v : Q — R is upper (resp., lower) semicontinuous with respect to L t, denoted by
u € USCL(Q) (resp., u € LSCL(Q)), if for every fixed x € Q, we have

limsup  u(y) < u(x) resp., liminf  wu(y) > u(x) | .
L (z,y)—0, yeQ Ly(z,y)—0, yeQ

It is not difficult to see that u € USCL(Q) (resp., u € LSCL(Q)) if u € USC(Q) (resp.,

u € LSC(Q2)) with respect to d, since L¢(x,y) — 0 implies that d(z,y) — 0.

Theorem 3.4 (Comparison principle for Monge solutions). Let (X, d) be a complete length
space and Q@ C X be a bounded domain. Assume that f satisfies (1.3). Let u € USCL(Q2)

and v € LSCL(Q) be respectively a bounded Monge subsolution and a bounded Monge
supersolution of (1.1). If

%iné sup {u(z) —v(z) : 2 € Q, d(z,00) <45} <0, (3.5)
—
then u < v holds in .

Proof. Since u and v are bounded, we may assume that u,v > 0 by adding a positive
constant to them. It suffices to show that Au < v in Q for all A € (0,1). Assume by
contradiction that there exists A € (0,1) such that supg(Au —v) > 27 for some 7 > 0. By
(3.5), we may take § > 0 small such that

Mu(z) —v(z) <wu(x) —v(x) <7
for all x € Q\ Qs, where we denote Q, = {z € Q : d(z,0Q) > r} for r > 0. We choose
€ € (0,6c/2) small, where o > 0 is the lower bound of f as in (1.3), such that

sup(Au — v) > 27 + &2
Q
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and
e<1l—\ (3.6)

Thus there exists 2o € Q such that Mu(zg) —v(zg) > supg(Au—v) —e? > 27 and therefore
xg € §25.

In view of Lemma , we see that (Q,Ly) is complete. Since Au — v are bounded
from above and upper semicontinuous in  with respect to the metric L t, by Ekeland’s
variational principle (cf. [23| Theorem 1.1], [24, Theorem 1]), there exists z. € £ such that

Lf(xévxo) <§é, (3.7)
Au(ze) —v(xe) = Au(zo) — v(z0),
and
Au(z) —v(x) —eLly(xe, ) < Mu(xe) —v(z.) forall z € Q. (3.8)

Note that by (2.1), the relation (3.7) combined with the choice of € < dar/2 implies that
Te € B, /o (w0) C Q5/2. Then from (3.8)), it follows that

v(ze) —v(x) < Mu(xe) — Au(z) +eLy(ve,z) forallzeQ (3.9)
when e > 0 is small enough. Hence, by (2.1) we get
Alu(zz) — u(z))

. v(zs) — v(x) .
limsup ——— = < limsup + €.
Lf(x,xe)HO Lf(CCE,.T) Lf(a:,xa)g)ﬂ Lf(x87$)

By the Monge subsolution property of v and the Monge supersolution property of v, it
follows that 1 < A+ &, which is a contradiction to (3.6)). Hence, we obtain Au < v in Q for
all 0 < A < 1. Letting A — 1, we end up with v < v in 2. Our proof is thus complete. [

Remark 3.5. If in Theorem we further assume that (Q, L) is compact, then the proof
becomes simpler. Under this assumption, there is no need to use Ekeland’s variational
principle, since u — v is upper semicontinuous and hence attains a maximum at a point &
in the compact set . The condition can also be simplified; it is sufficient to assume
that u < v on 02, since it guarantees a positive maximum of Au —v in Q for 0 < A < 1 in
our proof above. We summarize this observation in the following theorem.

Theorem 3.6 (Comparison principle in a compact space). Let (X, d) be a complete length
space and 2 C X be a bounded domain. Assume that f satisfies (1.3) and that (2, Ly) is

compact. Letu € USCL(Q) and v € LSCL(Q) be respectively a bounded Monge subsolution
and a bounded Monge supersolution of (L.1). If u < v on 9, then u < v in Q.

We would also like to remark that the comparison results may be applied to the situation
with only partial boundary data (or the so-called boundary condition in the viscosity
sense). In general, even though g is prescribed on 92, a Monge solution may only fulfill
the condition on a subset of 9Q. We discuss such situation in detail in Section [4.2]

We concluding this section by remarking that the boundedness condition on u and v in
Theorem [3.4]is essential. In fact, without assuming the boundedness, we have the following
simple counterexample for uniqueness of Monge solutions.

Ezample 3.7. Let X be the unit circle in R?, centered at O = (0,0), that is,
X =S' = {(cos,sinf) : -7 < O < 7}
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Here (X,d) is a complete geodesic space with d its intrinsic length metric. Let Q =

X\ {(1,0)} and g(1,0) = 0. Take f: Q2 — R to be

1/m ifo<6<m,

f(COS@,SiIIQ) = { 1/(9+77) if —m<6<0.

See Figure

1

T =o4n

FIGURE 2. Example

Note that
0 if 0 <9<
u(cosf,sinf) = /™ 1 =v=m
log(m/m+6) if —m<0<0
is a Monge solution of (|1.1)), (1.2]), which can be derived from the formula ((1.16) in The-

orem Note that as (—m,0) 3 § — —n, we must have L¢((cos#,sinf),(—1,0)) — oo.
On the other hand, we observe that

0/n if0<0<m,

0,sinf) =
v(cos 6, sin 0) {_bgﬂﬂ+m if —m<6<0

is also a Monge solution that also satisfies . This example shows that in general
we may have multiple solutions, continuous but unbounded in (€2, L #). In this example,
once we equip X = Q with the metric L f, the topology on X changes so that () now is
homeomorphic to the Euclidean set (—oo,0) U (0, 1], with boundary {0}. In effect, € is no
longer connected with respect to the topology generated by the metric Ly, allowing us to
construct two distinct solutions.

4. EXISTENCE OF MONGE SOLUTIONS

In this section, we establish an optimal control interpretation of the Dirichlet boundary
condition for the problem and prove our main result, Theorem We also
discuss the case when the boundary compatibility condition fails to hold and turn
it into another Dirichlet problem of the same type but with reduced boundary data.

4.1. Optimal control formulation for the Dirichlet problem. Recall that the stand-
ing assumption (L.9) still holds. In other words, there exist curves in {) connecting any
x,y € Q such that Ly(z,y) < oo. It is a condition on €2 as well as the regularity of f.
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Lemma 4.1 (Lipschitz continuity in Ly). Let (X,d) be a complete length space, Q@ C X
be a bounded domain, f satisfy (1.3), and g : 9Q — R be bounded. Then the function u,

as defined by (1.16), satisfies
u(z) < u(y)+ Ly(z,y) for allz,y € Q. (4.1)
In particular, u is Lipschitz in Q with respect to Ly and hence locally bounded with respect

to the topology generated by Ly. Moreover, if (1.14) holds, then u is uniformly continuous
in Q with respect to d.

Proof. By Lemma (3), we have for any =,y € Q and z € 09,
u(z) < Ly(z,2) +9(2) < L(y, 2) + 9(2) + Ly (z,9).

Then taking infima over z € 92, we get (4.1). As an immediate consequence, the Lipschitz
continuity of u in €2 with respect to L holds. Also, we can obtain the uniform continuity

of u with respect to d if we additionally assume that (1.14) holds. O
Let us now prove our main result, Theorem

Proof of Theorem[1.1. We first show (i). By Lemma we see that u is Lipschitz with
respect to Ly and is a Monge subsolution; indeed, by (4.1)) we have that for any xg € €,
u(zo) —u(x) < Ly(xg,x) for all x € O (4.2)
and thus
lim sup 714(3:0) — u(@)
L¢(x,x0)—0 Lf(xﬂv [If)
On the other hand, in view of the definition of w from (1.16), for any ¢ > 0 and any
r € (0,d(xg,00)), there exist y € 9Q and vy € I'¢(xo,y) such that

u(zg) > / fds+g(y) —er (4.4)
gl

<1. (4.3)

Let x be a point on v with d(xg, x) = r and denote by =, the portion of v between zy and
x. Then by (1.16) again, we deduce that

u(zo) > [ fds+u(x) —ed(zo, x) > u(x) + Ly(xo, ) — ed(zo, ).
Y
It follows that

u(zo) —u(z) 1—e d(zo, )
Ly(xo,x) Ly(wo,x)’
which, by (1.3)), yields
lmsuyp “EO) WD) S E
Lf(CC,l‘o)-)O Lf(l'(), x) o

Due to the arbitrariness of € > 0 and xg € 2, we obtain the Monge supersolution property
of u. We have thus shown that u is a Monge solution of (1.1]) in the sense of Definition

Let us show (ii) and (iii). We prove (1.17) under the additional compatibility condition
(1.13) on the boundary value g. Indeed, fixing z € Q and y € 09 arbitrarily, by the
definition of w in ((1.16) we can see that

u(@) —g(y) < Ly(z,y) (4.5)
For any ¢ > 0 small, the definition of u also implies the existence of y5 € 02 such that

u(x) > Ly(x,ys5) + g(ys) — max{d, d(x,00)}. (4.6)
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Since the compatibility condition (1.13) yields

9(W) < 9(ys) + Ly(y, ys),
applying Lemma we deduce from (4.6]) that
U(ZL‘) - g(y) > Lf(x? y5) - Lf(ya y5) - d(.%', 89) > —Lf($, y) - max{d, d(x> 89)}
Combining (4.5)) with the above inequality we obtain
lu(z) — g(y)| < L¢(z,y) + max{é, d(z,0Q)} (4.7)

for all z € Q2 and y € 0f). Therefore,

sup{|u(z) —g(y)| : # € Q, y € 09, d(z,y) <} (4.8)

< sup{Ly(x,y) : 2,y € D\ Q5, d(x,y) < 8} + 0. ‘

By the additional assumption ([1.15), we obtain ((1.17) by passing to the limit of (4.8) as
6 — 0. In particular, we have u = ¢g on 9f2. The uniqueness of solutions follow from

the comparison principle, Theorem Suppose that there is another such solution v
satisfying (1.17). For any z € Q with d(z,0Q) < §, we can find y € 09 such that
d(xz,y) <20 and

sup {u(z) —v(z) : 2 € Q, d(z,00) <4}
< sup{|u(@) — g(y)| + v(z) — g(y)| : @ € Ay € 0Q, d(z,y) < 20}.

By (1.17), this yields (3.5). Using Theorem [3.4, we end up with v = v in €, which
completes the proof of (ii).

The statement (iii) can be immediately proved, since (|1.14) implies (1.15). We obtain
the uniform continuity of u with respect to d by (1.14) and Lemma O

Remark 4.2. Following Theorem 3.6} we see that if (X, L) is complete and locally compact,
then the function u obtained by (1.16) is the unique Monge solution of (|1.1))(|1.2)) provided

that ((1.13) holds. We do not need to adopt interpretation ([1.17) for (1.2).

Following Example we now give an explicit example of unique Monge solution of
the Dirichlet problem in one dimension with LP inhomogeneous term.

Ezample 4.3. Let (X,d), Q and f be given as in Example We recall that f € LP(Q)
with p € [1,2). Setting g(+1) = 0, by Theorem 1.1{iii) we can show that the unique Monge
solution of the Dirichlet problem is as in ({1.6]).

The statement (i) in Theorem is a very general existence result for Monge solutions.
It allows us to have a discontinuous (with respect to d) Monge solution of even when
fails to hold. In this case, under the assumptions of (ii), we have unique existence
of a solution that is Lipschitz with respect to Ly but possibly discontinuous in the metric
d. Below we give a typical example illustrating such behavior based on Example

Ezample 4.4. Let (X,d) and f be given as in Example Let Q@ = X\ {Q1}; in other
words, we set Q2 = {Q1}. Also, we take g = 0 at 1. We have shown in Example that
X = Q) is complete with respect to the metric L 7. Applying Theorem (ii), we obtain a
unique Monge solution u of satisfying . In particular, by we have
uw(0) = 2, u(Q;) =3 —1/j for all j > 2. This clearly shows that u is not continuous at
O with respect to the metric d. However, u is Lipschitz continuous with respect to the
metric Ly.
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Let us present an additional property of the Monge solution u, which is a direct gener-
alization of [43, Proposition 4.15].

Proposition 4.5 (Additional regularity). Let (X, d) be a complete length space and Q C X
be a bounded domain. Assume that f satisfies (1.3), (1.9) and that g satisfies (1.13) and

(1.15) holds. Then any u that satisfies (1.17) is the unique Monge solution of (1.1) if and
only if
Viul =1 and |iju| <|Viul inQ. (4.9)

Here, for any locally bounded function u: Q) — R and x € ), we set
|V ul|(x) = limsup [uly) = ulz)| u($)|’
Ly (z,y)—0 Lf(.fl?, y)

Vil (2) = Timsup XteW) = ul@), 0}
f Lf (x:y)*)() Lf z, y)

(4.10)

Proof. The implication < is obvious, as also implies \V;u\ =1 1in Q. It suffices to
prove =. The unique Monge solution u can be expressed by . By Lemma it
satisfies (4.2)). It follows that for every fixed zo € €2, we have u(z) < u(zg) + Ly(zo,z) for
for € Q, which immediately yields |V}ru|(x0) < 1. Since

IV gul = max {|Vful, [V5ul},

we immediately get (4.9)). O

4.2. Loss of boundary data and reduced Dirichlet problem. In general, the condi-
tion may not hold. As a result, it is possible that © = g holds only on a subset of 02.
This set may also depend on f but we write ¥, to emphasize that it is the part where the
Dirichlet condition is maintained. The loss of boundary data occurs on 9\ ¥4. At points
xo € 02\ ¥4 the Monge condition holds, and so the function u constructed in
solves the problem in the new domain Q \ Y,. We thus can use the comparison results
above with 0f) replaced by ¥, to guarantee the uniqueness of solutions. The following
typical, well-understood example in R reveals such a situation.

Ezample 4.6. Let Q@ = (0,1) C Rand f = 1in Q. Set g(0) = 0 and g(1) = 2. It
turns out that there are no solutions that are continuous in [0, 1] and satisfy both
and simultaneously. However, u(x) = z is the unique solution that satisfies only
the partial boundary condition g(0) = 0. In fact, [V~ u|(1) = 1 holds and we can still
use the comparison principle if we consider = (0,1] and 92 = {0}. One can certainly
take another solution w(z) = z + 1 for [0,1], which is a Monge solution in [0,1) and
satisfies the boundary condition u(1) = 2. However, this solution does not satisfy the
Monge condition at 0, and moreover, such solutions are not necessarily unique from
the PDE viewpoint; u(x) = —x + 3 is also a Monge solution in [0,1) with u(1) = 2.
Indeed, it is the only Monge solution in [0,1) with boundary data u(1) = 2. We resolve
the uniqueness issue by taking 3, = {0} so that u(z) = x is the only solution in = (0, 1]
satisfying u(0) = 0. The function u(xz) = x is regarded as a natural choice of the unique
solution here also due to the optimal control interpretation given by .

Let us provide a more general result for the case when (1.13) fails to hold and u # g
on 0f2. As explained at the end of Section [3| we still expect that there exists a solution
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such that u = g on a subset X, of J€2. In fact, we take

By = { € 00 gla) < inf 000) + Ly(o0}}. (411)
By , it is clear that
Yy={xecd:g(x) <u(z)} ={xcd:g(x)=u(z)}. (4.12)

In general, the set ¥, may be empty. However, ¥, # ) if 9Q is compact with respect to
Ly and and g € LSCL(09), or if 052 is compact with respect to d and g € LSCy4(092). In
either case, 3, contains the minimizers of g on 0€2. Also, 3, is a closed set with respect
to the metric Ly.

Using ¥, we can reduce the original Dirichlet problem to
|Vul(z) = f(z) inQ\X, (4.13)

with boundary condition
u=g forzekX,. (4.14)

It turns out that u given by (1.16) is the unique Monge solution of (4.13), (4.14) when

¥4 # 0. Here, for these new Monge solutions, we certainly need to extend the definition of
Monge solutions to 2\ X,. More precisely, we say a locally bounded function u : Q\%, — R
is a Monge solution of (4.13) if it satisfies the property in Definition with 0\ X, playing

the role of the domain ) there, and with (3.1]) replaced by
lmsup  AZ0)—u(@) (4.15)
z€MN\Zy, Ly(z,20)—0 Lf(.’L'(), (L‘)

One can define Monge subsolutions and supersolutions of (4.13) in a similar way.

Proposition 4.7 (Well-posedness with possible loss of boundary data). Let (X,d) be a
complete length space and Q@ C X be a bounded domain. Assume that (1.3)) and (1.9) hold.
Let g : 00 = R be bounded and u be defined by (1.16). Let 3, be given by (4.11). Then u

is a Monge solution of (4.13), (4.14). If in addition ¥4 # 0 and (1.15) holds, then u is the
unique Lipschitz (with respect to L) Monge solution of the Dirichlet problem (4.13)(4.14)

satisfying
sup{|u(z) — g(y)| : 2 € Q, y € Ty, d(z,y) <6} =0 asd — 0. (4.16)

Proof. We have shown in Theorem [1.1] that u is a Monge solution in 2. Part of the proof
holds also for boundary points. In fact, by (4.1) we get, for any fixed xg € 99,

u(zo) — u(x) < Lg(xg,x) for all z € Q,

which yields (4.3) with g € 0. Now, for any z¢ € 02\ ¥, since u(zg) < g(zo), by
(1.16), for any € > 0 we still have (4.4]) for some y € 92 and v € I'f(xo,y). Then we can
follow the same argument in the proof of Theorem to prove that

lim sup 7u(3:0) — ul@)

xéﬁ\zg, Lf(J},];o)—)O Lf(x()? x)

Hence, (4.15) holds for all zy € 2\ ;. In view of (4.12), we also have u = g on ¥,. Thus
u is a Monge solution of (4.13), (4.14).

If ¥, # 0, we can further obtain (4.16). Indeed, we have (4.5)—(4.8) with © and 09
replaced by O\ 2, and ¥, respectively. Then we deduce (4.16) under the condition (1.15).

> 1.
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The comparison principle, Theorem can also be extended to the current case with 2
and OS2 replaced by 2\ X, and X, respectively. Hence, the uniqueness of Monge solutions

of ([A13)(#.14) with (4.16) holds. 0

Remark 4.8. As u < g on 92\ X, by (4.1) we have u(z) < g(y) + L¢(z,y) for all x € Q
and y € 0Q \ ¥,. This means that the optimal control formula (1.16) can be rewritten as

u(z) = yiengq{Lf(af, y) +9(v)}

if ¥4 # (. In other words, increasing the value of g at points in 92\ ¥, will not change
the solution w.

In the Euclidean space, when ¥, # 0Q and f € C(2), we usually relax the meaning of
the Dirichlet condition on 9Q \ ¥4, requiring u to satisfy

|Vu| > f on 002\ X, (4.17)

in the viscosity sense. Under appropriate assumptions on the regularity of {2, one can
show that the generalized Dirichlet (or state constraint) problem still admits a unique
viscosity solution [51} 152, [37]. Our result in Proposition essentially handles this type
of generalized Dirichlet boundary problems in metric spaces. In fact, we have at
each zg € 00\ X, which corresponds to the viscosity inequality . Such topological
change was also observed in [42] Remark 5.10] for evolutionary Hamilton-Jacobi equations
in metric spaces.

5. EXISTENCE OF ADMISSIBLE CURVES AND REGULARITY OF SOLUTIONS

We have seen that the existence of admissible curves plays an important role in
finding the Monge solutions of . The consistency of local topology condition ,
which guarantees the continuity with respect to the original metric d and uniqueness of
the Monge solution u of the Dirichlet problem, is also related to the existence of admissible
curves. We already provided an example, Example n to show that | fails to hold
in general. It is natural to ask under what assumptions we can obtain (1.9 nd - In
this section, we attempt to answer this question.

We introduce some notations and definitions for our use in this section. Let (X, d, i) be
a metric measure space with p being a locally finite Borel measure. We use B to denote
an open ball B, (x) when the center z and radius r > 0 are irrelevant to our analysis. In
this case, we also write AB = B),(x) for any A > 0 for simplicity of notation.

Let p > 1. Let T" be a collection of nonconstant rectifiable curves in (X, d, u). We say
that a curve connecting z,y € X is a C-quasiconvex curve if the length of the curve is at
most C'd(x,y). Let I'(xz,y;C') denote the collection of C-quasiconvex curves connecting
z,y € X. A metric space is said to be quasiconvex if there exists C' > 1 such that every
pair of points z,y € X can be connected by a C-quasiconvex curve.

Let F(I') be the family of all Borel measurable functions p : X — [0,00] such that
f7 p > 1 for every v € I'. For each 1 < p < 0o, the p-modulus of I is defined as

Mod, (') = f dy,
o) = g oo
and the co-modulus of I' is defined as
Mod (') = mf ||pHLoo
peF
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For any given function v : X — R, a Borel function p : X — [0,00] is said to be a
p-weak upper gradient of v if

u(v(a)) — u(y(b))] < / p ds
Y

holds for all rectifiable paths 7 : [a,b] — X outside a family of curves with p-modulus zero.
Consult [30] for an introduction about modulus of curve family and upper gradients.

Let 1 < p < oco. A metric measure space (X,d,u) is said to support a p-Poincaré
inequality if there exist constants C' > 0 and A > 1 such that for every measurable function
u : X — R and every upper gradient p : X — [0, 00| of u, the pair (u, p) satisfies

1/p
][ |u—uB|d,u§C'diamB<][ ppd,u> (5.1)
B AB

on every ball B C X. If p = oo, the right hand side above is replaced by C'diam B||g|| e (Ap)-
Here and in the sequel, for an integrable function f and a measurable set A of finite mea-

sure, we take
1
fdu:= / fdu.
7{1 1(A) Ja

We say that a metric measure space (X, d, ) is a Pl-space if the measure p is doubling
and the space supports a p-Poincaré inequality for some p > 1.

It turns out that (1.9) and (1.14) hold on a broad class of PI-spaces.

Theorem 5.1 (Regularity in p-PI spaces). Let (X,d,u) be a complete doubling metric
measure space supporting a p-Poincaré inequality with max{1l,Q} < p < oo, where @ > 0
1s the homogeneous dimension satisfying . Then there exists a constant C' > 0
depending on the constants of Pl-space and R > 0 such that for every function u and its
p-weak upper gradient p € LP(X), the following inequality holds for each open ball Br(z)
and every x,y € Br(z):

)
lu(x) — u(y)| < Cd(z, )"~ ? |1pll Lo (Boyn(e)): (5.2)

where X is the scaling constant in Poincaré inequality. Furthermore, for any pair of distinct
points x,y € Br C X, there exists C > 0 depending on the constants of Pl-space and R > 0
such that

Mod, (I'(z.y)) (5.3)

> -
= d(z,y)r-Q’

where T'(z,y) is the family of all rectifiable curves in Bsyp joining x and y.

A stronger version of the above result on Ahlfors @Q-regular space with @@ > 1 can be
found in |21, Theorem 5.1].

Proof of Theorem[5.1. The proof of can be found in 30, Theorem 9.2.14]. We only
show the modulus estimate below. We only consider a pair of distinct points z,y €
Br C X such that Mod,(I'(z,y)) < oo. Otherwise, the proof is complete. We pick
p € F(I'(z,y)), that is, f7 pds > 1 for every rectifiable curve v € I'(x, y). Define

~v€el(z,2)

vp(z) = inf /pds,
g
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and then v, is measurable |39, Corollary 1.10| and p is an upper gradient of v,. In fact, it
is clear that v,(z) = 0 and

vp(z) < /p ds for any v € I'(z, 2).
g

Therefore p is an upper gradient for v, in X. It follows that p is also an upper gradient
for min{v,, 2}.

Let n : X — R be a Lipschitz function satisfying that 0 < n < 1, n = 1 on 5AB and
n =0on X\ 10AB. Define a function u = nmin{v,, 2}. It easily follows that u(x) = 0 and
u(y) > 1. One can also verify that g = 2|Vn| + p is an upper gradient of u. In particular,
since n = 1 on 5B, we obtain p is an upper gradient for u on 5AB. Hence, it follows that

1-Q
1< fu(z) —u(y)| < Cd(z,y)  *pllLr(Bsyr(z))-
Since p € F(I'(x,y)) is arbitrary, by definition we obtain ([5.3)). O

This theorem implies the following result.

Proposition 5.2 (Holder regularity). Let (Q,d, i) be a complete bounded metric measure
space with u a doubling measure. Assume that Q and f satisfy (A1). Then for any distinct
x,y € Q, there exists an admissible curve v € I'¢(z,y), and in particular, holds.
Furthermore, there exists a constant C'y > 0 such that

Q _
Li(z,y) < Crd(z,y)' "7 forall z,y €9, (5.4)
which implies that (1.14) holds.

Proof. Note that for any f € LP(§2) with 1 < p < oo, the collection I" of nonconstant
rectifiable curves such that [ f ds = oo has p-modulus zero; see for instance [30, Lemma

5.2.8]. By (5.3) in Theorem we get Mod,,(T'(z,y)) > 0 for any distinct points z,y € Q,
which implies the existence of rectifiable curves joining x and y on which f is integrable.

For any fixed z € 0, writing v(y) = infer; (z,y) fv f ds for y € Q, we can deduce that

v is measurable and locally p-integrable by [39, Theorem 1.11] and f € LP(2) is an upper
gradient of v. Applying Theorem we are led to

_Q
Ly(z,y) = v(y) = v(y) —v(z) < Cd(z,y)"" 7 |l (e
Hence, we also obtain (1.14)). O

In general, if f ¢ LP(Q) for p > @, then (1.9) may not hold in general, as can be seen
in the following simple example, which is an adaptation of Example

Example 5.3. Let X = R with d being the Euclidean metric and p being the one-
dimensional Lebesgue measure. Let Q = (—1,1) and

f@) ==, we(-1LD\{0}

It is clear that f ¢ LP(Q2) for any p > 1. Then for any x € (—1,1) \ {0}, T'f(x,0) = 0 and
Ly(x,0) = oo.

The critical case p = @Q is complicated. For R™ with n = 1, we can prove the condi-
tions (1.9) and (1.14) if p > 1, since the p-modulus of the curve collection containing just
one non-constant curve is positive. In general, we cannot expect the results in Proposition
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to always hold if f € L9 (Q) but f ¢ LP(Q) for any p > Q. On the other hand, (T.9) is
only about the existence of one curve on which f is integrable and can be obtained even
for some functions f ¢ L?(Q). A simple example is as below.

Ezample 5.4. Let X = R? and = B1(0) C X with O denoting the origin (0,0). That is,
() is the unit disk in R? centered at O. We set

e1 = {(w1,72) : 71 € (0,1), 22 = 0}.
Let f:Q — R be given by

1
\/ﬁ iferl,
x
fla)=q Y
Tl if v ¢ e; and x # O.
x

Observe that f € LP(Q) for 1 < p < 2 but f ¢ L*(Q); the value of f on e; does not affect
the integral of f in Q. However, for each pair of distinct points =,y € €2, one can find a
curve v € I'¢(z,y) in Q. For z # O, we can take a curve connecting z first to (|z|,0) along
the circular arc and then to O along the horizontal line segment. This choice enables us
to guarantee L;(O,z) < m + 2, which shows that Q a bounded metric space with respect
to the metric Ly. The topology induced by L, however, is distinct from the Euclidean
topology. Indeed, for z; := (0,1/j) and any curve v joining O and z;, denoting by ~ the
portion of v in the Euclidean disk Bl/j(zj), we have f7 fds > f7 fds > f(l)/(Qj) > 1/2,
which yields L(O,z;) > 1/2 for all j > 1. Hence, L;(O,z;) /4 0 as j — oo, although
zj converges to O in the Euclidean topology. (As the metric Ly is locally bi-Lipschitz
equivalent to the Euclidean metric in Q \ {O} as well, we see that this sequence cannot
converge in §) with respect to L )

The following result, which can be found in |21, Theorem 3.1]| and |22, Theorem 2.10],
is a variant of Theorem [5.1] for the case p = oc.

Theorem 5.5 (Regularity in co-PI spaces). Let (X,d,u) be a complete doubling metric
measure space. Then the following statements are equivalent.

(1) X supports an oo-Poincaré inequality.

(2) There exists C > 1 such that Modeo(I'(z,y; C)) > 0 for all z,y € X satisfying
d(x,y) > 0, where we recall that T'(x,y; C) denotes the collection of C-quasiconvex
curves connecting x,y.

(3) There exists C > 1 such that whenever N C X with u(N) = 0 and x,y € X with
x # y, there is a quasiconvex curve vy joining x,y such that ¢(v) < Cd(z,y) and
HY(y"L(N)) =0, where H' denotes the one-dimensional Hausdorff measure.

The following is the version of Proposition corresponding to p = oo.

Proposition 5.6 (Lipschitz regularity). Let (€, d,u) be a complete bounded metric mea-
sure space with p a doubling measure. Assume that Q and f satisfy (A2). Then for any
distinct x,y € Q, there exists a curve v € I'(x,y; C) NT¢(x,y) in Q. In particular,
and hold with

Li(z,y) < Cllfllze@d(@,y) for allz,y € Q. (5.5)

Proof. 1t is not difficult to see that Theorem [5.5 (2) implies (1.9). The proof of (1.14)
involves the condition (3) in Theorem In fact, since f € L*(€2), there exist a null set
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Ny such that
e inQ\Ny. (5.6)

Then by Theorem for any =,y € €, we can take a curve v in Q joining them with
() < Cd(z,y) and H'(y1(Ny)) = 0, which yields (5.5). Thus (L.14) clearly holds. O

Since the Monge solution v defined by is Lipschitz in the metric Ly, as shown in
Theorem we obtain Theorem as an immediate consequence of Proposition [5.2] and
Proposition Under the same assumptions, it is not difficult to show that w is in the
Sobolev class N1P(Q), that is, u € LP(Q) and u has an upper gradient in LP(Q). In fact,

by (1.8) and (4.1) we see that f € LP(Q) is an upper gradient of u.

6. SOLUTIONS FOR ADMISSIBLE CURVES TRANSVERSAL TO NULL SETS

In this section, we assume that f satisfies and (€2, d, ;1) is a complete doubling metric
measure space with homogeneous dimention ¢ > 0. Assuming either of the additional
regularity assumptions (Al) and (A2) as stated in the discussion following (L.18), we
consider a slightly different optical length function L ¢ and the associated solutions using
curves transversal to null sets in . This change improves the stability of solutions with
respect to the perturbation on f. We refer to [46, 44| for stability results on time-dependent
Hamilton-Jacobi equations in metric spaces.

6.1. Optical length with transversal curves. Let I‘}V (z,y) be the collection of arc-
length parametrized rectifiable curves in X connecting z,y € Q with f7 f ds < oo and

transversal to a given null set N C €, as given in ((1.19). The associated optical length

function is defined by (|1.20).

Under the standing assumptions of this section, we consider fy = f + ocoxn if (A1)
holds. Note that fy € LP(§2) with max{1,Q} < p < co. Proposition then implies that
¢y (z,y) #0if ¢ # y, and we can verify that T'y, (z,y) = F;cv(x, y) and

/deZ/des for’yel“ﬁcv(a:,y).
2l v

If (A2) holds, then Theorem [5.5/implies that Fﬁcv(x, y) # 0 and therefore Lﬁcv(x, y) < oo for
any distinct points z,y € Q. Hence, in either case we have

Ly (z,y) = inf{/fds Dy E FfN(x,y)} = inf{/fds Ty E I’}V(:E,y)} = Lﬁev(m,y).
v gl
} (6.1)
We define the maximal optical length function Ly : X x X — R by (1.22). It is easy to
verify using Proposition and Proposition that the optical length function Ly (as
well as L;V for any fixed null set N) also satisfies the metric properties, as discussed for

L in Lemma .

Moreover, we see that (1.14) holds for L under either of the assumptions (A1), (A2).
Indeed, it is an immediate consequence of Proposition when (A1) holds. In the case
of (A2), there exists a null set Ny such that (5.6 holds. Since €2 supports an co-Poincaré
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inequality, by Theorem there exists C' > 0 such that for any null set N and z,y € Q
we can find a curve transversal to Ny U N satisfying

[ £5 < Clfllieiey dlo.w).
”
Recall that Ny ={z : f(2) > || fllpe(q)}- It follows that

z/f(x7y) < CHfHLOO(Q) d(x7y) for all T,y € Q (62)

and thus (1.14) holds for L s. Furthermore, under the assumption (L.3)), together with
(2.1), we also obtain
L¢(z,y) > ad(z,y) for all z,y € Q. (6.3)

Since Fﬁcv(x, y) C I'¢(z,y) for each null set N, it is easily seen that
Ly(x,y) < Ly(x,y) forall z,y € Q. (6.4)

It turns out that the supremum in the definition of L ¢ can be attained at a particular
null set if either (A1) or (A2) holds.

Lemma 6.1. Let (Q,d, ) be a complete metric measure space with p a doubling measure.

If (A1) or (A2) holds, then there exists a null set E such that Ly defined in (1.22) satisfies
jif(:v,y) = L?(:U,y) for all z,y € Q. (6.5)

Proof. Tt suffices to show L < L? , since the reverse inequality holds obviously. We first
fix a null set Ny, and we now show that for any fixed z,y € Q there exists a null set Ngy
containing Ny such that
Ly(x,y) = inf{I(y) : v € TV (2, 9)}.

To see this, for any k£ € N, we take a null set Nj (k > 1) such that

~ 1 1

Ng NUNg

Ly(z,y) < Ly*(z,y) + o < L (2, y) + -
Set Ny = Upeo Ni- Then,
1

~ Nz ~
Ly(w,y) 2 L™ (x,y) 2 L (e.y) 2 Ly(ey) = ¢

and thus Ly(x,y) = L;sz (x,y) by letting k — oo. The claim is proved.
Since (,d, i) is complete and doubling, it follows that  is separable [30, Lemma

4.1.13|, and therefore there exists a countable dense subset D C €. For every pair of
points xg, yo € D, there exists a null set Ny, containing N such that

~ Nﬂ') .
Ly(xo,0) = L™ (x0,y0) = inf{If(y) : v € T2 (9, o) }.
We construct a null set E' in slightly different ways for the cases (A1) and (A2).

If (A1) holds, we set E = | Nzoyo- Then we have p(E) = 0 and

z0,yo €D
f/f(:):o,yo) = L?(mo,yo) =inf{I;(y) : v € T¥(xq,y0)} for all zg,yo € D. (6.6)

Fix z,y € Q and € > 0 arbitrarily. Set &’ = (a/(4C))ﬁ with constant C' > 0 from (5.4))
and let o € D N B(x) and yo € D N B/ (y). Proposition implies that

Ly(z,20) < /4. (6.7)
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There exists a null set V] containing E such that

Ly a0) = Ly (2,20) = mf{I7(7) : 7 € T (2, 20)}. (6.8)

For f = f+oox N}, We can apply Theoremto find a curve transversal to Ni connecting
x and xg. In particular, there exists a curve 1 such that

& ~ £ &

Analogously, there exists a curve 7, transversal to a null set NJ containing F and connect-
ing y, 4o in 2 such that

Nl
If(Vl) < Lfl(fvaO) +

Lg(y,y0) < Ip(72) <e/2. (6.10)

Choose any curve v € I'P(x,y) and let ¢ be a curve connecting zg and o defined by
joining 71, v and 2. Therefore we obtain

I:f($7 y) S if(l', iL'()) + f’f($07 Z/O) + f’f(y()a y)

(6.11)
<e+1(&) =e+Ir(n) + Lp(v2) + Ip(v) < Ip(v) + 2e.

Since € is arbitratry, it follows that
Ly(z,y) <inf{I;(y):y €TL,} = LF(z,y)
for all z,y € Q. We have completed the proof of (6.5 under the assumption (A1).

If, on the other hand, (A2) holds, then there exists a null set such that holds. We
define £ =, ,oep(Nzoyo U N¢) in this case. It is clear that E is still a null set. For every
>0, let & =¢/(2CB). Then for any x,y € Q and 29 € D N B (z) and yg € D N Bu(y),
there exists a null set N{ containing E such that holds also in this case. Thanks to
the co-Poincaré inequality, we adopt in Proposition to get . The rest of the
proof is the same as that under the assumption (A1). We find curves v; and 9 satisfying
estimates and , and build £ again by concatenating 1,y and «5. The same
estimate as in yields in this case. O

6.2. Transversal Monge solutions. Using the optical length IN/f (or equivalently L?
with F given in Lemma, we can consider a different notion of Monge solutions, which
we call transversal Monge solutions.

Definition 6.2 (Transversal Monge solutions). We say that a locally bounded function
u: Q2 — R is a transversal Monge solution (resp. subsolution, supersolution) to (1.1} in

if for any xo € Q
lim sup M =1 (resp. <,>). (6.12)
T—xT0 Lf(.??, xo)

Remark 6.3. Under assumption (A2), by (6.2) and (6.3)), we can show that (6.12) holds if
and only if

— I
lim sup u(wo) — u(w) — Ly(z,w0)
T—T0 d(JE,JI[))

Indeed, (6.12) is equivalent to

i sup "(70) = 4(2) = Ly(@, x0)
T—T0 Lf(."L‘, :L‘())

=0 (resp. <,>). (6.13)

=0 (resp. <,>),
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which is further equivalent to (6.13), since we have

< if(.%', xO)
N d(l‘,l‘o)

Remark 6.4. Following Remark we can show that |V~ u|(xg) = f(x¢) holds for any

transversal Monge solution and any xg € €2 where f is continuous.

< O fllLo(0)-

We can repeat our arguments in the previous section, replacing L by L , to prove the
uniqueness and existence of transversal Monge solutions of . Note that thanks
to (A1) or (A2), (Q, Ly) is bounded if (Q,d) is bounded. Below we give the statements
without proofs.

Theorem 6.5. Let (X,d, i) be a complete geodesic space with p doubling and let Q C X
be a bounded domain. Assume that f satisfies (1.3) and that either (A1) or (A2) holds.

Let w € USC; () and v € LSC; () be respectively a Monge subsolution and a Monge
supersolution to (1.1)) in the sense of Definition @ If u<v on 09, then u < v in Q.

Theorem 6.6. Let (X,d, pn) be a complete geodesic space with p doubling and let Q C X
be a bounded domain. Assume that f satisfies and that either (A1) or (A2) holds.
Let g : 022 — R be bounded, and let @ be defined by , where Ef is given by .
Then 4 is a transversal Monge solution of , which is Lipschitz continuous with respect
to L ¢ and uniformly continuous with respect to d in Q. Moreover, if g satisfies

9(x) < Ly(w,y) + g(y) for all 2,y € 09, (6.14)
then @ is the unique transversal Monge solution of (1.1))(|1.2).

Remark 6.7. Recall that a metric space is said to be proper if every closed and bounded
set is compact. A complete metric measure space (X, d, ) with p doubling is proper [30),
Lemma 4.1.14]. Furthermore, Hopf-Rinow Theorem implies that a complete and proper
length space is a geodesic space.

The Lipschitz continuity of % can be obtained via the relation
a(x) < u(y) + Ly(z,y) forall z,y € Q, (6.15)
which is a counterpart of (4.1) in the current setting.

By (6.4), we see that in general the Monge solution u and transversal Monge solution %
of (1.1])(1.2)) satisfy v < @ in £ under the same given boundary data.

6.3. Maximal weak solutions. In the Euclidean space, for bounded continuous inho-
mogeneous term f, one can define weak solutions of by requiring the function to be
locally Lipschitz and satisfies the equation almost everywhere in €2. Such kind of solutions
are also called Lipschitz a.e. solutions in the literature. We extend this notion to metric
measure spaces for a possibly discontinuous f.

Definition 6.8. We say that u € Lipjo.(2) N C(£2) is a weak solution (resp. subsolution,
supersolution) to (1.1)) if the slope |Vu|(x) exists and satisfies |Vu|(z) = f(x) (resp. <,
>) at almost every z € Q.

When the measure p on € is doubling and supports an oo-Poincaré inequality, we know
from [20] that u is Lipschitz continuous with respect to the metric d and that |Vu| is the
least oco-weak upper gradient of u. Our construction of w in this setting yields |Vu| < f
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and in general we may not have equality. However, if f € L*°()) is continuous almost
everywhere, we do obtain that f = |[Vu|. This is the focus of this subsection.

Let us denote the class of weak subsolutions to ((1.1)), (1.2]) by

Sweak = {v € Lipioc(2) NC(Q) : |Vu(z)| < f(x) a.e. in Q and v < g on IN}.  (6.16)

We can show that the maximal weak subsolution is the transversal Monge solution
provided that f is upper semicontinuous almost everywhere and the metric space X satisfies
the co-weak Fubini property. A metric measure space (X, d, i) is said to satisfy the co-weak
Fubini property if for any null set N and € > 0, given any distinct points z,y € X, there
exists a curve connecting x,y transversal to N such that ¢(y) < d(z,y) +¢. In particular,
a space satisfying the co-weak Fubini necessarily supports an co-Poincaré inequality. More
discussion on the co-weak Fubini property can be found in |22 Section 4].

Proposition 6.9. Let (X,d,u) be a complete geodesic space with pi a doubling measure.
Suppose that Q@ C X is a bounded domain with (€,d, ) satisfying the oo-weak Fubini

property. Assume that f € L®(Q) and that f satisfies . Let g : 0 — R satisfy
and U be the transversal Monge solution defined in . Then, v < @ in Q holds for all
vV € Sweak- If in addition f is assumed to be upper semicontinuous almost everywhere, i.e.,
there exists a set N C Q with u(N) = 0 such that f|Q\N s upper semicontinuous, then i
1s a weak subsolution of , . In particular, 4 is the mazimal weak subsolution in
the sense that

u(z) = sup{v(x) : v € Syear} for all x € Q. (6.17)

Remark 6.10. If we further assume that X supports a p-Poincaré inequality for some
1 < p < oo, then we have g, = |Vu| almost everywhere |15, Theorem 6.1|, where g,
denotes the least p-weak upper gradient of w. In particular, the function ug defined in
is the maximal Lipschitz solution to the Dirichlet problem

gu(z) = f(x) a.e. in Q
u=4g on 0f),

where f, g satisfy the conditions in Proposition
Proof of Proposition[6.9. We have seen in Theorem that @ is uniformly continuous in

Q with respect to the metric d. Let us show that v < @ in € for every v € Syeqr. Take the
null set N, = {x € Q: |Vv|(x) > f(x)}. Note that |Vv|(x) is an upper gradient of v, i.e.,

lo(z) — v(y)] < / Vo] ds
Y

holds for every curve v joining  and y in €; see [30, Lemma 6.2.6]. Let N' = N, U E,
where F is the null set given in Lemma It is clear that N’ is still a null set. We fix
y € 0. For any £ > 0, we can choose a curve v in Q connecting = and y such that it is
transversal to N/ and

/ fds+g(y) <u(x)+e. (6.18)
g

This is possible because 2 supports the co-weak Fubini property. Due to the transversality,

we get
/]Vv[ dsg/f ds.
¥ ¥
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Hence, it follows that

v(z) = v(x) —v(y) +o(y) < |v(x) — oY)+ 9(y)
4
S/O (V| ds + g(y) S[yfderg(y)-

By (6.18), we thus have v(x) < @(x) 4+ €. Since € is arbitrary, it follows that v(z) < @(x)
for every = € Q.

We next prove that @ is a weak solution of under the upper semicontinuity of f|o\n
for a null set N. Let N, = NUFE and fix zyp € Q\ N, arbitrarily. In view of Remark m
satisfies |Va|(xo) > [V~ a|(zo) = f(xo). In what follows we show that |Va|(xzo) < f(zo).
Then by the upper semicontinuity of f \Q\ N, for every 0 < € < 1 we can take r > 0 small
such that

f(y) < f(wo) +¢ forally € Bar(zo) \ N (6.19)

Using the oo-weak Fubini property of Q, for any z € B,.(x) it is possible to connect
and x by a curve v in ) that is transversal to N, and satisfies £(y) < (1 +¢)d(z, zg) < 2r.
This implies that d(zg,y) < 2r for any y € 7; in other words, « lies in By, (xg). It follows
from and the transversality of v to N, that

/ fds < (F(zo) +)(v) < (f(xo) +)(1 + £)d(z, o).

Applying in Lemma we therefore obtain
Ly(x,x0) = Lf (x,20) < L} (x,20) < (f(0) + €)(1 + €)d(x 20)
for all x € Q with d(x,z9) > 0 small.
In view of the Lipschitz continuity of @ in , we get
|a(x) — @(zo)| < (f(wo) + €)(1+€)d(x, zo).

Dividing the inequality by d(x,z¢), letting d(z,x9) — 0 and then sending ¢ — 0, we end
up with |Va|(zg) < f(xg). Since z¢ € Q\ N, is arbitrary and N, is a null set, we see that
4 is a weak subsolution of . Note that @ < g holds on 9 thanks to the definition
%. Hence, % € Syeqr. Combining this with the first part of our result, we are led to
6.17). O

Remark 6.11. We can define the class of weak supersolution and solution by replacing “ <"
in by “ > 7 and “ =" respectively. If f |Q\ n 18 further assumed to be continuous,
then by Remark u satisfies |V~ a|(xg) = f(zo) for any z¢g € 2\ Ni. It immediately
follows that |Val|(xg) > f(zo) due to the property |Va| > |V~a|. In other words, @ is
a weak supersolution of ([I.1)) since & > g follows from . Since 4 is also a weak
subsolution, we see that @ is a weak solution.

Remark 6.12. If instead of the condition f € L°°(£2), we impose (A1), that is, Q satisfies a

p-Poincaré inequality and f € LP(Q) for finite p > max{1, @}, then the problem becomes
more challenging. One may replace the definition of Syeqx in (6.16) by

Sweak = {v € C(Q) : v < g on 9N, there exists a null set N, such that f

is the upper gradient of v along all curves transversal to N, }.

Then the same conclusion as in Proposition [6.9] follows from a similar argument.
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